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- Approaches:
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## Shortest Path Problems

http://jeffe.cs.illinois.edu/teaching/algorithms/book/ 08-sssp.pdf

- Problem 2: Dijkstra with $k$ negative edges.
- Problem 3: vertices, not edges, have weight.
- Problem 5: edge reinsertion
- Problem 4: Replacement paths on directed graphs
- Problem 12: Smallest shortest path
- Problem 16, 17: Remember reductions?
- Problem 1 of https://www.cs.utexas.edu/~ecprice/courses/ 331h/psets/331h-ps6.pdf

