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#### Abstract

The Shannon-Hartley theorem bounds the maximum rate at which information can be transmitted over a Gaussian channel in terms of the ratio of the signal to noise power. We show two unexpected applications of this theorem in computer science: (1) we give a much simpler proof of an $\Omega\left(n^{1-2 / p}\right)$ bound on the number of linear measurements required to approximate the $p$-th frequency moment in a data stream, and show a new distribution which is hard for this problem, (2) we show that the number of measurements needed to solve the $k$-sparse recovery problem on an $n$-dimensional vector $x$ with the $C$-approximate $\ell_{2} / \ell_{2}$ guarantee is $\Omega(k \log (n / k) / \log C)$. We complement this result with an almost matching $O\left(k \log ^{*} k \log (n / k) / \log C\right)$ upper bound.


## I. Introduction

Let $S$ be a real-valued random variable with $\mathbf{E}\left[S^{2}\right]=$ $\tau^{2}$. Consider the random variable $S+T$, where $T \sim$ $N\left(0, \sigma^{2}\right)$ is additive white Gaussian noise of variance $\sigma^{2}$. The Shannon-Hartley theorem states that

$$
I(S ; S+T) \leq \frac{1}{2} \log \left(1+\frac{\tau^{2}}{\sigma^{2}}\right)
$$

where $I(X ; Y)=h(X)-h(X \mid Y)$ is the mutual information between $X$ and $Y$, and $h(X)=$ $-\int_{\mathbb{X}} f(x) \log f(x) d x$ is the differential entropy of a random variable $X$ with probability density function $f$.

We show two unexpected applications of the ShannonHartley theorem in computer science, the first to estimating frequency moments in a data stream, and the second to approximating a vector by a sparse vector.

## A. Sketching Frequency Moments

In the data stream literature, a line of work has considered the problem of estimating the frequency moments $F_{p}(x)=\|x\|_{p}^{p}=\sum_{i=1}^{n}\left|x_{i}\right|^{p}$, where $x \in \mathbb{R}^{n}$ and $p \geq 2$. One usually wants a linear sketch, that is, we choose a random matrix $A \in \mathbb{R}^{m \times n}$ from a certain distribution, for $m \ll n$, and compute $A x$, from which one can output a constant-factor approximation to $F_{p}(x)$ with high probability. Linearity is crucial for distributed computation, formalized in the MUD (Massive Unordered Distributed) model [9]. In this model the vector $x$ is split into pieces $x^{1}, \ldots, x^{r}$, each of which is handled by a different machine. The machines individually compute $A x^{1}, \ldots, A x^{r}$, and an aggregation function combines these to compute $A x$ and estimate $F_{p}(x)$. Linearity
is also needed for network aggregation, which usually follows a bottom-up approach [18]: given a routing tree where the nodes represent sensors, starting from the leaves the aggregation propagates upwards to the root. We refer to the rows of $A$ as measurements.

Alon, Matias, and Szegedy [2] initiated the line of work on frequency moments. There is a long line of upper bounds on the number of linear measurements; we refer the reader to the most recent works [3], [11] and the references therein. Similarly, we refer the reader to the most recent lower bounds [16], [22] and the references therein. The best upper and lower bounds for obtaining a $(1+\epsilon)$-approximation with probability at least $1-\delta$ have the form $n^{1-2 / p} \cdot \operatorname{poly}\left(\epsilon^{-1} \log \left(n \delta^{-1}\right)\right.$.

The existing lower bounds are rather involved, using the direct sum paradigm for information complexity [5]. Moreover, they apply to the number of bits rather than the number of linear measurements, and typically do not provide an explicit distribution which is hard. These issues can be resolved using techniques from [4], [20] and [15]. The resulting hard distribution is: choose $x \in\{-1,0,1\}^{n}$ uniformly at random, and then with probability $1 / 2$, replace a random coordinate $x_{i}$ of $x$ with a value in $\Theta\left(n^{1 / p}\right) . F_{p}(x)$ changes by a constant factor in the two cases, and so the approximation algorithm must determine which case we are in.

We instead consider the following continuous distribution: choose $x$ to be a random $N\left(0, I_{n}\right)$ vector, i.e., a vector whose coordinates are independent standard normal random variables. With probability $1 / 2$, replace a random coordinate $x_{i}$ of $x$ with a value in $\Theta\left(n^{1 / p}\right)$. The use of Gaussians instead of signs allows us to derive our lower bound almost immediately from the Shannon-Hartley theorem. We obtain an $\Omega\left(n^{1-2 / p}\right)$ bound on the number of linear measurements required for estimating $F_{p}$, matching known bounds up to $\operatorname{poly}\left(\epsilon^{-1} \log \left(M n \delta^{-1}\right)\right.$ factors. Our proof is much simpler than previous proofs.

Our new hard distribution may also more accurately model those signals $x$ arising in practice, since it corresponds to a signal with support 1 which is corrupted by independent Gaussian noise in each coordinate. Identifying natural hard distributions has been studied for other data stream problems, see, e.g., [19] and [17].

## B. Sparse Recovery

In the field of compressed sensing, a standard problem is that of stable sparse recovery: we want a distribution $\mathcal{A}$ of matrices $A \in \mathbb{R}^{m \times n}$ such that, for any $x \in \mathbb{R}^{n}$ and with probability $1-\delta>2 / 3$ over $A \in \mathcal{A}$, there is an algorithm to recover $\hat{x}$ from $A x$ with

$$
\|\hat{x}-x\|_{p} \leq(1+\epsilon) \min _{k-\text { sparse } x^{\prime}}\left\|x-x^{\prime}\right\|_{p}
$$

for some $\epsilon>0$ and norm $p$. We call this a $(1+\epsilon)-$ approximate $\ell_{p} / \ell_{p}$ recovery scheme with failure probability $\delta$. We will focus on the popular case of $p=2$.

For any constant $\delta>0$ and any $\epsilon$ satisfying $\epsilon=O(1)$ and $\epsilon=\Omega\left(n^{-1 / 2}\right)$, the optimal number of measurements is $\Theta(k \log (n / k) / \epsilon)$. The upper bound is in [12], and the lower bound is given by [1], [6], [14], [20]; see [20] for a comparison of these works.

One question is if the number of measurements can be improved when the approximation factor $C=1+\epsilon$ is very large (i.e. $\omega(1)$ ). In the limiting case of $C=\infty$, corresponding to sparse recovery in the absence of noise, it is known that $O(k)$ measurements are sufficient [7]. However, the intermediate regime has not been well studied.

Using the Shannon-Hartley theorem, we prove an $\Omega(k \log (n / k) / \log C)$ lower bound on the number of measurements. We complement this with a novel sparse recovery algorithm, which builds upon [12] and [13], but is the first to obtain an improved bound for $C>1$. Our bound is $O\left(k+k \log (n / k) \log ^{*} k / \log C\right)$, which matches our lower bound up to a $\log ^{*} k$ factor. Because $\log (1+\epsilon) \approx \epsilon$, these results match the $\Theta\left(\frac{1}{\epsilon} k \log (n / k)\right)$ results for $\epsilon \ll 1$.

Related work. Related lower bounds have appeared in a number of recent works, including [6], [14], [1], [21], and [10]. See [20] for a comparison.

## II. Lower Bound for Frequency Moments

This section is devoted to proving the following theorem:

Theorem 1: Any sketching algorithm for $F_{p}$ up to a factor of $(1 \pm \epsilon)$ for $\epsilon<1 / 2$, which succeeds with probability $1-\delta$ for a sufficiently small constant $\delta>0$, requires $m=\Omega\left(n^{1-2 / p}\right)$.

Let $G_{p}=\mathbf{E}\left[|X|^{p}\right]$ where $X \sim N(0,1)$. For constant $p, G_{p}$ is $\Theta(1)$.

Consider the following communication game between two players, Alice and Bob. Alice chooses a random $\ell \in[n]$ and associated standard unit vector $e_{\ell}=$ $(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{n}$. She also chooses $w \sim$ $N\left(0, I_{n}\right)$. Then she chooses $Z \in\{0,1\}$ uniformly at random. If $Z=0$, then Alice sets $x=w$. If $Z=1$, then Alice sets $x=\left(4 G_{p}\right)^{1 / p} \cdot n^{1 / p} e_{\ell}+w$. She sets $y=A x$, where $A$ is the random matrix used for estimating $F_{p}$. She sends $y$ to Bob, who runs the estimation procedure associated with $A$ to recover an estimate $r$ to $F_{p}(x)$. If
$r \geq 2 G_{p} n$, then Bob sets $Z^{\prime}=1$, else Bob sets $Z^{\prime}=0$. We thus have a Markov chain $\ell, Z \rightarrow x \rightarrow y \rightarrow Z^{\prime}$.

If $A$ works for any $x$ with probability $1-\delta$, as a distribution over $A$, then there is a specific $A$ and random seed such that $A$, together with the associated estimation procedure, succeeds with probability $1-\delta$ over $x$ drawn from the distribution described above. Let us fix this choice of $A$ and associated random seed, so that Alice and Bob run deterministic algorithms. Let $m$ be the number of rows of $A$. We can assume the rows of $A$ are orthonormal since this can be done in post-processing.

Lemma 2: $I\left(Z ; Z^{\prime}\right)=O\left(m / n^{1-2 / p}\right)$.
Proof: Let the rows of $A$ be denoted $v^{1}, \ldots, v^{m}$. Then we have that

$$
y_{i}=\left\langle v^{i}, x\right\rangle=\left(4 G_{p}\right)^{1 / p} n^{1 / p} \cdot\left\langle v^{i}, e_{\ell}\right\rangle Z+w_{i}^{\prime}
$$

where $w_{i}^{\prime} \sim N(0,1)$. Define $z_{i}=\left(4 G_{p}\right)^{1 / p} n^{1 / p}$. $\left\langle v^{i}, e_{\ell}\right\rangle Z$ so $y_{i}=z_{i}+w_{i}^{\prime}$. Then

$$
\begin{aligned}
\mathbf{E}_{Z, \ell}\left[z_{i}^{2}\right] & =\frac{1}{2} \cdot\left(4 G_{p} n\right)^{2 / p} \mathbf{E}_{\ell}\left[\left(v_{\ell}^{i}\right)^{2}\right] \\
& =\frac{1}{2} \frac{\left(4 G_{p} n\right)^{2 / p}}{n}=\frac{1}{2} \frac{\left(4 G_{p}\right)^{2 / p}}{n^{1-2 / p}}=\Theta\left(1 / n^{1-2 / p}\right)
\end{aligned}
$$

Hence, $y_{i}=z_{i}+w_{i}^{\prime}$ is a Gaussian channel with power constraint $\mathbf{E}\left[z_{i}^{2}\right]=\Theta\left(1 / n^{1-2 / p}\right)$ and noise variance $\mathbf{E}\left[\left(w_{i}^{\prime}\right)^{2}\right]=1$. By the Shannon-Hartley theorem,

$$
\begin{aligned}
\max _{v^{i}} I\left(z_{i} ; y_{i}\right) & \leq \frac{1}{2} \log \left(1+\frac{\mathbf{E}\left[z_{i}^{2}\right]}{\mathbf{E}\left[\left(w_{i}^{\prime}\right)^{2}\right]}\right) \\
& =\frac{1}{2} \log \left(1+\Theta\left(1 / n^{1-2 / p}\right)\right)=\Theta\left(1 / n^{1-2 / p}\right)
\end{aligned}
$$

By the data processing inequality for Markov chains and the chain rule for entropy,

$$
\begin{aligned}
I\left(Z ; Z^{\prime}\right) & \leq I(z ; y)=h(y)-h(y \mid z) \\
& =h(y)-h(y-z \mid z) \\
& =h(y)-\sum_{i} h\left(w_{i}^{\prime} \mid z, w_{1}^{\prime}, \ldots, w_{i-1}^{\prime}\right) \\
& =h(y)-\sum_{i} h\left(w_{i}^{\prime}\right) \leq \sum_{i} h\left(y_{i}\right)-h\left(w_{i}^{\prime}\right) \\
& =\sum_{i} h\left(y_{i}\right)-h\left(y_{i} \mid z_{i}\right)=\sum_{i} I\left(y_{i} ; z_{i}\right) \\
& \leq O\left(m / n^{1-2 / p}\right) .
\end{aligned}
$$

Proof of Theorem 1: If $Z=1$, then $\|x\|_{p}^{p} \geq 4 G_{p} \cdot n$, and so any $(1 \pm \epsilon)$-approximation is at least $2 G_{p} n$ for $\epsilon<1 / 2$. On the other hand, if $Z=0$, then $\mathbf{E}\left[\|x\|_{p}^{p}\right]=$ $G_{p} \cdot n$, and since the $\left|x_{i}\right|^{p}$ are i.i.d. (as we range over $i$ ) with bounded variance, by Bernstein's inequality, with probability at least $1-1 / n,\|x\|_{p}^{p} \leq \frac{4}{3} \cdot G_{p} \cdot n$. Hence, any ( $1 \pm \epsilon$ )-approximation is less than $2 G_{p} n$ for $\epsilon<1 / 2$. So if the algorithm succeeds with probability at least $1-\delta$, then $Z=Z^{\prime}$ with probability at least $1-\delta-1 / n$.

By Fano's inequality and the fact that $Z, Z^{\prime} \in\{0,1\}$, if $q=\operatorname{Pr}\left[Z^{\prime} \neq Z\right]$ then we have $H\left(Z \mid Z^{\prime}\right) \leq H(q)+q$. Hence,
$I\left(Z ; Z^{\prime}\right)=H(Z)-H\left(Z \mid Z^{\prime}\right)=1-(H(q)+q) \geq 1 / 2$
if $q$ is less than a sufficiently small constant, which follows from $\delta$ being a sufficiently small constant. But by Lemma $2, I\left(Z ; Z^{\prime}\right)=O\left(m / n^{1-2 / p}\right)$. Hence $m=$ $\Omega\left(n^{1-2 / p}\right)$.

## III. Bounds for Sparse Recovery

## A. Lower bound for $C \gg 1$

For $C=1+\epsilon$ a lower bound of $\Omega(k \log (n / k) / \epsilon)$ was shown in [1], [6], [14], [20] for any constant $\delta>0$ and $\epsilon$ satisfying $\epsilon=O(1)$ and $\epsilon=\Omega\left(n^{-1 / 2}\right)$. As in the lower bound of [20], ours uses the Shannon-Hartley theorem, but this proof is simpler because it can use that $C$ is large. We explain the approach and our modification, and refer the reader to [20] for more details.

This section will prove the following theorem:
Theorem 3: Any $C$-approximate $\ell_{2} / \ell_{2}$ recovery scheme with failure probability $\delta<1 / 2$ requires $m=\Omega(k \log (n / k) / \log C)$.

As in [20], let $\mathcal{F} \subset\{S \subset[n]||S|=k\}$ be a family of $k$-sparse supports such that:

- $\left|S \Delta S^{\prime}\right| \geq k$ for $S \neq S^{\prime} \in \mathcal{F}$,
- $\operatorname{Pr}_{S \in \mathcal{F}}[i \in S]=k / n$ for all $i \in[n]$, and
- $\log |\mathcal{F}|=\Omega(k \log (n / k))$.

A random linear code on $[n / k]^{k}$ with relative distance $1 / 2$ has these properties (see discussion in [20]).

Let $X=\left\{x \in\{0, \pm 1\}^{n} \mid \operatorname{supp}(x) \in \mathcal{F}\right\}$. Let $w \sim$ $N\left(0, \alpha \frac{k}{n} I_{n}\right)$ be i.i.d. normal with variance $\alpha k / n$ in each coordinate. Consider the following process.

Alice chooses $S \in \mathcal{F}$ uniformly at random, then $x \in$ $X$ uniformly at random subject to $\operatorname{supp}(x)=S$, then $w \sim N\left(0, \alpha \frac{k}{n} I_{n}\right)$. She sets $y=A(x+w)$ and sends $y$ to Bob. Bob performs sparse recovery on $y$ to recover $x^{\prime} \approx x$, rounds to $X$ by $\hat{x}=\arg \min _{\hat{x} \in X}\left\|\hat{x}-x^{\prime}\right\|_{2}$, and sets $S^{\prime}=\operatorname{supp}(\hat{x})$. This gives a Markov chain $S \rightarrow$ $x \rightarrow y \rightarrow x^{\prime} \rightarrow S^{\prime}$.

If sparse recovery works for $x+w$ with probability $1-\delta$ over $A$, then there is a fixed $A$ and random seed such that sparse recovery works with probability $1-\delta$ over $x+w$; choose this $A$ and random seed, so that Alice and Bob run deterministic algorithms on their inputs.

The next lemma uses the Shannon-Hartley theorem.
Lemma 4: (4.1 of [20]) $I\left(S, S^{\prime}\right)=O\left(m \log \left(1+\frac{1}{\alpha}\right)\right)$.
We modify Lemma 4.3 of [20] to obtain our main lemma and theorem. It is simpler than [20] since when $C$ is large, the recovery algorithm cannot try to output many of the Gaussian coordinates in lieu of finding $x$.

Lemma 5: $I\left(S, S^{\prime}\right)=\Omega(k \log (n / k))$ if $\alpha=\Omega(1 / C)$.
Proof: The claim is that with probability at least $1 / 2, \hat{x}=x$, and so $S=S^{\prime}$. By Fano's inequality we will then have $H\left(S \mid S^{\prime}\right) \leq 1+\operatorname{Pr}\left[S^{\prime} \neq S\right] \log |\mathcal{F}|$, and
so $I\left(S ; S^{\prime}\right)=H(S)-H\left(S \mid S^{\prime}\right) \geq-1+\frac{1}{2} \log |\mathcal{F}|=$ $\Omega(k \log n / k)$.

To show the claim, we condition on successful sparse recovery, which happens with probability $1-\delta \geq 2 / 3$. Let $z=x+w$ be the transmitted signal. We also condition on $\|w\|_{\infty}^{2} \leq O\left(\frac{\alpha k}{n} \log n\right)$ and $\|w\|_{2}^{2} /(\alpha k) \leq 2$, which happen with probability at least $1-o(1)$. So both events occur with probability at least $2 / 3-o(1)>1 / 2$. Given this conditioning and that $\alpha=\Omega(1 / C)$, the best $k$-sparse approximation to $z$ is $x+w_{S}$, where $w_{S}$ is the restriction of $w$ to coordinates in $S$.

Suppose $\hat{x} \neq x$, so $\left\|\hat{x}-x^{\prime}\right\|_{2} \leq\left\|x-x^{\prime}\right\|_{2}$. Then because sparse recovery was successful, $\left\|z-x^{\prime}\right\|_{2} \leq$ $C\left\|w-w_{S}\right\|_{2} \leq C\|w\|_{2}$. Hence

$$
\begin{aligned}
\|\hat{x}-x\|_{2} & \leq\left\|\hat{x}-x^{\prime}\right\|_{2}+\left\|x^{\prime}-x\right\|_{2} \\
& \leq 2\left\|x^{\prime}-x\right\|_{2} \\
& \leq 2\left(\left\|x^{\prime}-z\right\|_{2}+\|z-x\|_{2}\right) \\
& \leq 2(C+1)\|w\|_{2} \\
& \leq 2(C+1) \sqrt{2 \alpha k}
\end{aligned}
$$

which is less than $\sqrt{k}$ for appropriate $\alpha=\Omega(1 / C)$. This is a contradiction, and so $\hat{x}=x$, as desired.

Proof of Theorem 3: Combining Lemma 4 with Lemma 5, $\Omega(k \log (n / k))=I\left(S, S^{\prime}\right)=O(m \log C)$, from which $m=\Omega(k \log (n / k) / \log C)$.

## B. Upper bound for $C \gg 1$

We first focus on recovery of a single heavy coordinate. We then study recovery of $90 \%$ of the heavy hitters for general $k$. We conclude with recovery of all the heavy hitters.

1) $k=1$ : We observe $2 r$ measurements, for some $r=O\left(\log _{C} n\right)$. Let $D=C / 16$. For $i \in[r]$, we choose pairwise independent hash functions $h_{i}:[n] \rightarrow[D]$ and $s_{i}:[n] \rightarrow\{ \pm 1\}$. We then observe

$$
y_{2 i}=\sum_{j} h_{i}(j) s_{i}(j) x_{j} \quad y_{2 i+1}=\sum_{j} s_{i}(j) x_{j}
$$

```
procedure IDENTIFYSINGLE \((y, h)\)
    \(\alpha_{i} \leftarrow \operatorname{ROUND}\left(y_{2 i} / y_{2 i+1}\right)\) for \(i \in[r]\).
    \(c_{j} \leftarrow\left|\left\{i \in[r] \mid h_{i}(j)=\alpha_{i}\right\}\right|\) for \(j \in[n]\).
    \(S \leftarrow\left\{j \in[n] \mid c_{j}>5 r / 8\right\}\).
    if \(|S|=1\) then
        return \(j \in S\)
    else
        return \(\perp\)
    end if
end procedure
```

Algorithm III.1: 1-sparse identification
Define $x_{-j}$ to equal $x$ over $[n] \backslash\{j\}$ and 0 at $j$.
Lemma 6: Suppose there exists a $j^{*} \in[n]$ such that $\left|x_{j^{*}}\right| \geq C\left\|x_{-j^{*}}\right\|_{2}$. Then if $C$ is a sufficiently large constant, we can choose $r=O\left(\log _{C} n+\log 1 / \delta\right)$ and
$D=C / 16$ so that IDENTIFYSINGLE returns $j^{*}$ with probability $1-\delta$.

Proof: The key claim is that, for $\alpha_{i}=$ $\operatorname{ROUND}\left(\frac{y_{2 i}}{y_{2 i+1}}\right)$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\alpha_{i} \neq h_{i}\left(j^{*}\right)\right] \leq 1 / 4 \tag{1}
\end{equation*}
$$

Straightforward concentration inequalities then give the result. To get (1), define the "noise" $\beta_{i}=$ $\sum_{j \neq j^{*}} h_{i}(j) s_{i}(j) x_{j}$ and $\gamma_{i}=\sum_{j \neq j^{*}} s_{i}(j) x_{j}$. Then

$$
\mathbf{E}\left[\gamma_{i}^{2}\right]=\left\|x_{-j^{*}}\right\|_{2}^{2} \quad \mathbf{E}\left[\beta_{i}^{2}\right] \leq D^{2}\left\|x_{-j^{*}}\right\|_{2}^{2}
$$

Thus with probability at least $1-2 / 9>3 / 4, \gamma_{i} \leq$ $3\left\|x_{-j^{*}}\right\|_{2}$ and $\beta_{i} \leq 3 D\left\|x_{-j^{*}}\right\|_{2}$. But then

$$
\begin{gathered}
\frac{y_{2 i}}{y_{2 i+1}}=\frac{h_{i}\left(j^{*}\right)+s_{i}\left(j^{*}\right) \beta_{i} / x_{j}}{1+s_{i}\left(j^{*}\right) \gamma_{i} / x_{j}}=\frac{h_{i}\left(j^{*}\right) \pm 3 D / C}{1 \pm 3 / C} \\
\left|\frac{y_{2 i}}{y_{2 i+1}}-h_{i}\left(j^{*}\right)\right| \leq \frac{3 D / C+3 h_{i}\left(j^{*}\right) / C}{1-3 / C} \leq \frac{6 D}{C-2}
\end{gathered}
$$

so if $D=C / 16<(C-2) / 12$, as happens for sufficiently large $C$, this is less than $1 / 2$ so $\alpha_{i}=$ $\operatorname{ROUND}\left(\frac{y_{2 i}}{y_{2 i+1}}\right)=h_{i}\left(j^{*}\right)$, giving (1).

Then by a Chernoff bound, $\operatorname{Pr}\left[j^{*} \notin S\right]=\operatorname{Pr}\left[c_{j^{*}}<\right.$ $5 r / 8]=e^{-\Omega(r)}<\delta / 2$ for $r=\Omega(\log (1 / \delta))$. Suppose that $j^{*} \in S$. In order for any $j \neq j^{*}$ to lie in $S$, it must have $h_{i}(j)=h_{i}\left(j^{*}\right)$ for at least $r / 4$ different $i$ (because both match $\alpha$ for $5 r / 8$ coordinates). But $\operatorname{Pr}\left[h_{i}(j)=\right.$ $\left.h_{i}\left(j^{*}\right)\right]=1 / D$ independently over $i$, so

$$
\operatorname{Pr}[j \in S] \leq\binom{ r}{r / 4}(1 / D)^{r / 4} \leq(4 e / D)^{r / 4}=C^{-\Omega(r)}
$$

as long as $C$ is larger than a fixed constant. But for $r=O\left(\log _{C}(n / \delta)\right)$ this gives $\operatorname{Pr}[j \in S]<\delta /(2 n)$, so a union bound gives that $S=\{j\}$ with probability $1-\delta$.
2) General $k$, finding most coordinates: For general $k$, we identify a set $L$ of $O(k)$ coordinates by partitioning the coordinates into $O(k)$ sets of size $\Theta(n / k)$ and applying IdEntifySingle. To be specific, we use a pairwise independent hash function $h:[n] \rightarrow[l]$ to partition into $l$ sets.

To analyze how this performs, define the "error"

$$
\operatorname{Err}^{2}(x, k)=\min _{k \text {-sparse } x^{\prime}}\left\|x-x^{\prime}\right\|_{2}^{2}
$$

and the "heavy hitters"

$$
S=\left\{\left.i \in[n]| | x_{i}\right|^{2}>\frac{C^{2}}{k} \operatorname{Err}^{2}(x, k)\right\}
$$

Lemma 7: With $O\left(k \log _{C}(n / k)\right)$ measurements, this algorithm returns a set $L$ of size $O(k)$ such that each $j \in S$ has $j \in L$ with probability at least $3 / 4$.

Proof: For each coordinate $j \in S$, Lemma 6 shows it will be recovered as long as three events hold: none of the other elements of the top $k$ coordinates hash to the same value as $j$, the $\ell_{2}^{2}$ norm of the mass that hashes to the same value as $j$ is no more than a constant factor
times its expectation $\operatorname{Err}^{2}(x, k) / k$, and the algorithm in Lemma 6 does not fail. All these occur with constant probability if $l=O(k)$, giving the result.

Corollary 8: With $O\left(k \log _{C}(n / k) \log (1 / \delta)\right)$ measurements, IDENTIFYMOST returns a set $L$ of size $O(k)$ such that each $j \in S$ has $j \in L$ with probability at least $1-\delta$.

Proof: We repeat the method of Lemma 7 $O(\log (1 / \delta))$ times, and take all coordinates that are listed in more than half the sets $L_{i}$. This at most doubles the output size, and by a Chernoff bound each $j \in S$ lies in the output with probability at least $1-\delta$.

Corollary 8 gives a good method for finding the heavy hitters, but we also need to estimate them.
3) Estimating coordinates: We estimate using CountSketch [8], with $R=O(\log (1 / \delta))$ hash tables of size $O(k / \epsilon)$.

```
procedure IDENTIFYMOST(y)
    for \(r \leftarrow[R]\) do \(\quad \triangleright R=O(\log (1 / \delta))\)
        \(L_{r} \leftarrow\left\{\operatorname{IdENTIFYSINGLE}\left(y^{(i)}\right) \mid i \in[k]\right\}\)
    end for
    \(c_{j} \leftarrow\left|\left\{r \mid j \in L_{r}\right\}\right|\) for \(j \in[n]\).
    \(L \leftarrow\left\{j \mid c_{j}>R / 2\right\}\)
    return \(\widehat{x}_{L}\)
end procedure
procedure EstimateMost(y, L)
    for \(r \leftarrow[R]\) do \(\quad \triangleright R=O(\log (1 / \delta))\)
        \(\widehat{x}_{j}^{(r)} \leftarrow s(j) y_{h(j)}\).
    end for
    \(\widehat{x}_{j} \leftarrow \operatorname{median}_{r} \widehat{x}_{j}^{(r)}\)
    return \(\widehat{x}_{L}\)
end procedure
```

Algorithm III.2: Estimating most coordinates well
Lemma 9: Suppose $|L| \leq O(k)$. With $O\left(\frac{1}{\epsilon} k \log \left(\frac{1}{f \delta}\right)\right)$ measurements, Estimatemost returns $\widehat{x}_{L}$ so that for any $j$, with probability $1-\delta$ we have

$$
\operatorname{Err}^{2}\left(x_{L}-\widehat{x}_{L}, f k\right) \leq \epsilon \operatorname{Err}^{2}(x, k)
$$

Proof: The analysis of Count-Sketch [8] gives

$$
\operatorname{Pr}\left[\left|\widehat{x}_{j}-x_{j}\right|^{2}>\frac{\epsilon}{k} \operatorname{Err}^{2}(x, k)\right]<f \delta
$$

Thus with probability $1-\delta$, at most $f|L|=O(f k)$ of the $j$ have $\left|\widehat{x}_{j}-x_{j}\right|^{2}>\frac{\epsilon}{k} \operatorname{Err}^{2}(x, k)$. Rescaling $f$ and $\epsilon$ gives the result.
4) Recovering all the heavy hitters:

Lemma 10: The result $\widehat{x}_{L}$ of IdentifyMost followed by EstimateMost satisfies

$$
\operatorname{Err}^{2}\left(x-\widehat{x}_{L}, f k\right) \leq C^{2} \operatorname{Err}^{2}(x, k)
$$

with probability $1-\delta$, and uses $O\left(k \log _{C}(n / k) \log \left(\frac{1}{f \delta}\right)\right)$ measurements.

Proof: Let $T$ contain the largest $k$ coordinates of $x$. By Corollary 8, each $j \in S$ has $j \in L$ with probability

```
procedure RECOVERALL(y)
    \(k^{\prime} \leftarrow k, \delta \leftarrow 1 / 16, \widehat{x}^{(0)} \leftarrow 0\)
    for \(r \leftarrow[R]\) do
        \(y^{\prime} \leftarrow y^{(r)}-A^{(r)} \widehat{x}^{(r)}\)
        \(L^{(r)} \leftarrow \operatorname{IDENTIFYMOST}\left(y^{\prime}, k^{\prime}, \delta\right)\)
        \(\widehat{v}^{(r)} \leftarrow \operatorname{EstimatEMost}\left(y^{\prime}, k^{\prime}, \delta, L\right)\)
        \(\widehat{x}^{(r+1)} \leftarrow \widehat{x}^{(r)}+\widehat{v}^{(r)}\)
        Decrease \(k^{\prime}, \epsilon, \delta\) per Theorem 11
    end for
end procedure
```

Algorithm III.3: Recovering all coordinates
$1-\delta f$, so with probability $1-\delta$ we have $|S \backslash L| \leq f k$. Then

$$
\begin{aligned}
\operatorname{Err}^{2}\left(x-\widehat{x}_{L}, 2 f k\right) & \leq \operatorname{Err}^{2}\left(x_{L}-\widehat{x}_{L}, f k\right)+\left\|x_{[n] \backslash(S \cup L)}\right\|_{2}^{2} \\
& \leq \epsilon \operatorname{Err}^{2}(x, k)+\left\|x_{[n] \backslash T}\right\|_{2}^{2}+\left\|x_{T \backslash S}\right\|_{2}^{2} \\
& \leq\left(\epsilon+1+C^{2}\right) \operatorname{Err}^{2}(x, k) \\
& \leq 2 C^{2} \operatorname{Err}^{2}(x, k)
\end{aligned}
$$

with probability $1-\delta$ by Lemma 9 . Rescale $f$, $\delta$, and $C$ to get the result.

Theorem 11: RecoverAll achieves $C$-approximate $\ell_{2} / \ell_{2}$ sparse recovery with $O\left(k+\left(\log ^{*} k\right) k \log _{C}(n / k)\right)$ measurements and $3 / 4$ success probability.

Proof: We will achieve $D^{O\left(\log ^{*} k\right)}$-approximate recovery using $O\left(k \log _{D}(n / k)\right)$ measurements. Substituting $\log C=\log D \log ^{*} k$ gives the result.

Define $\delta_{i}=\frac{1}{8 \cdot 2^{i}}$. Let $f_{0}=1 / 16$ and $f_{i+1}=$ $2^{-1 /\left(4^{i} f_{i}\right)}$. Let $k_{i}=k \prod_{j<i} f_{j}$. Then for $R=O\left(\log ^{*} k\right)$, $k_{R}<1$.

We set $\widehat{x}^{(0)}=0$, and iterate IDENTIFYMOST and Estimatemost on $x-\widehat{x}^{(r)}$ in each round $r$ with $\delta_{r}, f_{r}, k_{r}, D$ as parameters, getting update $\widehat{v}^{(r)}$ and setting $\widehat{x}^{(r+1)}=\widehat{x}^{(r)}+\widehat{v}^{(r)}$.

Then Lemma 10 telescopes, giving

$$
\operatorname{Err}^{2}\left(x-\widehat{x}^{(r)}, k_{r}\right) \leq D^{2 r} \operatorname{Err}^{2}(x, k)
$$

so $\left\|x-\widehat{x}^{(R)}\right\|_{2}^{2} \leq D^{2 R} \operatorname{Err}^{2}(x, k)$, which is $D^{O\left(\log ^{*} k\right)}$ approximate recovery.

The total number of measurements is

$$
\begin{aligned}
& \sum_{i=0}^{R} k_{i} \log _{D}\left(n / k_{i}\right) \log \left(\frac{1}{\delta_{i} f_{i}}\right) \\
= & \sum_{i=0}^{R} k\left(\prod_{j<i} f_{j}\right) \log _{D}\left(\frac{n}{k} \prod_{j<i}\left(1 / f_{j}\right)\right) \frac{3+i}{4^{i} f_{i-1}} \\
= & \sum_{i=0}^{R} k \frac{3+i}{4^{i}}\left(\prod_{j<i-1} f_{j}\right) \log _{D}\left(\frac{n}{k} \prod_{j<i}\left(1 / f_{j}\right)\right) \\
= & O\left(k \log _{D} \frac{n}{k}\right)+\frac{k}{\log D} \sum_{i=0}^{R} \frac{3+i}{4^{i}}\left(\prod_{j<i-1} f_{j}\right) \sum_{j<i} \frac{1}{4^{j} f_{j-1}} \\
= & O\left(k \log _{D} \frac{n}{k}\right) .
\end{aligned}
$$
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