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Highlights Approach Experiments

* Propose a non-parametric Challenges of video summarization: Dataset: SumMe (50), OVP (50), Youtube (31), Kodak (18), and MED (160)
method for supervised video 1) A structured prediction problem Evaluation: F-score, average or maximum over multiple human-created summaries
summarization 2) Transfer summarization labels (selected vs. not selected) fails to consider relatedness of frames Feature: SIFT & Color histogram

* Transfer the summarization Solution: Transfer the “underlying” summarization structure det(L{y}) Comparison: seqDPP [Gong "14], Submodular [Gygli ’15], and unsupervised methods

- Determinantal Point Process (DPP) for modeling the structure Plv:L)=———2 ") oS TTnTTTEsmEEEEmmmEE A E T S -
structure frc->m human . . . . (y, ) det(L+ 1) Setting | Kodak | OVP |YouTube| MED YouTube| MED |SumMe
annotated videos to new ones DPPs define the probability of selecting a subset y from a N-item ground set: vSUMMI| 695 70 3 59 9 )89 | Setting| (2) (10) (2)

* Exploit side information (e.g., given the similarity kernel L, diverse & representative subsets are highly probable —5(1 i yr) 0 - seqDPP 239 — 60.2 - w/ocs| 60.0 )89 39 7
video categories) for How to obtain the similarity (summarization) kernel L for I . . . Ours 82.3 76.5 61.8 30.7 cs hard| 61.5 30.4 40.9
Semantically gmded transfer a human-annotated video r ? P = Gy K : : : : cs soft 60.6 30.7 40.2

0 §(N ) I?ce:zplt?c t:r\]e vazletyfof the datasets, vx;e ]cc)t);am Video category information helps
- = state-of-the-art performance on most of them P
IntrOd UCtlon Summary Transfer constructing L for the test video _ r<JYr _ P summarization
: e VSUMM | SumMe | Submodular| Ours | (cs stands for category-specific, # of

Video summarization is '“d'SPensab!E 0 9 e SumMe| 33.7 39.3 39.7 40.9 categories in the brackets)

>300 hours of new Youtube video per min { k-th [-th \ { training videos’ test video’s \ { DPP Inference . \ R —— Positi |

Popular ways: key frame (shot) selection X frame frame summarization kernels summarization kernel summarized Orncle el PSS S0 | R ositive eoxamp e |

r-tl - =1 e supervised learning helps
= E B B vsumM, | R identify representative
: — ) [ S N (F = 54) :

Previous work ) + O L--' . b contents |

- Unsupervised: hand-crafted criteria Lr, k||| Hvideo R \ : ?ng 57) " hon-parametric trans..fe.r Iea.ds

- Supervised: (complex) parametric modeling o — : Ours to !oetter kgrnel L, eliminating

— iy video [Lij => > > sim,(i,k)sim,(j,[)L, HJ y =argmax P(y; L) (F = 74) uninformative frames
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- Similar videos ought to have similar | "o - oo s T e EmE e T Raw video gl IRg “ssy Negative example

Learning: adjust parameters (X, using MLE (leave-one-out on training videos)

compositional structures in their summaries
(Wedding: bride entering, groom waiting... ) Category-specific summary transfer: Videos from the same category have close high-level semantic cues

* Fail to capture the
relationship between frames
within the test video

Solution: Learning for each category of videos a specific set of (- seqDPP
News (F=62)
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- Transfer summaries from human-
annotated videos to new ones by selecting
sequentially ordered frames w/ high visual

similarity
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Other details: sub-shot Oure

based summarization, (F = 60)
sequential modeling,
and complexity, etc.




