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Abstract

Pointer analysis is a prerequisite for many program ana)yaed
the effectiveness of these analyses depends on the predsio
the pointer information they receive. Two major axes of perin
analysis precision arfBow-sensitivityand context-sensitivityand
while there has been significant recent progress regardagltde
context-sensitive pointer analysis, relatively littl®gress has been
made in improving the scalability of flow-sensitive poindaalysis.

This paper presents a new interprocedural, flow-sensitire.gr
analysis algorithm that combines two ideasemi-sparsanalysis
and a novel use of BDDs—that arise from a careful understandi
of the unique challenges that face flow-sensitive pointatyasis.
We evaluate our algorithm on 12 C benchmarks ranging from 11K
to 474K lines of code. Our fastest algorithm is on averagex197
faster and uses 4:6less memory than the state of the art, and it
can analyze programs that are an order of magnitude larger th
the previous state of the art.

Categories and Subject Descriptors D.3.4 [Processork Com-
pilers; F.3.2 Bemantics of Programming LanguapeBrogram
Analysis

General Terms Algorithms, Languages

Keywords Pointer analysis, alias analysis

1. Introduction

Almost all program analyses are more effective when giveaipe
pointer information, and the scalability of such prograralgses is
often dictated by the precision of this pointer informatjdé]. Two
major dimensions of pointer analysis precision #oe/-sensitivity
andcontext-sensitivitywhich improve precision in complementary
ways. A context-sensitive analysis respects the semaoitipso-
cedure calls by analyzing each distinct procedure conteldpen-
dently, whereas a context-insensitive analysis mergetextnto-
gether. A flow-sensitive analysis respects the control-tba pro-
gram and instead computes a separate solution for eachapnogr
point, whereas a flow-insensitive analysis does not resettol-
flow and computes a single solution that conservatively séd
the entire program.

Recently, the scalability of both flow-insensitive poingeraly-
sis [4, 22, 23, 25, 40, 41] and context-sensitive pointetyaia[10,
30, 33, 36, 39, 48, 52] has been greatly improved. In contitzeste
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has been relatively little progress on improving the perfance
of flow-sensitive pointer analysis. This lack of progressrifortu-
nate, because flow-sensitive pointer analysis has beemstoole
beneficial to important problems, also knownctients such as se-
curity analysis [7, 17], deep error checking [20], hardwsyethe-
sis [51], and the analysis of multi-threaded programs [dBjong
others [3, 9, 18].

In this paper, we present a new interprocedural, flow-sgasit
pointer analysis algorithm that significantly improves ojploe state
of the art. The algorithm as presented is context-insemsibut it
could be extended to add context-sensitivity using one oérsé
available techniques. Indeed, there is evidence that feovsitvity
and context-sensitivity conspire to improve the behavioclient
analyses [20]. Nevertheless, by concentrating exclusivelflow-
sensitivity, we isolate its effects and directly addressparticular
challenges.

1.1 Challenges and Insights

Flow-sensitive pointer analysis presents unique chadietigat hin-
der scalability. We will discuss these challenges in detatbec-
tion 2.3 after describing flow-sensitive pointer analysisSec-
tion 2.1, but we summarize the challenges now so that we can ex
plain our insights for dealing with them.

Traditional flow-sensitive pointer analysis relies on ttendard
iterative dataflow technique, which must conservativelg aref-
ficiently propagate pointer information to all reachablegram
points in case any of those points uses that information.yMan
program analyses have instead emplogtatic single assignment
(SSA) form to enablesparse analysiswhich allows dataflow in-
formation to flow directly from variable definitions to thetor-
responding uses [43]. These def-use chains allow the asalys
to avoid propagating information where it is not neededatiye
increasing analysis efficiency. Unfortunately, the cargton of
these def-use chains requires pointer analysis to determiirere
variables are defined and used, so pointer analysis itselfable
to exploit this technique.

In addition, flow-sensitive pointer analysis has prohilgitinem-
ory requirements and uses expensive set operations. Bsewrk
on pointer analysis has appliegmbolic analysisusing binary de-
cision diagrams (BDDs) [6], to both reduce memory usage &ad d
crease the cost of set operations [4, 48, 52]. Unfortunatieky-
sensitive analysis presents a challenge for symbolic aisalye-
cause of the presence stfong updatesStrong updates enable the
analysis to kill old pointer information when a variable ssmned
new information. Indirect strong updates (those involvingm-
ory store instructions such dx = y) are problematic for sym-
bolic analysis because they require that each programmstatebe
processed independently, something for which BDDs are edt w
suited. Previous attempts at using BDDs for flow-sensitviater
analysis [52] have been forced to sacrifice precision toesehac-
ceptable performance.

Our algorithm overcomes these challenges with two insights



1. There exists a subset of program variables (those thawotan
be referenced indirectly via a pointer, calteg-levelvariables)
that can be converted to SSA form without the benefit of pointe
information. For most programs, the majority of variables a
top-level variables, so our solution employpartial static sin-
gle assignment form that performs a sparse analysis oretegb-|
variables while using the standard iterative dataflow atigor
for the remaining variables.

. We can both preserve the precision benefits of strong epdat
and obtain most of the performance benefit of symbolic analy-
sis by confining the use of BDDs to the representation of point
information, leaving the rest of the analysis unchangedfin
fect, we use a partially-symbolic pointer analysis.

1.2 Contributions

This paper introduces a new flow-sensitive pointer analgkjs-
rithm that is significantly more efficient—both in terms ofadysis
time and memory usage—than the previous state of the arte Mor
specifically, our contributions are as follows:

¢ We identify three major challenges that limit the perforenf
flow-sensitive pointer analysis, and we explain how all pres
approaches to optimizing the analysis—as well as our new
algorithm—target one or more of these challenges.

¢ We introduce a new type of flow-sensitive pointer analysis
calledsemi-sparse analysigvhich significantly improves scal-
ability. We further introduce two new optimizations for flow
sensitive analysisTop-Level Pointer Equivalencand Local
Points-to Graph Equivalencehat are enabled by the use of
semi-sparse analysis.

¢ We present the first use of BDDs for flow-sensitive pointer
analysis that allows the use of indirect strong updates. We
also explore the BDD data structure’s strengths and weakses
compared to more conventional data structures.

¢ \We compare our new semi-sparse analys$ &nd semi-sparse
analysis extended with our two new optimizatioas @) against
a baseline algorithm for flow-sensitive pointer analysiss,(
standing forlterative dataflowFlow-Sensitive analysis) based
on the work of Hind and Pioli [28]. Our evaluation uses 12
C programs ranging in size from 11K to 474K lines of code
(LOC), and it considers two different data structures forigg
pointer information, nhamely, BDDs and sparse bitmaps. &hes
two data structures are used to create two different vessibn
each algorithmiFs, ss andssa

When using sparse bitmaps to store pointer informationdin b
ssoand IFs, we find thatssois 183x faster thaniFs and
uses 4% less memory. When using BDDs for both algorithms,
we find thatssois 114x faster thaniFs and uses 14 less
memory. Overall, our fastest analysiss© using BDDs) is
197x faster, uses 46 less memory, and can analyze programs
that have 323K lines of code, which is an order of magnitude
larger than the baseline algorithmf$ using sparse bitmaps).

The rest of the paper is organized as follows. Section 2 ex-
plains flow-sensitive pointer analysis and identifies threg¢tmajor
challenges that hinder scalability. Section 3 describlegae work
and it addresses these challenges. Section 4 describis ptatic
single assignment form, Section 5 introduces our new seanise
analysis and optimizations, and Section 6 explores theulrsefs
of BDDs. Section 7 gives a detailed evaluation of all the ysed,
and Section 8 concludes.

2. Background

This section briefly describes flow-sensitive pointer asialyand
enumerates the major challenges in making the analysidiprac
cal for large programs. Further details on the basic flovsiter
pointer analysis algorithm are described by Hind et al [27].

2.1 Flow-Sensitive Pointer Analysis

Flow-sensitive pointer analysis respects a program’srobfiow
and computes a separate solution for each program poingrin c
trast to a flow-insensitive analysis, which ignores statgmeder-
ing and computes a single solution that is conservativelsecofor
all program points.

Traditional flow-sensitive pointer analysis uses an iteeat
dataflow analysis framework, which employs a lattice of flata
facts L, a meet operator on the lattice, and a family of monotone
transfer functiond; : £ — L that map lattice elements to other lat-
tice elements. For pointer analysis the lattice elemestpaints-to
graphs, the meet operator is set union, and each transfetidon
computes the effects of a program statement to transformpan i
points-to graph into an output points-to graph. Analysisagied
out on thecontrol-flow graph(CFG), a directed grapB = (N, E)
with a finite set of nodes (qgrogram point$, N, corresponding to
program statements and a set of edgeS N x N corresponding
to the control flow between statements. To ensure decitiabili
the analysis branch conditions are uninterpreted and beanare
treated as non-deterministic.

Each nodek of the CFG maintains two points-to graphsy,
representing the incoming pointer information, amdTy, repre-
senting the outgoing pointer information. Each node is ciased
with a transfer function that transfornmsy to ouTy, characterized
by the setsGENg andKiLL i, which represent the pointer informa-
tion generated by the node and killed by the node, respéctiviee
contents of these two sets depend on the particular progias: s
ment associated with node and the contents can vary over the
course of the analysis as new pointer information is accatadl
(though the transfer function is still guaranteed to be ntomic).
The analysis iteratively computes the following two funos for
all nodesk until convergence:

INg = J outx (1)
xe pred(k)
OUTk = GEN(U(INK—KILL) 2

ThekILL set determines whether the analysis perforssang
or weakupdate to the left-hand side of an assignment. When the
left-hand side definitely refers to a single memory locatipra
strong update occurs in which thkeLL set is used to remove all
points-to relationsy — x prior to updatingv with a new set of
points-to relations. If the left-hand side cannot be deteech to
point to a single memory location, then a weak update ocdurs:
analysis cannot be surehich of the possible memory locations
should actually be updated by the assignment, so to be catiser
it must setkiLL to the empty set to preserve all of the existing
points-to relations.

An important aspect of any pointer analysis is Heap model
i.e., how the conceptually infinite-size heap is abstradtéal a
finite set of memory locations. The most common practicectvhi
we follow in this paper, is to treat each static memory allimzesite
as a single abstract memory location (which may map ontopheilt
concrete memory locations during program execution).



2.2 The Importance of Flow-Sensitive Pointer Analysis

Some previous work has created a perception that the exca pr
sion of flow-sensitive pointer analysis is not beneficial, [28], but
as researchers attack new program analysis problems, vexéel
that this perception should be questioned for the followeasons:

o Different client program analyses require different anteiof
precision from the pointer analysis [26]. The list of clianly-
ses that have been shown to benefit from flow-sensitive pointe
analysis includes several software engineering appdioatdf
growing importance, including security analysis [7, 17defd
error checking [20], hardware synthesis [51], and the aisly
of multi-threaded programs [45], among others [3, 9, 18].

The precision of pointer analysis is typically measurecmis

of metrics that are averaged over the entire program. Inscase
such as security analysis and parallelization, these csetdn

be misleading—a small amount of imprecision in isolatedgpar
of the program can significantly impact the effectivenesthef
client analysis, as demonstrated by Guyer et al [20]. Thus, t
different pointer analyses can have very similar averagiggo

to set sizes but very different impact on the client analysis

In a vicious cycle, the lack of an efficient flow-sensitiveqter
analysis has inhibited the use of flow-sensitive pointedyana

ses. The development and widespread use of a scalable flow-

sensitive pointer analysis would likely uncover additioeiaent
analyses that benefit from the added precision.

Several techniques [8, 17, 20, 21, 49] can improve the preci-
sion of flow-sensitive pointer analysis, but most of thesdte
nigues greatly increase the cost of the pointer analysi&- ma
ing an already non-scalable analysis even more impractcal
significantly more efficient flow-sensitive pointer anatyalgo-
rithm would improve the practicality of such techniques kma
ing flow-sensitive pointer analysis even more useful.

Thus, we conclude that there are many reasons to seek a more

scalable interprocedural flow-sensitive pointer analysis

2.3 Challenges Facing Flow-Sensitive Pointer Analysis

There are three major performance challenges facing flositbee
pointer analysis:

1. Conservative propagation.Without pointer information itisin
general not possible to determine where variables are diefine
used. Therefore, the analysis must propagate the poirfter in
mation generated at each ndd#® all nodes in the CFG reach-
able fromk in case those nodes use the information. Typically,
however, only a small percentage of the reachable nodes actu
ally require the information, so most of the nodes receiee th
information needlessly. The effect is to greatly delay tha-c
vergence of equations (1) and (2).

. Expensive transfer functions.Equations (1) and (2) require a
number of set operations with complexity linear in the siaks
the sets involved. These sets tend to be large, with potigntia
hundreds to thousands of elements. This problem is exaeerba
by the analysis’ conservative propagation which requihes t
nodes to needlessly re-evaluate their transfer functionenw
they receive new pointer information even when that inferma
tion is irrelevant to the node.

. High memory requirements. Each node in the CFG must
maintain two separate points-to graphsfor the incoming in-
formation andouT for the outgoing information. For large pro-
grams that have hundreds of thousands of nodes, these-pmints
graphs consume a significant amount of memory. This problem
is also exacerbated by the analysis’ conservative projmergat

which requires then andouT graphs to hold pointer informa-
tion irrelevant to the node in question.

All of the work in improving the scalability of flow-sensitv
pointer analysis can be seen as addressing one or more ef thes
challenges. In the next section we review past efforts attingee
these challenges before describing our own solution torthigl@m.

3. Related Work

The current state of the art for traditional flow-sensitivanper
analysis using iterative dataflow analysis is described oyl ldnd
Pioli [27, 28], and their analysis is the baseline that we faose
evaluating our new techniques. Their analysis employsthrajor
optimizations:

1. Sparse evaluation graph (SEG) [11, 16, 42T -hese graphs are
derived from the CFG by eliding nodes that do not manipu-
late pointer information—and hence are irrelevant to mint
analysis—while maintaining the control-flow relations argo
the remaining nodes. There are a number of techniques fer con
structing SEGs, which vary in the complexity of the algarith
and the size of the resulting graph. The use of SEGs addresses
challenges (1) and (3) by significantly reducing the inpuht®
analysis.

2. Priority-based worklist. Nodes awaiting processing are placed
on a worklist prioritized by the topological order of the CFG
such that nodes higher in the CFG are processed before nodes
lower in the CFG. This optimization aims to amass at each
node as much new incoming pointer information as possible
before processing the node, thereby addressing chall&)ge (
by reducing the number of times the node must be processed.

. Filtered forward-binding. When passing pointer information
to the target of a function call, it is unnecessary to passyeve
thing. The only pointer information that the callee can asde
that which is accessible from a global or from one of the func-
tion parameters. Challenges (1) and (3) can thus be addresse
by filtering out the remaining information to add. Less imf@r
tion is propagated unnecessarily, which leads to smalletgo
to graphs.

These optimizations speed up the analysis by an averagenf ov
25x. The largest benchmarks analyzed are up to 30,000 lines of
code (LOC).

To improve scalability, several non-traditional appraegho
flow-sensitive pointer analysis have been proposed. Thpse a
proaches take inspiration from a number of non-pointeateel
program analyses which have addressed similar challersjes a
sparse analysidncluding the use of static single assignment (SSA)
form. Pointer analysis cannot directly make use of SSA beezau
pointer information is required to compute SSA form. Cytein
al [14] do propose a scheme for incrementally computing teoin
information while converting to SSA form; by incorporatitige
minimum amount of pointer information necessary, this sohee-
duces the size of the resulting SSA form. However, this tieghen
does not speed up the computation of the pointer information
self. We now describe two approaches that use SSAs for thalact
computation of pointer information.

Hasti and Horwitz [24] propose a scheme composed of two
passes: a flow-insensitive pointer analysis that gatheirggyan-
formation and a conversion pass that uses the pointer irfttom
to transform the program into SSA form. The result of the adco
pass is iteratively fed back into the first pass until coneang is
reached. Hasti and Horwitz leave open the question of whétiee
resulting pointer information is equivalent to a flow-s¢insi anal-
ysis; we believe that the resulting information is less gethan a



full flow-sensitive pointer analysis. No experimental enxaion of
this technique has been published.

Chase et al [8] propose a technique that dynamically tramsfo
the program to SSA form during the course of the flow-serssitiv
pointer analysis. There is no experimental evaluation i pno-
posed technique; however, a similar idea is described apériex
mentally evaluated by Tok et al [47]. The technique can amaly
programs that are twice as large as those that use iteratiaéalv,
enabling the analysis of 70,000 LOC in approximately hak-a
hour. Unfortunately, the cost of dynamically computing Sf6An
limits the scalability of the analysis.

We cannot use a common infrastructure to compare Tok et al’s
technique with ours, because their technique targets anagthat
begin in non-SSA form, whereas we use the LLVM infrastruc-
ture [32], which automatically transforms a program intotiah
SSA form as described in Section 4. While the comparison is im
perfect due to infrastructure differences, our fastestyaig(sso
using BDDs) is 1,286 faster and uses 11x5less memory on
sendnai |, the only benchmark common to both studies.

A different approach that primarily targets challengesd@jl
(3) is symbolic analysis using Binary Decision Diagrams (&),
which has been used with great success in model checkiné\[2].
number of papers have shown that symbolic analysis canlgreat
improve the performance of flow-insensitive pointer aniali, 48,

50, 52]. In addition, Zhu [51] uses BDDs to compute a flow- and
context-sensitive pointer analysis for C programs. Thdyaimis
fully symbolic (everything from the CFG to the pointer infiaation

is represented using BDDs) but not fully flow-sensitive—gimeal-
ysis cannot perform indirect strong updates, sokha sets are
more conservative (i.e., smaller) than a fully flow-semsitanal-
ysis. Symbolic analysis is discussed in more detail in $ad.
Zhu does not show results for a flow-sensitive, contextringre
analysis, so we cannot directly compare his techniquesaith.

There have been several other approaches to optimizing flow-
sensitive pointer analysis that improve scalability byrpng the
input given to the analysis. Rather than improve the sdiéthaloif
the pointer analysis itself, these techniques reduce tteedfiits
input. Client-driven pointer analysis analyzes the neddspartic-
ular client and applies flow-sensitive pointer analysisydnl por-
tions of the program that require that level of precision][Zdnk
et al use a similar technique specifically for typestate yaiglby
successively applying more precise pointer analyses togram,
pruning away portions of the program as each stage of poecisi
has been successfully verified [17]. Kahlon bootstraps the-fl
sensitive pointer analysis by using a flow-insensitive mianaly-
sis to partition the program into sections that can be aedlyzde-
pendently [29]. These approaches can be combined with aur ne
flow-sensitive pointer analysis to achieve even greatdakiity.

4. Partial Static Single Assignment Form

Static single assignment (SSA) form is an intermediateasgprta-
tion that requires each variable in a program to be definedtigxa
once. Variables defined multiple times in the original reprea-
tion are split into separate instances, one for each definiWhen
separate instances of the same variable are live at a jai ipdhe
control-flow graph, they are combined usingpdunction, which
takes the old instances as arguments and assigns the ceguletv
instance.

One benefit of SSA form is that each use of a variable is domi-
nated by exactly one definition, so it is trivial to match ditiims
with their corresponding uses, enablgmarseanalyses. Thus, SSA
form addresses all three major challenges identified ini@e2t3:

It speeds up convergence, reduces the number of times dransf
functions need to be evaluated, and reduces the sizes obitts{p
to graphs stored at each node.

int a, b, *c, *d;
int* w= &a Wl_: ALLOC4y
int* x = &b X1:ALLOC|3
int** y = &c: Y1 = ALLOC¢
int** z = y; 21=Y1
c= 0 STOREO Y,
¥y =W STOREW1 Y1
*7 = x: STOREX1 3
y = &d; Y2 = ALLOCq
z=y; =Y2
*y =W STOREW] Y2
*7 = x: STOREX1 2o

1

Figure 1. Example partial SSA code. On the left is the original C
code, on the right is the transformed code in partial SSA form

There are many known algorithms for converting a program int
SSA form [1, 5, 13, 15]. However, the problem becomes more
difficult when we consider indirect definitions through peirs.

To correctly construct SSA form, we must know which variable
are defined and/or used at each statement, which in turnresqui
pointer analysis. Even after pointer information becomediable,
we must either greatly complicate the SSA form [12] or samifi
much of its utility [31].

To overcome these issues, modern compilers such as GCC [38]
and LLVM [32] use a variant of SSA, which we refer to partial
SSAform. The key idea is to divide variables into two clas€rse
class contains variables that are never referenced byepsjrgo
their definitions and uses can be trivially determined bpéusion,
and these variables can be converted to SSA using any &ligorit
for constructing SSA form. The other class contains those va
ables thatcan be referenced by pointers, and these variables are
not placed in SSA form because of the above-mentioned coaapli
tions.

41 LLVM

Our semi-sparse analysis is implemented in the LLVM infrast
ture, so the rest of this section describes LLVM’s interregire-
sentation (IR) and its particular instantiation of par&8A form.
While the details and terminology are specific to LLVM, thead
can be translated to other forms of partial SSA.

LLVM’s IR recognizes two classes of variables: ({bp-level
variables are those that cannot be referenced indirecty avi
pointer, i.e., those whose address is never exposed vialtiiess-
of operator or returned via a dynamic memory allocation; (2)
address-takervariables are those that have had their address ex-
posed and therefore can be indirectly referenced via agoifbp-
level variables are kept in a (conceptually) infinite setidiazal reg-
isters which are maintained in SSA form. Address-takeratées
are kept in memory, and they are not in SSA form. Addressrtake
variables are accessed Wi@AD and STORE instructions, which
take top-level pointer variables as arguments. These ssidagen
variables are never referenced syntactically in the IRy thetead
are only referenced indirectly using theseAD and STOREin-
structions. LLVM instructions use a 3-address format, soetis at
most one level of pointer dereference for each instruction.

Figure 1 provides an example of a C code fragment and its
corresponding partial SSA form. Variablesx, y, andz are top-
level variables and have been converted to SSA form; vasabb,
¢, andd are address-taken variables, so they are stored in memory
and accessed solely visoAD and STORE instructions. Because
the address-taken variables are not in SSA form, they camleac
defined multiple times, as with variablegindd in the example.



int **a, *b, c;
b = &C, t=ALLOCC
STOREOt

Figure 2. Example partial SSA code. On the left is the original C
code, on the right is the transformed code in partial SSA form

Because address-taken variables cannot be directly name
LLVM maintains the invariant that each address-taken tdgia
has at least one virtual register that refers only to thaate. To
illustrate this point, Figure 2 shows how a temporary vdeab,
is introduced in the LLVM IR to take the place of the variable
which in the original C code is referenced by a pointer.

LLVM also treats global variables specially. Def-use clsain
for global variables can span multiple functions; howeuerthe
presence of indirect function calls it is not possible to staunct
precise def-use chains across function boundaries withainter
information. To address this issue, LLVM adds an extra lefel
indirection to each global variabl&: gl ob becomesconst T*
gl ob, whereT is the type of the global declared in the original
program. The const pointers are initialized to point to adrasis-
taken variable that represents the original global vagiaBhis
modification means that pointer information for global ehtes
is propagated along the SEG rather than relying on crossim
def-use chains.

Note: The rest of this paper will assume the use of the LLVM IR,
which means that any named variable is a top-level variatdenat
an address-taken variable.

4.2 Advantages of Partial SSA

For flow-sensitive pointer analysis, partial SSA form hagesal
important implications which have not been previously tifesd
or explored:

1. The analysis can use a single global points-to graph td hol
the pointer information for all top-level variables. Sintee
variables are in SSA form, they will necessarily have theesam
pointer information over the entire program. The preserfce o
this global points-to graph means the analysis can avoithgto
and propagating the pointer information for top-level sbtes
among CFG nodes.

. Def-use information for top-level variables is immedigt
available, as in a sparse analysis. When pointer informdtio
a top-level variable changes, the affected program stateme
can be directly determined, which can dramatically speed up
the convergence of the analysis and reduce the number sf tran
fer functions that must be evaluated.

. Local points-to graphs, i.e., separate and ouT graphs for
each CFG node, are still needed fapAD and STORE state-
ments, but these graphs only hold pointer information for
address-taken variables. The exclusion of top-level bteta
can significantly reduce the sizes of these local pointsapis.

5. Semi-Sparse Analysis

Semi-sparse analysis takes advantage of partial SSA fogne &ly
increase the efficiency of the flow-sensitive pointer arialy
order to do so, we introduce a construct calledDa¢aflow Graph
We first describe the characteristics of the dataflow graphham

it is constructed, and we then describe the semi-sparsgsimal
itself, followed by the new optimizations enabled by pdiE§A.

Inst Type Example Def-Use Info
ALLOC X = ALLOC; | DEFRgp
COPY X=y z DEFtop, USE[op
LOAD X =*y DERop, USEop, USEadr
STORE | *x =y USEtop, DEFadr, USEagr
CALL x=foo(y) | DERop, USEop, DEFadr, USEadr
RET | return x USEop, USEadr

Table 1. Types of instructions relevant to pointer analysis. Instru

glions such ag = & are converted inteLLOC instructions, much

like C’s alloca.Def-Use Infodescribes whether the instruction can
define or use top-level variablesgFop andUSEop, respectively)
and whether it can define or use address-taken variables,;
and USEygqy, respectively). Recall that all named variables are, by
construction, top-level.

5.1 The Dataflow Graph

The dataflow graph (DFG) is a combination of a sparse evaluati
graph (SEG) and def-use chains. This combination is reduiye
the nature of partial SSA form, which provides def-use infation
for the top-level variables but not for the address-taketatses.

Without access to def-use information, an iterative dataflo
analysis propagates information along the control-flonpgrais
described in Section 3, the SEG is simply an optimized varsfo
the control-flow graph that elides nodes that neither deforauge
pointer information. Since address-taken variables ddvae¢ def-
use information available, program statements that defingse
address-taken variables must be connected via a path inB@e
so that variable definitions will correctly reach their @spond-
ing uses. Since top-level variables have def-use infoonatmme-
diately available, program statements that define or usdetad
variables can be connected via these def-use chains.

To construct the DFG there are 6 types of relevant program
statements, shown in Table 1. For each statement, the tatsde |
whether it defines and/or uses top-level variablesFyp and
USEop, respectively) and whether the statement defines and/er use
address-taken variableBEF,q; andUSE,q;, respectively) STORE
instructions are labeledse,q; because weak updates require the
updated variable’s previous points-to seALL instructions are la-
beledDEF,q4, because they can modify address-taken variables via
the callee functioncALL andRET instructions are labeledSEag,
because they need to pass the address-taken pointer itifmmma
to/from the callee functioncoPy instructions can have multiple
variables on the right-hand side, which allows it to accordate
SSAg@ functions.

The DFG is constructed in two stages. In the first stage, a stan
dard algorithm for creating an SEG (such as Ramalingamésalin
time algorithm [42]) is used. Only program statements latbel
DEFaqr OF USEaqr are considered relevant; all others are elided.
Then a linear pass through the partial SSA representatiored
to connect program statements that define top-level vasablth
those that use those variables. Figure 3 shows the DFG porrds
ing to the partial SSA code in Figure 1.

S

Theorem 1 (Correctness of the DFG)There exists a path in the
DFG from all variable definitions to their corresponding gse

Proof. We proceed by cases based on the type of variable:

Top-level: Def-use information for top-level variables is exposed
by the partial SSA form; the DFG directly connects top-level
variable definitions to their uses, so the theorem is tiiyiale.

Address-taken: All uses of a variable’s definition must be reach-
able from the statement that created the definition in thrggraal



Figure 3. Example DFG corresponding to the code in Figure 1.
Dashed edges are def-use chains; solid edges are for the SEG.

control-flow graph. The SEG preserves control-flow informa-
tion for all statements that either define or use addresstak
variables. Therefore any use of an address-taken varsaddé:
inition must be reachable from the statement that created th
definition in the SEG.

a

5.2 The Analysis

The pointer analysis itself is similar to that described byddand
Pioli [27, 28]. The analysis uses the following data streesu

e Each functionF has its own program statement worklist
StmtWorklist. The worklist is initialized to contain all state-
ments in the function that define a variable (i.e., are labele
DEFggr OF DEFtop).

e Each program statemektthat uses or defines address-taken
variables (i.e., is labeledSEyqr Or DEF4qr) has two points-to
graphs,INg and ouTy, which hold the incoming and outgoing
pointer information for address-taken variables. Bfv) be
the points-to set of address-taken variabla IN.

* A global points-to grapPGop holds the pointer information
for all top-level variables. Lefop(v) be the points-to set of
top-level variables in PGgp.

¢ A worklist FunctionWorklistholds functions waiting to be pro-
cessed. The worklist is initialized to contain all functan the
program.

The main body of the analysis is listed in Algorithm 1. Thessut
loop selects a function from the function worklist, and theer
loop iteratively selects a program statement from that tions
statement worklist and processes it, continuing until tagesnent
worklist is empty. Then the analysis selects a new functromf

the function worklist, continuing until the function wor#d is also
empty. Each type of program statement is processed as slmown i
Algorithms 5-10. These algorithms use the helper functiisted

in Algorithms 2—4. The«< operator represents set update and

Y, and SEC represent a def-use edge or SEG edge in the DFG,

respectively.

Algorithm 1 Main body of the semi-sparse analysis algorithm.
Require: DFG = (N,E)
while FunctionWorklistis not emptydo
F =seLecT(FunctionWorklis}
while StmtWorklist is not emptydo
k =seLECT(StmtWorkligt)
switch typeof(k):
caseALLOC: processAllocE, k)
casecoPY. processCopW, k)
caseLOAD: processLoad, k)
CaseSTORE processStoré( k)
casecALL: processCalR, k)
caseRET.  processReK; k)

Algorithm 2 propagateTopLevel k)
if PGop changedhen
StmtWorklist < { n| k ™ ne E}

Algorithm 3 propagateAddrTakeR(k)

for all {neN\k%neE}do

INp <= OUT
if INp changedhen
StmtWorklist < {n}

Algorithm 4 filter(k)

return the subset ofNy reachable from either a call argument
or global variable

5.3 Optimizations

Partial SSA form allows us to introduce two additional optdaa
tion opportunitiestop-level pointer equivalenandlocal points-to
graph equivalence

5.3.1 Top-level Pointer Equivalence

Top-level Pointer Equivalence reduces the number of tepHeari-
ables in the DFG, which reduces the amount of pointer inftiona
that must be maintained by the global top-level points-tapbr
In addition, it eliminates nodes from the DFG, which reduttes
number of transfer functions that must be processed, spgent
convergence. The basic idea is to identify sets of variabigshave
identical points-to sets and to replace each set by a siegtegre-
sentative.

Pointer equivalenvariables are those that have identical points-
to sets. More formally, let— be the points-to relation ansk
be the pointer equivalence relation; ther,y,z € Variables:
x>y iff x — z &y — z. Program variables can be partitioned
into disjoint sets based on the pointer equivalence relasin arbi-
trary member of each set is then selected as the set repatigent
By replacing all variables in a program with their respeztset
representatives and then eliding trivial assignments,(e.g x),



Algorithm 5 processAllocE,K) : [x = ALLOC]

PGiop « {x — ALLOC;j}
propagateTopLeveH k)

Algorithm 6 processCop¥,K) : [x

I
<
N

for all v € right-hand sidelo
PGop < {x— Ttop(V)}
propagateTopLeveH k)

Algorithm 7 processLoadfk) : [x = *y]

PGiop « {x — BA(Rop(y))}
OUTK « INg
propagateTopLeveH k)
propagateAddrTakeR(k)

Algorithm 8 processStor&(k) : [*x = y]

if Bop(x) represents a single memory locatitien

/ strong update

OUTk <= (INk \ Bop(X)) U{Bop(X) — Bop(y)}
else// weak update

OUTk = INkU{Bop(X) — Fop(y)}
propagateAddrTakeR(k)

Algorithm 9 processCalR,k) : [x = foo(y)]

if f 00 is a function pointethen
targets:= Bop(f 00)

else
targets:= {f oo}

filt :=filter(k)

for all C € targetsdo

for all call arguments and corresponding paramet@rdo

PGuop < {p — Fop(a)}
propagateTopLevell, p)
Letn be the SEG start node for functi@h
INp < filt
if INp changedhen
StmtWorklist < {n}
if StmtWorklis¢ changedhen
FunctionWorklist— {C}
OUTK < IN \ filt
propagateAddrTakeR(k)

Algorithm 10 processReK,K) : [return x]

callsites:= the set ofcALL statements targetirfg
for all n e callsitesdo
Let F, be the function containing
OUTh <> OUTK
propagateAddrTakeRg, n)
if nis of the formr = F(...) then
PGuop < {1 — Fop(x)}
propagateTopLevei,, n)
if StmtWorklist, changedhen
FunctionWorklist— {Fn}

we can reduce the number of variables and the size of thegrogr
that are given as input to the pointer analysis. This ideableas
previously explored for flow-insensitive pointer analyi&8, 44].

A different approach that primarily targets challengesd@ajl
(3) is symbolic analysis using Binary Decision Diagrams (&),
which has been used with great success in model checkiné\[2].
number of papers have shown that symbolic analysis canlgreat
improve the performance of flow-insensitive pointer anial{4, 48,
50, 52]. In addition, Zhu [51] uses BDDs to compute a flow- and
context-sensitive pointer analysis for C programs. Thdyaisis
fully symbolic (everything from the CFG to the pointer inflaation
is represented using BDDs) but not fully flow-sensitive—gimal-
ysis cannot perform indirect strong updates, sokha sets are
more conservative (i.e., smaller) than a fully flow-semsitanaly-
sis. This work is explored in more detail in Section 6. Zhusionet
show results for a flow-sensitive, context-insensitivelysig, so
we cannot directly compare his techniques with ours. Re8&#A
form provides an opportunity to apply this optimization tovft
sensitive pointer analysis as well. To do so, we must be alieh-
tify pointer-equivalent variables prior to the pointer bsés itself.
Theorem 2 shows how we can identify top-level pointer-eajent
variables under certain circumstances.

Theorem 2 (Top-level pointer equivalence)A cory statement of
the form[x = y] = xxy.

Proof. Top-level variables are in SSA form, which means that they
are each defined exactly once. Therefore, the value of epdevel
variable does not change once it is defined.

Sincex andy are top-level variables, their values never change.
The copry statement assignsthe value ofy, sox ay. a

Theorem 2 says that variables involved ircaPy statement
with a single variable on the right-hand side are pointeiadent,
so they can be replaced with a single representative varidible
COPY statement (called single-usecopy) is then redundant and
can be discarded from the DFG. When statements are dis¢arded
any edges to those statements must be updated to point to the
successors of the discarded statement. If modediscarded from
DFG = (N, E) then the result is a ne®FG = (N, E’) where:

e N'=N\{n}
« E'=E\{k—n}Ufk—p|{k—nn— p} CE}

In Figure 3y, 121 andy,>az,. We can replace all occurrences
of zq with y,, replace all occurrences op with y,, and eliminate
the nodes for[zy = y1] and [z = y,]. The def-use edge from
[y1 = ALLOC] to [z1 =y1] is removed, and a new def-use edge is
added fromy1 = ALLOC¢] to [STOREX3 y1]. Similarly, the def-use
edge fromly, = ALLOCq] to [z2 =Y>] is removed, and a new def-
use edge is added frofmy, = ALLOCq] t0 [STOREX1 Y>]. Figure 4
shows the optimized version of Figure 3.

Theorem 3 (Correctness of the TransformationYhe top-level
pointer equivalence transformation preserves SSA formdps
level variables.

Proof. There are two characteristics of SSA form that the transfor-
mation must preserve:

Every variable is defined exactly oncelet V be a set of
pointer-equivalent variables found by the transformatod letS
be the set of statements that define these variaBlesntains ex-
actly one statement that is not a single-aszPy. S must contain
at least one such statement because other@&feems a cycle in
the def-use graph such that a variable is used before it inetkfi
which would violate SSA formS cannot contain more than one
such statement because only single-tiseys are considered when



Figure 4. Figure 3 optimized using top-level pointer equivalence.

finding equivalent variables. After the equivalent varébhre re-
placed by their set representative, all of the single@seys in S
are deleted, leaving exactly one statement that definespinesen-
tative variable.

Every definition dominates all of its uses.Every single-use
COPY in Sis dominated by a statement $+if a statemenk =
y € S thenx,y € V and by definitionS must also contain the
statement defining. There is exactly one statement $that is
not a single-useory; therefore that statement must dominate all
other statements i8. When the single-useopPys are deleted, all
of the edges pointing to those statements are updated agbaesc
above—therefore the remaining statemeng§imust dominate all
statements in the program that used a variablé.in |

5.3.2 Local Points-to Graph Equivalence

Local Points-to Graph Equivalence allows nodes in the DR th
are guaranteed to have identical points-to graphs to shsireggke
graph rather than maintain separate copies. This sharimgiga
nificantly reduce the memory consumption of the pointer ysis)
as well as reduce the number of times pointer informationtripeis
propagated among nodes.

To identify nodes with identical points-to graphs, we defime
notion ofnon-preservingiodes. The points-to graphs that are local
to nodes in the DFG (i.eiNg and ouTy) only contain pointer
information for address-taken variables. By the nature atial
SSA form, onlysTOREinstructions andcALL instructions (which
reflect the changes caused BYORE instructions in the callee
function) can modify the address-taken pointer informatiove
call these nodeson-preserving Other instructions may use this
information (e.g.LOAD andRET instructions), but they propagate
the pointer information through the DFG unchanged; we taise
nodespreserving We say that non-preserving nogeeacheshode
g(p~ Q) if there is a path in the DFG frompto g, using only SEG
edges, that does not contain a non-preserving node. Theréena

set of non-preserving nodes; Theorem 4 says that these aoeles
guaranteed to have identical points-to graphs.

Theorem 4 (Local points-to graph equivalencelet Nyp € N be
the set of non-preserving DFG nod&p € Nppand gr e N2 (p~
r < p~ Q)= gand r have identical points-to graphs.

Proof. Assume3q,r € N.(Vp € Npp: p~ < p~ 1), and that

g andr do not have identical points-to graphs. Then one of the
nodes (assume it if) must have received pointer information that
the other did not. However, by construction of the partiaASS
form, non-preserving nodes are the only places that canrgiene
new pointer information for address-taken variables (thlg &ind

of variable present in the local points-to graphs). Theeelp €
Nnp-(p ~» gA—(p ~= r)). But this violates our initial assumption
that bothp andq are reachable from the same set of non-preserving
nodes. Thereforgg andg must have identical points-to graphsd

A simple algorithm (see Algorithm 11) can detect nodes that
can share their points-to graphs. For eagitoREand CALL node
in the DFG, the algorithm labels all nodes that are reachaile
a sequence of SEG edges without going through anathereor
CALL node with a label unique to the originating node. Since nodes
may be reached by more than asiEOREOr CALL node, each node
will end up with a set of labels. This process takag®) time,
wheren is the number of nodes in the SEG portion of the DFG.
These labels represent the propagation of the unknown groint
information computed by the originating node. All nodeshagin
identical set of labels are guaranteed to have identical jogints-
to graphs and can therefore share a single graph among them.

Algorithm 11 Detecting nodes with equivalent points-to graphs.
Require: DFG = (N,E)
Require: Vne N :idp is a unique identifier
Require: Worklist=N
while Worklistis not emptydo

n =seLECT(Worklist

for all {keN\k%neE}do

if typeof(k) € {STORE CALL} then
label, < {idk}

else
label, < label,

if label, changedhen

forall {peN| n3EG peE}do
Worklist— {p}

By potentially sacrificing a small amount of precision we can
greatly increase the effectiveness of this optimizatos.L nodes
turn out to be a large percentage of the total number of nades i
the DFG. By assuming that callees do not modify addressitake
pointer information accessible by their callers, therdlynang Al-
gorithm 11 to treatALL nodes exactly the same as all other non-
STORENodes, we can significantly increase the amount of sharing
between nodes. This assumption is sound—the optimizatibn o
causes nodes to share points-to graphs, so if a callee dadifymo
address-taken pointer information, the pointer inforomais prop-
agated to additional nodes that it otherwise wouldn't haaehed.
The effect of this assumption on precision and performas@i
plored in Section 7.

6. Symbolic Analysis

This section briefly discusses the pros and cons of usingBbe-
cision Diagrams (BDDs) for flow-sensitive pointer analy8®Ds

a number of nodes in the DFG that are all reachable from the sam are data structures for compactly representing sets aatibres [6].



BDDs have several advantages over other data structurekigor
purpose: (1) the size of a BDD is only loosely correlated wliti
number of elements in the set that the BDD represents, mganin
that large sets can be stored in very little space, and (2§dhe
plexity of set operations involving BDDs depends only ongtzes

of the BDDs involved, not on the number of elements in the. sets
Symbolic analysisakes advantage of these characteristics to per-
form analyses that would be prohibitively expensive—battirme
and memory—using more conventional data structures. Tdrere

a number of examples of symbolic pointer analyses in thealite
ture [4, 48, 50, 51, 52]. These analyses are fully symbolige&
evant information is stored as either a set or relation uBib@s,
and the analysis is completely expressed in terms of opesatn
those BDDs. When applied specifically to flow-sensitive perin
analysis [51], the relevant information is the control-flgnaph
and the points-to relations; these are stored in BDDs anttahe-

fer functions for the CFG nodes are expressed as BDD opasatio
Thus, the analysis essentially compute the transfer fonstior all
nodes in the CFG simultaneously, making the analysis vdiy ef
cient.

The strength of symbolic analysis lies in its ability to ddic
perform operations on entire sets. Its weakness is that ribis
well-suited for operating on individual members of a seteind
pendently from each other. This weakness directly impaots-fl
sensitive pointer analysis. TheLL sets for indirect assignments,
such agx =y, cannot be efficiently computed on-the-fly because
their contents depend not only on the pointer informatiangoted
during the analysis itself but also on the individual chseestics
of the points-to set elements at the node in question, etgther
a particular element represents a single memory locatianudf
tiple memory locations (as would be true for a variable summa
rizing the heap). Therefore a fully symbolic flow-sensitpanter
analysis must either process each indirect assignmentatelya
at prohibitive cost, or conservatively set aliLL sets for indirect
assignments to the empty set, sacrificing precision.

We propose an alternative to a fully symbolic analysis, Wwhic
is to encode only a subset of the problem using BDDs. For point
analysis the most useful subset to encode is the set of poimes
lations, which is responsible for the vast majority of botermory
consumption and set operations in the analysis. By isgdtie
pointer information representation into its own sourceecatbd-
ule, we can easily substitute a BDD-based implementatioitewh
leaving the rest of the analysis completely unchangedudtict
the on-the-fly computation ofiLL sets. In our experimental evalu-
ation we study the effects of using BDDs to represent poinfer-
mation for both the baseline analysis (based on Hind and[R8&])
and our new semi-sparse analysis.

7. Experimental Evaluation

To evaluate our new techniques, we implement three flowitsens
pointer analysis algorithms: a baseline analysis basedimt &hd
Pioli [28] (IFs); semi-sparse flow-sensitive analysg&s) and the
semi-sparse analysis augmented with our two new optinozsti
top-level pointer equivalence and local points-to graphietdence
(ss9. All the algorithms are field-sensitive (i.e., they treack
field of a struct as a separate variable) and for each algorith
we evaluate two versions, one that implements pointer inédion
using sparse bitmaps and a second that uses BDDs.

The bitmap versions afFs, ss andssofilter pointer informa-
tion at call-sites as described by Hind and Pioli (see Se&iand
Section 5.2). The BDD versions of these algorithms do noffiise
tering. The goal of filtering is to reduce the amount of pairite
formation propagated between callers and callees in oodgrded
up convergence and reduce the sizes of the points-to gréghs.
mentioned earlier, with the use of BDDs we don't need to worry

about the sizes of the points-to graphs, and in fact for thé&©BD
versions the overhead involved in filtering the pointer infation
overwhelms any potential benefit.

The algorithms are implemented in the LLVM compiler infras-
tructure [32], and the BDDs use the BuDDy BDD library [35].€Th
algorithms are written in C++ and handle all aspects of thar€ |
guage except for varargs. The source code for the various alg
rithms is freely available at the authors’ website.

The benchmarks for our experiments are described in Table 2.
Six of the benchmarks are taken from SPECINT 2000 (the larges
six applications from that suite) and six from various ogemice
applications. Function calls to external code are sumredrising
hand-crafted function stubs. The experiments are run or8a 1.
GHz processor with 2 GB of memory, using the Ubuntu 7.04 Linux
distribution.

7.1 Performance Results

Table 3 gives the analysis time and memory consumption of the
various algorithms. These numbers include the time to bhiéd
data structures, apply the optimizations, and compute tlirtqr
analysis.

For the bitmap versions of these algorithms, memory is the
limiting factor. 1Fs only scales to 20.5K LOC before running out of
memory,ssscales to 67.2K LOC, anslsoscales to 252.6K LOC.
For the two benchmarks thats manages to completssis 75x
faster and uses 26 less memory, whilessois 183x faster and
uses 4% less memory. For the four benchmarks thatompletes,
ssois 2.5x faster and uses 6:8less memory.

For the BDD versions of these algorithms, memory is not an
issue and all three algorithms scale to 323.5K LOC. Howseter,
two largest benchmarkgdb andghost scri pt) do not complete
within our arbitrary time limit of eight hours. For the tenrth-
marks that they do completesis 44.8x faster thanrs and uses
1.4x less memory, whilessois 114x faster and uses Lldless
memory. Comparing the fastest algorithm in our stuglgqusing
BDDs) with our baseline algorithmgs using bitmaps) using the
two benchmarks thaFs manages to complete, we have sped up
flow-sensitive analysis 197 while using 4.6< less memory.

Figures 5 and 6 describe various analysis statistics taagxpl
the relative performance of these algorithms. Figure 5gyive
percentage of points-to graphs thes and sso have compared
to IFs (i.e., the number of points-to graphs maintained at each
node summed over all the nodes). Figure 6 gives the peraenfag
instructions that are processed$yandssocompared toFs (i.e.,
the total number of nodes popped off of the statement waskiiis
Algorithm 1).

For IFs the pointer-related instructions have been grouped into
basic blocks to reduce the number of points-to graphs thed ne
to be maintained. This grouping is not possible &&and sso
because they have def-use chains between individual atisns.
However, averaged over all the benchmargs,still has 24.6%
fewer points-to graphs thams because only nodes in the SEG
portion of the dataflow graph require points-to graphs. Aészall
that the points-to graphs fasandssoonly have to hold pointer
information for address-taken variables, so they are mugdller
than the points-to graphs fars. ssoreduces the number of points-
to graphs by another 66.6% oves using local points-to graph
equivalence.

The use of top-level def-use chains for semi-sparse amsalysi
pays off: averaged over all the benchmargs,processes 62.9%
fewer instructions thanrs. sso further reduces the number of
instructions processed by 13.7% o



Name Description LOC | Statements| Functions | Call Sites
197.parser parser| 11.4K 33.6K 99 774
ex-050325 text processor 34.4K 37.0K 325 2,519
300.twolf | place and route simulator 20.5K 45.0K 107 331
255.vortex | object-oriented database 67.2K 69.2K 271 4,420

sendmail-8.11.6| email server| 88.0K 69.3K 273 3,203
254.gap| group theory interpretef 71.4K 132.2K 725 6,002
253.perlbmk PERL language| 85.5K 184.6K 726 8,597
vim-7.1 text processor| 323.5K 316.4K 1,935 15,962
nethack-3.4.3 text-based game 252.6K 356.3K 1,385 23,001
176.gcc C language compiler 226.5K 376.2K 1,159 19,964
gdb-6.7.1 debugger| 474.1K 484.3K 3,801 37,119
ghostscript-8.15 postscript viewer| 429.0K 494.0K 4,815 18,050

Table 2. Benchmarks: lines of codé.QC) is obtained by runningc on the sourceStatementsreports the number of statements in the
LLVM IR. The benchmarks are ordered by number of statements.

bitmap BDD

Name IFS SS SSO IFS SS SSO
time | mem| time | mem time | mem time | mem time | mem time | mem
197.parser| 80.25| 8881 1.28 53 0.52 15 72471 142 0.64] 142 0.48] 142
ex-050325 — | OOM || 15.74 198 7.33 39 7.95| 142 0.66 | 143 0.46 | 142
300.twolf | 72.28 | 415 | 0.82 32 0.34 12 6.41| 143 0.46 | 144 0.32| 143
255.vortex — | OOM || 33.37 | 1,275 11.70 81 14.39 | 150 0.97| 151 0.78 | 150
sendmail-8.11.6f — | OOM — | OOM 86.38 | 258 38.51| 150 216 | 154 1.40| 152
254.gap — | OOM — | OOM 191.72| 518 68.66 | 167 250 | 168 234 | 166
253.perlbomk| — | OOM — | OOM — | OOM ||| 1,477.05| 280 | 50.22| 182 | 21.25| 177
vim-7.1 — | OOM — | OOM — | OOM ||| 4,759.37| 535 573.28| 300 || 112.16| 263
nethack-3.4.3 — | OOM — | OOM || 4,762.07| 1,648 ||| 3,435.48| 423 | 13.68| 225 537 | 220
176.g9cc — | OOM — | OOM — | OOM ||| 2,445.27| 595 39.71| 234 9.37 | 226
gdb-6.7.1| — | OOM — | OOM — | OOM ooT | — ooT | — ooT | —
ghostscript-8.15 — | OOM — | OOM — | OOM OOoT — OoOoT — OOoT —

Table 3. Performance: time (in seconds) and memory consumption @gafmytes) of the various analyses. Results undembitneap
columns are obtained using pointer information implemenising sparse bitmaps; those underBiD columns are obtained using pointer
information implemented using BDDs. OOM means the benchmem out of memory; OOT means it ran out of time (exceeded gint ei
hour time limit).
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7.2 Performance Discussion

Semi-sparse analysis delivers on its promise. Based onttime n
ber of instructions processed and the reported efficierayi-s
sparse analysis significantly speeds up convergence. W&ieg u
bitmaps, the global top-level points-to graph significaméduces
memory consumption as well, especially when coupled with th
top-level pointer equivalence and local points-to graphetdence
optimizations. However, there are some results which maegy lnie
surprising; we highlight these results and explain thenhis $ec-
tion.

First, note the memory requirements for the BDD analyses as
compared to the sparse bitmap analyses. We see for the smalle
benchmarks that the BDDs actually require more memory than
the bitmaps, even though the premise behind BDDs is that they
are more memory efficient. This discrepancy arises becdube o
implementation of the BuDDy library—an initial pool of menyo
is allocated before the analysis begins, then expandedcasseary.

As we look at the larger benchmarks we see that the memory
requirements for the BDD analyses rise much more slowly than
that for the bitmaps, bearing out our initial premise.

Second, the bitmap version ssocompletes for nethack-3.4.3,
but runs out of memory for two benchmarks with fewer statesnen
(253.perlbmk and vim-7.1). This showcases the difficultypoe-
dicting analysis performance based solely on the input-sthe
actual performance of the analysis also depends on fattarsite
impossible to predict before the analysis is complete, ascthe
points-to set sizes of the variables and how widely the poiimt-
formation is dispersed via indirect calls.

Third, the time required for thes and sso BDD analyses
to analyze 253.perlbmk, vim-7.1, gdb-6.7.1, and ghogit&il5
seem disproportionately long considering the analysisgifor the
other benchmarks. There is one minor and one major reason for
this anomaly. The minor reason is specific to 253.perlbmle—th
field-sensitive solution has an average points-to set sigetwice
that of the field-insensitive solution. This result seemanter-
intuitive, since field-sensitivity should add precisiondahence
reduce points-to set size. However, to account for the iddai
fields of the structs, field-sensitive analysis increasesntimber
of address-taken variables, in some cases (such as 258nberl
making the points-to set sizes larger than for a field-insieas
analysis, even though the analysis results are, in facte m@cise.
With the exception of 253.perlbmk, all the other benchmatés
have smaller points-to set sizes for the field-sensitivdyaisa

For the remaining three benchmarks with disproportiogatel
large analysis times (vim-7.1, gdb-6.7.1, and ghosts&ipb), the
major reason for the anomaly is the BDDs themselves. To eonfir
this finding, we measure the average processing time perfoode
each of the benchmarks and find that these three benchmanks ha
a much higher time per node than the others. The main cosbef pr
cessing a node is the manipulation of pointer informatiohictv
points out a weakness of BDDs—their performance is diraety
lated to how well they compact the information that they doe-s
ing, and it is impossible to determirepriori how well the BDDs
will do so. The performance of the pointer analysis can vasy d
matically depending on this one factor. There are BDD optami
tions that we have not yet explored, and these may improve per
formance; these include the re-arrangement of the BDD biaria
ordering, the use afon’t carevalues in the BDD, and other formu-
lations of BDDs such as Zero-Suppressed BDDs (ZBDDs). Vari-
ous other BDD-based pointer analyses have benefitted frenoion
more of these optimizations [34, 48]

While for now the BDD versions have superior performance,
there is still much that can be done to improve the bitmap ver-
sions. Memory is the critical factor, and most of the memarg-c
sumption comes from the local points-to graphs. Even afiplya
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Figure 7. Analysis time and memory usage (nhormalized to our
baseline) for the bitmap version ssowithoutthe assumption on
CALLS versusssowith the assumption—i.eSSGyithout/ SSQuith-

ing the local points-to graph equivalence optimization,jgmisi-
cant number of the remaining local points-to graphs coritinti-
cal information—further efforts to identify and collap$ese local
graphs ahead of time could have a dramatic impact on memary co
sumption. For example, there are several possible schamey-f
namically identifying and sharing identical bitmaps asrosiltiple
points-to graphs. In addition, by combining semi-sparsalyesis
with dynamically computed static single assignment form4[8|
we could greatly reduce the sizes of the local points-to lysap
We can decrease the cost of evaluating the transfer fursctien
ing techniques such as the incremental evaluation of tearfisfic-
tions [19]. We believe that there is still significant roonr fm-
provement in the bitmap version of tlesoalgorithm, which we
plan to explore in future work.

7.3 ssoPrecision

The version ofssoused in these experiments makes use of the
assumption discussed at the end of Section 5.3.2, i.e.,cttlae
functions do not modify address-taken pointer informationessi-
ble by their callers. This assumption increases the effeéiss of
the optimizations (see Figures 7 and 8 for a comparison)pbut
tentially sacrifices some precision. To test how much pirecis
lost we compute the thru-deref metric fesoboth with and with-
out this assumption. The thru-deref metric examines eawkD
and STOREiIn the program and averages the points-to set sizes of
the dereferenced variables, weighted by the number of teaehl
variable is dereferenced—the larger the value, the lessgar¢he
pointer analysis.

We find that our benchmarks do not suffer a significant prenisi
loss by making this assumption; on average the thru-deréfiane
increased by 0.1%, with a maximum increase of 0.2%.

8. Conclusion

Flow-sensitive pointer analysis is an important enablegphology
for program analysis. We have identified the major challeribat
stand in the way of scalable flow-sensitive pointer anajysisl we
have directly addressed these challenges with oursei-sparse
analysis thereby significantly improving on the previous state of
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Figure 8. Analysis time and memory usage (hormalized to our
baseline) for the BDD version afsowithout the assumption on
CALLS versusssowith the assumption—i.eSSGyithout/ SSQuith-

the art. We have also described how BDDs can be effectivedyg us
for a fully flow-sensitive pointer analysis without sacrifig pre-
cision. Our techniques are 197aster and use 46 less memory
than traditional flow-sensitive pointer analysis.

In the future we plan on further optimizing the analysis, im-
plementing a number of precision-enhancing features, aitdiig
various client analyses (such as security and error-chgapli-
cations) to showcase the usefulness of our techniques. \éwéde
that flow-sensitive pointer analysis has an important fwsin the
realm of program analysis and that our work has made it plessib
for clients that use flow-sensitive pointer information tmle to
applications with hundreds of thousands of lines of code.
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