Time Limit.

In all cases the program worker under a time limit determined by the user. If it does not prove the current subgoal within that time limit it will halt and report

"FAILED TIMELIMIT"

The time limit can be increased (or decreased) by use of the command

(CNT N) (See Table VII).

Pretty-Print.

The command TP causes the machine to print the current theorem (subgoal) in a parsed, easy to read form. For example, if the theorem is

\[
\rightarrow (\land (OC (FSDI)) (\land (REG) (OCLFR))) (\land (CC G) (\land (REF G (FSDI)) (LF G)))
\]

the command TP will cause to be printed on the scope:

\[
(OC (F))
\land
(REG)
\land
(OCLFR)
\rightarrow
(CC G)
\land
(REF G (F))
\land
(LF G)
\]

Note that the skolem constant (FSDI) has been printed as (F), though its complete form is retained by the program.

Now if the command

\[
PUT G \{ C: Closed C \}
\]
is used, the conclusion is altered accordingly. The command TPC if issued now will cause

\[(\text{CC}[C: \text{Closed } C]) \land (\text{REF}[C: \text{Closed } C](F)) \land (\text{LF}[C: \text{Closed } C])\]

to be printed, whereas TPC G causes

\[(\text{CC } G) \land (\text{REF } G (F)) \land (\text{LF } G)\]

to be printed.

\text{ADD-DEFN, ADD-REDUCE, and ADD-PAIRS} allows the user to easily add entries in Tables III, IV and VI.

The command "D A" causes the program to expand the definition of A through the theorem. For example, if the current subgoal is

\[(0c \ F \rightarrow \text{Cover } F)\]

and the command "(D Oc)" is issued by the user, then the subgoal is changed to

\[(\text{Open } F \land \text{Cover } F \rightarrow \text{Cover } F)\]
"(DH A)" and "(DC A)" would cause such changes only in the hypothesis or the conclusion respectively.

(USE A) simply allows the user to add the additional hypothesis A, whereas (LEMMA A) requires the prover to prove A first and then add it as a hypothesis, whereas (SUBGOAL A) calls (LEMMA (H→A)) where H is the current hypothesis.

The commands A (for "ASSUME") and F (for "FAIL") are useful for terminating a long proof or for maneuvering the proof to parts of the theorem that the user is interested in.

The command \((n m \rightarrow i j)\) causes the hypotheses and conclusions to be reordered with hypothesis number \(n\) first, and number \(m\) second, and with conclusion number \(i\) first and number \(j\) second, etc. The command (DELETE \(n m\ldots\)) causes hypotheses numbers \(n, m, \ldots\) to be deleted. For example if the current goal is

\[
(x_o \in A) \\
\wedge (x_o \in B) \\
\wedge (t \in A \rightarrow t \in C) \\
\wedge \text{Open } A
\]

\[
\rightarrow \\
(x_o \in C) \\
\wedge \text{Open B}
\]

and the command \((4 1 3 \rightarrow 2)\) is issued the goal is changed to
Open A
\land (x_o \in A)
\land (t \in A \rightarrow t \in C)
\land (x_o \in B)

\rightarrow

Open B
\land (x_o \in C)

and if the command (DELETE 2 4 1) is now issued the goal is changed to

(t \in A \rightarrow t \in C)

\rightarrow

Open B
\land (x_o \in C)

PUT is one of the most important commands. It allows us to instantiate a skolem variable with a desired formula. For example, if the prover is trying to prove the theorem

\forall x(x \in A \rightarrow \exists B (Open B \land B \subseteq A \land x \in B))
\rightarrow \exists F(F \subseteq OPEN \land A = U F)

it will obtain the goal

\alpha

(1)

((x \in A_o \rightarrow \text{Open B}_o \land B_o \subseteq A_o \land x \in B))
\rightarrow F \subseteq OPEN \land A_o = U F)

At this point the machine may be unable to determine the required family F of open sets whose union is A_o. If the user decides to help, he can easily do so by using the command "PUT" to give a value to F. For example the command (PUT F (OPEN \cap Subsets A_o)) will cause (1) to be changed to
(1) \[ (\alpha \Rightarrow (\text{OPEN} \cap \text{Subsets } A_o) \subseteq \text{OPEN} \cup (\text{OPEN} \cap \text{Subsets } A_o) = A_o) , \]

which is easily proved, as follows.

\[ (\alpha \Rightarrow (\text{OPEN} \cap \text{Subsets } A_o) \subseteq \text{OPEN}) \]
\[ (\alpha \Rightarrow (B_o \in (\text{OPEN} \cap \text{Subsets } A_o) \rightarrow B_o \in \text{OPEN})) \]
\[ (\alpha \land \text{Open } B_o \land B_o \subseteq A_o \rightarrow \text{Open } B_o) , \quad \text{TRUE} \]

\[ (\alpha \Rightarrow \cup (\text{OPEN} \cap \text{Subsets } A_o) = A_o) \]

\[ (\alpha \Rightarrow \cup (\text{OPEN} \cap \text{Subsets } A_o) \subseteq A_o) \]
\[ (\alpha \Rightarrow x_o \in \cup (\text{ }) \rightarrow x_o \in A_o) \]
\[ (\alpha \Rightarrow (B_o \in (\text{OPEN} \cap \text{Subsets } A_o) \land x_o \in B_o \rightarrow x_o \in A_o)) \]
\[ (\alpha \land \text{Open } B_o \land B_o \subseteq A_o \land x_o \in B_o \land x_o \in A_o \rightarrow x_o \in A_o) \quad \text{TRUE} \]

Forward Chaining was used in the previous step.

\[ (\alpha \Rightarrow A_o \subseteq \cup (\text{OPEN} \cap \text{Subset } A_o) \]
\[ (\alpha \land x_o \in A_o \Rightarrow \text{Open } B \land B \subseteq A_o \land x_o \in B) \]
\[ (x_o \in A_o) \text{ is forward chained into } \alpha \text{ to get } \]
\[ (\text{Open } B_o \land B_o \subseteq A_o \land x_o \in B_o) \]. Thus (1 2 2) becomes

\[ (\alpha \land x_o \in A_o \land \text{Open } B_o \land B_o \subseteq A_o \land x_o \in B_o \Rightarrow \text{Open } B \land B \subseteq A_o \land x_o \in B) , \]

which holds for $B_o/B$. Thus $B_o/B$ is returned for (1 2 2), (1 2), and (1).

Other examples using PUT and the other interactive commands are given in [1].
The DETAIL command is fully explained in Section 2.1 of [1] and is used in several examples there. It is used to let the machine tell the user which part of the proof it is having trouble with. If the prover fails on a goal of the type

\[(1 \; 2) \quad (H \Rightarrow A \land B)\]

the command "DETAIL" will (in essence) ask for information on the proof of each of the subgoals \((H \Rightarrow A)\) and \((H \Rightarrow B)\). Thus the machine might respond

\[(1 \; 2 \; 1) \quad (H \Rightarrow A)\]

PROVED.

Then after a user commands "PROCEED", it might respond

\[(1 \; 2 \; 2) \quad (H \Rightarrow B)\]

FAILED.

In this way the user is told which of the two subgoals the prover is having trouble with, and can direct his help accordingly. A further command "DETAIL" would act similarly on subgoals of \(B\) (if there are any).

INDUCTION \(K\) commands the program to try to prove the current subgoal using mathematical (finite) induction on \(K\). For example if the current goal is

\[P(K)\]

it will rewrite it as
P(0) \land (P(K) \rightarrow P(K+1)) ,

also universally quantifying any free variables in P(K). For example,

$$\sum_{i=0}^{N} i = N(N+1)/2$$

is converted by the command `INDUCTION N`, to

$$\sum_{i=0}^{0} i = 0(0+1)/2$$

$$\land$$

$$\sum_{i=0}^{N} i = N(N+1)/2 \rightarrow \sum_{i=0}^{N+1} i = (N+1)(N+1+1)/2$$

which can now be proved automatically by the use of a simplification routine

and `REDUCE` rewrite rules which convert

$$\sum_{i=0}^{0} f(i)$$

to \( f(0) \), and convert

$$\sum_{i=0}^{K+1} f(i)$$

to

$$\sum_{i=0}^{K} f(i) + f(K+1) .$$

In many examples the subgoal itself is not a sufficient induction hypothesis. Thus it is necessary to "prove more" in order to get the desired result. To facilitate this, the command `(INDUCTION K Q)` can be used whereby the user supplies the induction hypothesis Q.
Many other researchers have used induction in their automatic theorem proving programs [40,2,43,44,29]. Boyer and Moore [29] have employed an interesting concept called "generalization" which converts the current subgoal into a more general theorem, but one which then can be proved by induction.

Optional REDUCE.

For some large theorems, for example like those encountered in program verification (see Part I), it is not desirable to call REDUCE each time IMPLY is executed, because this can be very time consuming. Accordingly the program can be operated in a mode that causes it to stop before executing Rule 7 of IMPLY, and print "DO YOU WANT TO REDUCE? TYPE: Y or N". A "N" will cause it to proceed without reducing.

User Equals Substitution.

In Rule 9 of HOA the program applies a "substitution of equals". Given a hypothesis \( a = b \) it selects either \( a \) or \( b \) and replaces it by the other throughout \( H \) and \( C \). An optional mode of operation is provided that allows the human user to override this process. In this mode the program chooses either \( a \) or \( b \) and proposes that to the user for him to accept as proposed, reverse, or reject altogether. The program stops and prints

"a Replaced by b?"

The user then says one of:

"Yes" (means do the substitution)

"R" (means replace \( b \) by \( a \))

"No" (means do not do any substitution. Proceed)

"Next" If \( b = c + d \) (or \( a = e + f \)) the program will find the next possible substitution and print

"c Replaced by \( d-a \)"
and the whole process repeats.

Most of these interactive commands are retractable. If a command has changed the theorem in any way, the machine displays the changed version and then asks "OK?". The program will then make the change permanent only if the user types "OK".

All the user commands such as PUT, USE, etc., may be called initially without arguments. When this happens the program asks the user for the required arguments. For example the following is a sample dialogue where "h" stands for user input and "c" for machine queries.

```
c     IMPLY STOP
h     ADD-REDUCE

c     PATTERN:

h     a + 0

c     REWRITE AS:

h     a

c     CONDITIONAL (YES OR NO)?

h     NO
```

Some More Details.

In Section 1 we said that IMPLY was called with five arguments, (TYPELIST, H, C, TL, LT), but only the principal ones, H, C, and the theorem label TL, were discussed in Sections 1-6. TYPELIST is discussed in [27] and LT is a "light" which helps control the man-machine interaction. This is discussed below.
The routine IMPLY has three major sections -- CNTRL (control), OPTIONS, and the features described in Sections 2-6. CNTRL is executed at the entry to IMPLY and is the only section that uses the light (LT). The purpose of LT is to differentiate between calls to DETAIL (LT = 3), CNT (LT = 5), which are described above, and (LT = B). A DETAIL call stops at OPTIONS before returning from the top level sub-calls to IMPLY. A CNT call (which gives a larger time-limit) does not stop at OPTIONS on any sub-call. A "B" call stops at OPTIONS before any proof is attempted. If the theorem is (H → C1 ∧ C2), there are top-level sub-calls to IMPLY for (H → C1) and (H → C2). DETAIL stops at OPTIONS after (H → C1) is attempted and then after (H → C2) is attempted. CNT does not stop until after the attempt to prove (H → C1 ∧ C2) is completed. A "B" call stops before (H → C1) is attempted. CNTRL does various things according to the value of LT. If LT = 3, CNTRL resets LT to 3 and goes directly down to OPTIONS for human intervention. If LT = 1 or LT > 2, CNTRL recalls IMPLY with LT one less than its present value. The result of this call ("PROVED", "FAILED", or "PROVED CONDITIONALLY" -- see Section 3 of Part I) is printed and execution continues at OPTIONS. In most cases control passes down to OPTIONS directly.

At OPTIONS human intervention is bypassed if LT < 1 or LT = 2 and control is passed on to the IMPLY Rules (See Table I). Otherwise "IMPLY-STOP" is printed on the screen and the program waits for the user to enter commands. At present there are about 35 different commands available, including those listed in Table VII. As mentioned earlier, some commands cause information to be printed, some cause special proving methods to be tried (perhaps with a larger "time" limit or with more human intervention). Some allow the user to give prover more information, or to arrange the theorem.
8. Some Applications

This prover has been used to prove theorems in the following areas:

(1) Set Theory [2]
(2) Limit Theorems of Calculus [3]
(3) Topology [1, 38, 39]
(4) Limit Theorem of Analysis [45]
(5) Program Verification [6, 27].

In [45] the methods of non-standard analysis are used whereby the theorem in question is converted automatically to a theorem in non-standard analysis, and then proved in the new setting which seems to be more conducive to automatic proofs. The typing concepts (see Section 1 of [27]) and Reductions (see Section 3) play a major role in handling infinitesimals, and other typed quantities.
Appendix 1

Skolemization -- Elimination of Quantifiers

First we give examples. The formula

$$\exists x \ P(x)$$

is skolemized as

$$P(x)$$

where \( x \) is a "skolem variable" which can be replaced by any term during the proof. Similar,

$$Q \rightarrow \exists x \ P(x)$$,

and

$$\exists x (Q \rightarrow P(x))$$,

are skolemized as

$$Q \rightarrow P(x)$$,

and

$$(\forall x \ P(x) \rightarrow C)$$

is skolemized as

$$(P(x) \rightarrow C)$$,

where \( x \) is a skolem variable.
On the other hand, the formulas

\[ \forall x \mathcal{P}(x), \]
\[ Q \rightarrow \forall x \mathcal{P}(x), \]
\[ \forall x(Q \rightarrow \mathcal{P}(x)), \]
\[ (\exists x \mathcal{P}(x) \rightarrow C), \]

are skolemized as

\[ \mathcal{P}(x_0), \]
\[ (Q \rightarrow \mathcal{P}(x_0)), \]

and

\[ (\mathcal{P}(x_0) \rightarrow C), \]

where \( x_0 \) is a skolem constant (cannot be replaced).

Finally

\[ (\forall x \exists y \mathcal{P}(x,y) \rightarrow \exists u \forall v \mathcal{Q}(u,v)) \]

is skolemized as

\[ (\mathcal{P}(x, g(x)) \rightarrow \mathcal{Q}(u, h(u))), \]

where \( g \) and \( h \) are skolem functions.

Notice that we do not place the formula being skolemized in prenex form, but skolemize it in place, leave each logical symbol except \( \forall \) and \( \exists \), in its original position.

We now give the general rules.
Given a formula $E$, we recursively define\(^2\) as "positive" or "negative" the subformulas of $E$, as follows:

1. $E$ is positive
2. If $(A \land B)$ is positive (negative) then so are $A$ and $B$
3. If $(A \lor B)$ then
4. If $\sim A$ is positive (negative) then $A$ is negative (positive)
5. If $(A \rightarrow B)$ is positive (negative) then
   $\quad A$ is negative (positive), and
   $\quad B$ is a positive (negative)
6. If $(\forall x A)$ is positive (negative) then
   $\quad A$ is positive (negative), and
   $\quad \forall$ is a positive (negative) quantifier
7. If $(\exists x A)$ is positive (negative) then
   $\quad A$ is positive (negative), and
   $\quad \exists$ is a negative (positive) quantifier.

For example if $E$ is the formula

$$([H \rightarrow (C \rightarrow \sim D)] \rightarrow [\sim A \lor (B \rightarrow F)])$$

then $E$, $[\sim A \lor (B \rightarrow F)]$, $\sim A$, $(B \rightarrow F)$, $F$, $H$, $C$ and $D$ are positive, while $[H \rightarrow (C \rightarrow \sim D)]$, $(C \rightarrow \sim D)$, $\sim D$, $A$, and $B$ are negative.

Given a formula $E$ with no free variables, we eliminate the quantifiers of $E$ by deleting each quantifier and each variable immediately after it, and replacing each variable $v$ bound by a positive quantifier with the skolem

\(^2\)See Wang [23].
expression \( g(x_1, \ldots, x_n) \) where \( g \) is a new function symbol (a "skolem function" symbol) and \( x_1, \ldots, x_n \) consists of those variables of \( E \) which are bound by negative quantifiers whose scope includes \( v \). The result is called the "skolem form of \( E \)."

For example if \( E \) is the formula

\[
\exists \forall x \, P(x, y)
\]

then \( \exists \) is a negative quantifier, \( \forall \) is a positive quantifier, and

\[ P(x, g(x)) \]

is the skolem form of \( E \), whereas the formulas

\[
\forall x (P(x) \rightarrow \exists y \, Q(x, y))
\]

and

\[
\exists x (\forall y \, \exists z \, P(x, y, z) \rightarrow \forall w \, Q(x, w))
\]

have the skolem forms

\[
(P(x_0) \rightarrow Q(x_0, y))
\]

and

\[
(P(x, y, g(x, y)) \rightarrow Q(x, h(x)))
\]

respectively, and the formula

\[
\forall x (\forall y [\exists z \, H(x, y, z) \rightarrow \exists u (C(x, u) \rightarrow \sim \forall v \, D(u, v))] \rightarrow \forall w [\sim A(x, w) \lor \exists s (\exists t \, B(s, t) \rightarrow \forall r \, F(x, r, s, t))])
\]
has skolem form

\[
[[H(x_o, yz) \rightarrow (G(x_o, g(y)) \rightarrow \neg D(g(y), h(y)))]]
\rightarrow \neg A(x_o, w_o) \lor (B(s, j(s) \rightarrow F(x_o, k(s), s, j(s))))
\]

It should be noted (by those familiar with Resolution proofs) that the formula \( E \) is not first negated before the skolem form is derived. This difference reverses the roles of \( \forall \) and \( \exists \) in the skolemization process.
Appendix 2

Incompleteness of the Prover

As mentioned earlier the prover is incomplete, in that there are theorems that it cannot prove. Of course, it has the usual incompleteness, that humans and other systems possess, of not being able to prove really hard theorems, like Fermat's last theorem (if it is a theorem). But our system is incomplete in three other ways which we refer to under the headings of "using ANDS in backchaining", "trapping", and "multiple copies". We will discuss these and changes we could make to eliminate this incompleteness, and why it is not desirable to do so. See also [46].

Using ANDS in Backchaining.

In Rule 7 of HOA if the hypothesis B has the form \( A \rightarrow D \) then we put

\[
(1) \quad \Theta := \text{ANDS}(D, C)
\]

and then try to prove \( H \rightarrow A \Theta \). A more complete procedure would use

\[
(11) \quad \Theta := \text{IMPLY}(D \land H, C)
\]

bringing to bear the whole strength of IMPLY instead of the weaker routine ANDS. The following example, illustrates this inadequacy

Ex. A1. \( (A \land B \land (A \rightarrow (B \rightarrow C)) \rightarrow C) \).

Of course forward chaining would quickly prove this, but let us assume,
for the sake of the point we are making, that forward chaining is inoperative.

Then we obtain:

(1) \((A \land B \land (A \rightarrow (B \rightarrow C)) \Rightarrow C)\) I 7

\((A \Rightarrow C)\) NIL H 6

\((B \Rightarrow C)\) NIL H 6

\(((A \rightarrow (B \rightarrow C)) \Rightarrow C)\) H 6

ANDS\((B \rightarrow C, C)\) Returns NIL H 7

So NIL is returned for (1).

If in Rule 7 of HOA, we had used (ii) instead of (i), (Calling it Rule 7'), then the proof would proceed to a successful conclusion as follows:

(1) \((A \land B \land (A \rightarrow (B \rightarrow C)) \Rightarrow C)\) I 7

\((A \Rightarrow C)\) NIL H 6

\((B \Rightarrow C)\) NIL H 6

\((A \rightarrow (B \rightarrow C)) \Rightarrow C\) H 6

(1 C) \(((B \rightarrow C) \land A \land B \land (A \rightarrow (B \rightarrow C)) \Rightarrow C)\) H 7'

(1 C C) \((C \land (B \rightarrow C) \land A \land B \land (A \rightarrow (B \rightarrow C)) \Rightarrow C)\) H 7'

"T" H 6, 112

(1 C H) \(((B \rightarrow C) \land A \land B \land (A \rightarrow (B \rightarrow C)) \Rightarrow B)\) H 7.2

"T" H 6, 2

(1 H) \((A \land B \land (A \rightarrow (B \rightarrow C)) \rightarrow A)\) H 7.2

"T" H 6, 2
However we do not use Rule 7' because it causes the procedure to spend too much time trying to prove the subgoal \( \text{IMPLY}(D \land H \rightarrow C) \) in cases where that is impossible, instead of proceeding with other lines of attack. Using ANDS instead of IMPLY prevents this futile attempt at backchaining, allowing it to happen only in cases when \( D \) essentially matches \( C \).

**Trapping.**

In Rule 4 Table I when a conclusion of the form

\[ A \land B \]

is being proved, we first prove \( A \), getting a substitution \( \Theta \), and then prove \( B \Theta \). Sometimes, as in the following example, the value of \( \Theta \) returned by IMPLY for the proof of \( A \), will not work for \( B \). We call this "trapping".

**Ex. A2.**

\[ (P(a) \land P(b) \land Q(b) \rightarrow \exists x(P(x) \land Q(x))) \]

(1) \( (P(a) \land P(b) \land Q(b) \Rightarrow P(x) \land Q(x)) \) I 7

(1 1) \( (P(a) \land P(b) \land Q(b) \Rightarrow P(x)) \) I 4

Returns \( a|x \) for (1 1) H 6, H 2

(1 2) \( (P(a) \land P(b) \land Q(b) \Rightarrow Q(a)) \) I 4.2

Returns NIL for (1 2) I 4.3

Returns NIL for (1) I 4.3

We could have prevented trapping in this example by trying \( Q(x) \) first and then \( P(x) \). So in general, when proving \( (P(x) \land Q(x)) \) we might
want to first try \((P(x) \land Q(x))\) and if that fails then try \((Q(x) \land P(x))\). This could be effected by changing Rules 4.3 and 4.4 of Table I to read

4.3' \[ \lambda = \text{NIL} \] Put \(\phi' = \text{IMPLY}(H,B)\)

4.3.1 \[ \phi' = \text{NIL} \] NIL

4.3.2 \[ \phi' = \text{NIL} \] Put \(\lambda' = \text{IMPLY}(H,A\phi')\)

4.3.2.1 \[ \lambda' = \text{NIL} \] NIL

4.3.2.2 \[ \lambda' \neq \text{NIL} \] \(\phi' \circ \lambda'\)

4.4' \[ \lambda \neq \text{NIL} \] \(\phi \circ \lambda\)

A similar permutation would have to been provided for in the hypothesis in order to handle an example like

Ex. A3. \((P(a) \land Q(b) \land P(c) \land Q(c) \rightarrow \exists x(P(x) \land Q(x)))\) because there either \(P(x)\) or \(Q(x)\) first would produce trapping. So it would be necessary to permute the hypothesis to \((Q(b) \land P(c) \land P(a) \land Q(c))\) or one of the other successful configurations. This could be effected by further changing 4.3.2.1 to

4.3.2.1' \[ \lambda' = \text{NIL} \]

4.3.2.1.1 \[ H \neq (D \land E) \] NIL

4.3.2.1.2 \[ H = (D \land E) \] \text{IMPLY}(E \land D, A \land B).

(In this case we would need to set and test a light to prevent Step 4.3.2.1.2 from being repeated indefinitely).
Unfortunately such changes as these greatly increase the running time (sometimes by orders of magnitude) for all theorems including those that need no such permutations. So our present version has neither change. Most of the examples encountered so far don't require it. Also in our interactive system (see Section 7) such a failure is shown to the human operator who can permute the conclusions and/or the hypotheses with one simple command and thereby achieve the desired result.

Nevins [17] has prevented trapping on an \texttt{AND-SPLIT}

\[(A(x) \land B(x))\]

by obtaining the set \(S_A\) of all values of \(x\) satisfying \(A(x)\), and the set \(S_B\) of all values of \(x\) satisfying \(B(x)\), and then intersecting \(S_A\) and \(S_B\) for the solution of \((A(x) \land B(x))\). See also [47]. In using this method one must be careful to provide a special mechanism for cases where \(S_A\) or \(S_B\) is infinite.

Multiple Copies.

In the following example the hypothesis \(\forall x \ P(x)\) is used twice in proving the theorem.
Ex. A4. \[(\forall x \ P(x) \rightarrow P(a) \land P(b))\]

(1) \[(P(x) \rightarrow P(a) \land P(b))\]  \hspace{1cm} I 7

(1 1) \[(P(x) \rightarrow P(a))\]  \hspace{1cm} a/x  \hspace{1cm} I 4, H 2

(1 2) \[(P(x) \rightarrow P(b))\]  \hspace{1cm} b/x  \hspace{1cm} I 4.2, H 2

Returns \((b/x, a/x)\) for (1).

There is no problem here, and also we have no difficulty with the following equivalent version of this example.

Ex. A5. \[\exists x(P(x) \rightarrow P(a) \land P(b))\]

(1) \[(P(x) \rightarrow P(a) \land P(b))\]  \hspace{1cm} I 7

etc. as in the previous example.

However, in the following equivalent version we reach an impass.

Ex. A6. \[\exists x[(P(x) \rightarrow P(a)) \land (P(x) \rightarrow P(b))]\]

(1) \[(P(x) \rightarrow P(a)) \land (P(x) \rightarrow P(b))\]

(1 1) \[(P(x) \rightarrow P(a))\]  \hspace{1cm} a/x  \hspace{1cm} I 4, I 7, H 2

(1 2) \[(P(a) \rightarrow P(b))\]  \hspace{1cm} NIL  \hspace{1cm} I 4.4, I 7

NIL is returned for (1).

If the program was able to convert this example to its equivalent form

\[\exists x(P(x) \rightarrow P(a) \land P(b))\]
then there would be no difficulty. But then a similar theorem such as

\[ \forall z (Q(z) \rightarrow P(z)) \rightarrow \exists x [(P(x) \rightarrow P(a)) \land (Q(x) \rightarrow P(b))] \]

would be very difficult to convert without eliminating the implication symbol "\(\rightarrow\)".

There are two possible ways to cope with this type of difficulty. First we could eliminate all of the implication symbols (using \((\sim A \lor B)\)) for \((A \rightarrow B)\)) from the given theorem, and work from there. But this would change the basic nature of our system, and we do not wish to do it for reasons which we give later.

Secondly, we could require that the program make "multiple copies" of existentially quantified disjuncts in the conclusion. For example

\[ (H \rightarrow \exists x \ P(x)) \]

would be copied as

\[ (H \rightarrow P(x) \lor P(x')) \]

(Similarly, universally quantified conjunctions in the hypothesis

\[ (\forall x \ P(x) \rightarrow C) \]

should be copied as

\[ (P(x) \land P(x') \rightarrow C) \]

but this is already done by Rule I 4.2). (More generally, we would copy
existentially quantified expressions in any "positive" position (see Appendix 1) of the theorem, and any universally quantified expression in a "negative" position.

Thus in Ex. A6, after copying, we get

\[(1) \quad [(\neg P(x) \rightarrow P(a)) \land (\neg P(x) \rightarrow P(b))] \lor [(\neg P(x') \rightarrow P(a)) \land (\neg P(x') \rightarrow P(b))] \]

\[\sim [(\neg P(x') \rightarrow P(a)) \land (\neg P(x') \rightarrow P(b))] \rightarrow [(\neg P(x) \rightarrow P(a)) \land (\neg P(x) \rightarrow P(b))] \]

\[H \quad 4.2\]

\[(\neg P(x') \land \sim P(a)) \lor (\neg P(x') \land \sim P(b)) \rightarrow [(\neg P(x) \rightarrow P(a)) \land (\neg P(x) \rightarrow P(b))] \]

\[(1) \quad 1 \quad 1 \quad 1 \] \quad \[P(x') \land \neg P(a) \Rightarrow [(\neg P(x) \rightarrow P(a)) \land (\neg P(x) \rightarrow P(b))] \]

\[(1) \quad 1 \quad 1 \quad 2 \] \quad \[P(x') \land \neg P(a) \Rightarrow (\neg P(a) \rightarrow P(b)) \quad b/x' \]

\[(1) \quad 1 \quad 2 \] \quad \[P(b) \land \sim P(b) \Rightarrow [(\neg P(a) \rightarrow P(a)) \land (\neg P(a) \rightarrow P(b))] \]

\[(1) \quad 2 \quad 1 \] \quad \[P(b) \land \sim P(b) \Rightarrow (\neg P(a) \rightarrow P(a)) \quad "T" \]

\[(1) \quad 2 \quad 2 \] \quad \[P(b) \land \sim P(b) \Rightarrow (\neg P(a) \rightarrow P(b)) \quad "T" \]

So \((a/x, b/x')\) is returned for (1).
A similar attack will succeed for Ex. A7. Of course, we may sometime need more copies than two, and in fact, a procedure would need to be established whereby copies are continually generated, at intervals, until the theorem is proved. Unfortunately this leads to an infinite regression on most non-theorems.

To show what copying does to a non-theorem we try

**Ex. A8.** \[ Q(a) \rightarrow \exists x[(P(x) \rightarrow P(a)) \land (P(x) \rightarrow P(b)) \land Q(x)] \]

NOT A THEOREM.

This example also needs copying

1. \[ (Q(a) \rightarrow [(P(x) \rightarrow P(a)) \land (P(x) \rightarrow P(b)) \land Q(x)] \]
   \[ \lor [(P(x') \rightarrow P(a)) \land (P(x') \rightarrow P(b)) \land Q(x')] \]
   \[ Q(a) \land \sim [(P(x') \rightarrow \cdots) \Rightarrow [Q(x) \rightarrow P(a)] \cdots] \]

2. \[ ([Q(a) \land P(x') \land \sim P(a)] \lor [Q(a) \land P(x') \land \sim P(b)] \lor [Q(a) \land \sim Q(x')] \]
   \[ \Rightarrow [(P(x) \rightarrow P(a)) \land (P(x) \rightarrow P(b)) \land Q(x)] \]

11. \[ (Q(a) \land P(x') \land \sim P(a)) \Rightarrow C \]

111. \[ (Q(a) \land P(x') \land \sim P(a) \Rightarrow (P(x) \rightarrow P(a)) \quad a/x \]

112. \[ (Q(a) \land P(x') \land \sim P(a) \Rightarrow (P(a) \rightarrow P(b)) \land Q(a)) \]

1121. \[ (Q(a) \land P(x') \land \sim P(a) \Rightarrow (P(a) \rightarrow P(b)) ) \quad b/x' \]

1122. \[ (Q(a) \land P(b) \land \sim P(a) \Rightarrow Q(a)) "t" \]

Returns a/x, b/x' for (1 1)
(1 2) \[ (Q(a) \land P(x') \land \sim P(b)) \land (Q(a) \land \sim Q(x')) ] (b/x') \Rightarrow C(a/x) \]

(1 2 1) \[ (Q(a) \land P(b) \land \sim P(b) \Rightarrow C(a/x)) \]

(1 2 1 1) \[ (Q(a) \land P(b) \land \sim P(b) \Rightarrow (P(a) \rightarrow P(a))) \]

"T"

(1 2 1 2) \[ (Q(a) \land P(b) \land \sim P(b) \Rightarrow (P(a) \rightarrow P(b)) \land Q(a)) \]

(1 2 1 2 1) \[ (Q(a) \land P(b) \land \sim P(b) \Rightarrow (P(a) \rightarrow P(b))) \]

"T"

(1 2 1 2 2) \[ (Q(a) \land P(b) \land \sim P(b) \Rightarrow Q(a)) \]

"T"

(1 2 2) \[ (Q(a) \land \sim Q(b) \Rightarrow C(a/x)) \]

(1 2 2 1) \[ (Q(a) \land \sim Q(b) \Rightarrow (P(a) \rightarrow P(a))) \]

"T"

(1 2 2 2) \[ (Q(a) \land \sim Q(b) \Rightarrow (P(a) \rightarrow P(b)) \land Q(a)) \]

(1 2 2 2 1) \[ (Q(a) \land \sim Q(b) \Rightarrow (P(a) \rightarrow P(b))) \]

\[ (Q(a) \land P(a) \Rightarrow P(b) \lor Q(b)) \]

NIL

So NIL is returned for (1 2). It should also return NIL for (1), since it is false, but it would copy again instead and never return.

Clearly an additional hypothesis \( Q(b) \) would make (1) valid in which case "T" would have been returned for (1 2 2 2 1), and \( (a/x, b/x') \) returned for (1).
Comment.

We object to the inclusion of "copying" rules and rules to permute hypotheses and conclusions to prevent "trapping" for several reasons.

These rules are not needed on a very large percentage of theorems, and yet they greatly increase the computing time in nearly all cases, sometimes by a large order of magnitude. If we ever expect to prove really difficult theorems in mathematics we must not strangle the mechanism that does it by making sure that it handles every case. Rather we believe (in the spirit of information theory) that it should be allowed to fail on a few cases so that it can succeed on a number of others, especially the hard ones.

The difficulties we point out here are faced by all other proving systems. Resolution systems pay the price by continuing all proofs of the theorem (allowed by the particular restriction on resolution). Gentzen type systems pay it through copying and search. They both remove the implication symbol and work with the result which we feel is very unnatural.

The implication symbol \( \rightarrow \) or its equivalent plays a crucial role in mathematics. Much of Mathematics consists of stating and proving theorems of the form

\[
(H_1 \land H_2 \land \ldots \land H_n \rightarrow C_1 \land C_2 \land \ldots \land C_m).
\]

Human proof technique, developed over a period of a few thousand years, center around using one or more of the \( H \)'s to imply one of the \( C \)'s. We have wanted to keep this same spirit in our prover so that we can easily use some of the powerful heuristics developed by mathematicians, so we can best interact with the prover on a man-machine basis.
APPENDIX 3

SOME PROOFS OF SOUNDNESS

The theorem prover is designed to prove the validity of formulas in first order predicate calculus. This appendix will show that if the prover returns a substitution for some formula then that formula is valid.

When a closed formula, $E$, is given to the prover, it skolemizes (see Appendix 1) the formula into an open formula, $S$. If $v_1, v_2, ..., v_n$ are the free variables in $S$, then the original formula $E$ is equivalent to

$$(1) \exists v_1 \exists v_2 ... \exists v_n S.$$ 

If some substitution $\alpha$ exists such that $S\alpha$ is ground (contains no free variables) and $S\alpha$ is true then $(1)$ is true. Likewise if there is some set of substitutions $\alpha_1, \alpha_2, ..., \alpha_m$ such that

$$S\alpha_1 v_1 S\alpha_2 v_2 ... v_n S\alpha_m$$

is both ground and true then $(1)$ is true.

We will show that if the prover returns some non-null substitution $\alpha$ then for any substitution $\beta$ such that $S\beta\alpha$ is ground then $S\beta\alpha$ is true. From this it follows that $(1)$ and the original input are true.
A formula, $P$, will be termed *ground-true* if for any substitution $\xi$ such that $P_\xi$ is ground, $P_\xi$ is true.

We will indicate that a formula $P$ is ground-true by the notation $\xi P_\xi$.

**Lemma 1.** Properties of Ground-Truth. If $P$ and $Q$ are any formulas and $\theta$ and $\lambda$ are any substitutions then we know

1.1 $\xi P_\xi \leftrightarrow P$ when $P$ is ground.
1.2 $\xi P_\xi \rightarrow \xi P_\lambda$.
1.3 $\xi P_\xi \rightarrow \xi (P_\theta \land P_\lambda)_\xi$.
1.4 $\xi P_\xi \rightarrow \xi (P_\theta \lor P_\lambda)_\xi$.
1.5 $\xi (P \land Q)_\xi \leftrightarrow \xi P_\xi \land \xi Q_\xi$.
1.6 $(\xi P_\xi \lor \xi Q_\xi) \rightarrow \xi (P \lor Q)_\xi$.
1.7 $(\xi P_\xi \land \xi (P \rightarrow Q)_\xi) \rightarrow \xi Q_\xi$.

Remember that to show ground-truth we need only show that $P_\xi$ is true for all $\xi$ such that $P_\xi$ does not contain free variables.

To show that the prover is sound we will show that the rules used in the prover are each sound. Induction will be used where the prover is recursive. Most of the rules used permit straightforward proofs. For instance, Rule 13 requires the proof that

$$\xi ((A \rightarrow C) \land (B \rightarrow C))_\xi \rightarrow \xi (A \lor B) \rightarrow C)_\xi.$$ 

Equivalently, $P$ is ground-true if and only if $\xi \ldots \xi P_\xi$ is true where $\xi , \ldots , \xi$ are the free variables in $P$. $\xi , \ldots , \xi$
The left hand side is the induction hypothesis, i.e., that \( \text{IMPLY}(\forall 1, (A \rightarrow C) \land (B \rightarrow C)) \) returns a substitution \( \theta \) such that \(((A \rightarrow C) \land (B \rightarrow C))\theta\) is ground-true. The conclusion of (2) is what must be shown: that the returned substitution \( \theta \) must be such that the original form, \(((A \lor B) \rightarrow C)\), is ground-true after \( \theta \) is applied. Lemma 1.7 and the fact that the two forms in (2) are equivalent proves (2).

The rules concerning AND-SPLIT, Forward Chaining and Back Chaining are more difficult to prove. We shall prove these by first proving something more general by describing some changes to the rules and proving the soundness of the modified system. In doing so we will generalize the notion of a substitution, \( \theta \), allowing symbolic disjunctions

\[
\theta = (\theta \lor \theta)
\]

1 2
to be returned from \( \text{IMPLY} \).

Generalized Substitutions.

Definition. \( \theta \) is a generalized substitution if

(i) \( \theta \) is an ordinary substitution, or

(ii) \( \theta \) has the form

\[
(\theta \lor \theta) \text{ or } (\theta \land \theta)
\]

1 2 1 2

where \( \theta \) and \( \theta \) are generalized substitutions.

1 2
Some examples are,

\[ \emptyset, \emptyset \lor \emptyset, (\emptyset \lor \emptyset) \land \emptyset, \]
\[ 1 \ 1 \ 2 \ 1 \ 2 \ 3 \]

where the \( \emptyset \) are ordinary substitutions.

**Definition.** If \( \emptyset \) is a generalized substitution, then we define \( \emptyset' \) by

(i) \( \emptyset' = \emptyset \) if \( \emptyset \) is an ordinary substitution,

(ii) \((\emptyset \lor \emptyset)' = (\emptyset' \land \emptyset')\),
\[ 1 \ 2 \ 1 \ 2 \]

(iii) \((\emptyset \land \emptyset)' = (\emptyset' \lor \emptyset')\),
\[ 1 \ 2 \ 1 \ 2 \]

(This definition is for this appendix only).

**Definition.** A generalized substitution is said to be a pure disjunction (conjunction) if it contains no \( \land \) symbols (\( \lor \) symbols).

Notice that this definition allows ordinary substitutions to be called pure disjunctions (and pure conjunctions).

**Definition.** If \( A \) is a formula and \( \emptyset \) is a generalized substitution, then

\[ A\emptyset \]

is the formula gotten by applying \( \emptyset \) from left to right, i.e.,

(i) \( A\emptyset \) is the usual result if \( \emptyset \) is an ordinary substitution,

(ii) \( A(\emptyset \lor \emptyset) = A\emptyset \lor A\emptyset \),
\[ 1 \ 2 \ 1 \ 2 \]

(iii) \( A(\emptyset \land \emptyset) = A\emptyset \land A\emptyset \),
\[ 1 \ 2 \ 1 \ 2 \]
whenever we have an iterated generalized substitution such as 

\[ \theta \lambda \]

we can convert it into a generalized substitution by applying \( \lambda \) to \( \theta \).

For example, if \( \theta \) and \( \lambda \) are ordinary substitutions then

\[
\begin{align*}
(\theta \lambda \theta \lambda)(\lambda \lor \lambda) \\
1 & 2 & 1 & 2 \\
& = (\theta \lambda \lambda \theta \lambda \lambda \theta \lambda)(\lambda \lor \lambda \lambda \theta \lambda \lambda \theta \lambda) \\
1 & 1 & 2 & 1 & 2 & 2 & 2 \\
& = (\theta \lambda \lambda \theta \lambda \lambda \theta \lambda)(\lambda \lor \lambda \lambda \theta \lambda \lambda \theta \lambda) \\
1 & 2 & 1 & 2 & 2 & 2 \\
& & = (\theta \lambda \lambda \theta \lambda \lambda \theta \lambda)(\lambda \lor \lambda \lambda \theta \lambda \lambda \theta \lambda). \\
2 & 1 & 1 & 2 & 2 & 2 & 2
\end{align*}
\]

**Properties of Generalized Substitutions.**

**Lemma 2.** If \( \theta \) and \( \lambda \) are generalized substitutions, \( \lambda \) is a pure disjunction, and \( A \) and \( B \) are formulas then \( \lambda' \) is a pure conjunction and

\[
\begin{align*}
2.1 & \quad (\theta')' = \theta \\
2.2 & \quad (A \lor B) = \neg (\neg A \land B) \\
2.3 & \quad (A \lor B)\lambda = A\lambda \lor B\lambda \\
2.4 & \quad (A \land B)\lambda' = A\lambda' \land B\lambda' \\
2.5 & \quad (A \Rightarrow B)\lambda = (A\lambda' \Rightarrow B\lambda)
\end{align*}
\]
Proof. .1 and .2 follow directly from the definition of $\theta'$ and the properties of $\sim$. .3 and .4 follow from the associativity of $\lor$ and of $\land$. Then .5 follows from .3, .2, and .1, as follows

$$(A \rightarrow b) \land (\neg A \lor b)$$

$$= (\neg A \lor b)$$

$$= (\neg (A \land b))$$

$$= (A \land b') \lor b) .$$

**Generalized Substitutions in IMPLY and HUA.**

The changes we propose in the program apply at those points at which two subgoals are combined to prove a goal. These are the rules concerning AND-SPLITs, forward chaining, and back chaining (rules 4, 7.1, 7.2 of IMPLY and 7, 7E of HUA). Two changes are required in proving an AND-SPLIT of the form

$$(H \rightarrow A \land b) .$$

(1) We must state how the substitution $\theta$ which is returned for the first subgoal

$$(H \rightarrow A)$$

is applied to $b$, before calling IMPLY again on the second subgoal.

(2) And we must state how we combine $\theta$ with the substitution $\lambda$ returned from the second subgoal.

Tables A-1 and A-II give these changes for IMPLY rules 4, 7.1, and 7.2 and HUA rules 7 and 7E.
<table>
<thead>
<tr>
<th>IF</th>
<th>ACTION</th>
<th>RETURN</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.</td>
<td>( \theta \equiv A \land B )</td>
<td>Put ( \theta := \text{IMPLY}(H, A) )</td>
</tr>
<tr>
<td>4.1</td>
<td>( \theta \equiv \text{NIL} )</td>
<td>NIL</td>
</tr>
<tr>
<td>4.2</td>
<td>( \theta \equiv \text{NIL} )</td>
<td>Put ( \lambda := \text{IMPLY}(H, b \theta^\prime) )</td>
</tr>
<tr>
<td>4.3</td>
<td>( \lambda \equiv \text{NIL} )</td>
<td>NIL</td>
</tr>
<tr>
<td>4.4</td>
<td>( \lambda \equiv \text{NIL} )</td>
<td>( \theta \land \lambda )</td>
</tr>
</tbody>
</table>

7.1.1 (Forward Chaining)

<table>
<thead>
<tr>
<th>A</th>
<th>Put ( \theta := \text{AND}(H, P) )</th>
<th>NIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1.2 ( \theta \equiv \text{NIL} )</td>
<td>Go to 8</td>
<td></td>
</tr>
<tr>
<td>7.1.3 ( \theta \equiv \text{NIL} )</td>
<td>NIL</td>
<td></td>
</tr>
<tr>
<td>7.1.4 ( \lambda \equiv \text{NIL} )</td>
<td>Go to 8</td>
<td></td>
</tr>
<tr>
<td>7.1.5 ( \lambda \equiv \text{NIL} )</td>
<td>NIL</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 11

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Description</th>
<th>Action</th>
<th>Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.</td>
<td>(Back-chaining)</td>
<td>( \beta = (A \rightarrow D) )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Put } \theta := \text{AND}D,C )</td>
<td></td>
</tr>
<tr>
<td>7.1</td>
<td>( \theta = \text{NIL} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Go to 7E} )</td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>( \theta = \text{NIL} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Put } \lambda := \text{IMPLY}(h, A\theta') )</td>
<td></td>
</tr>
<tr>
<td>7.3</td>
<td>( \lambda = \text{NIL} )</td>
<td></td>
<td>NIL</td>
</tr>
<tr>
<td>7.4</td>
<td>( \lambda = \text{NIL} )</td>
<td></td>
<td>( \theta \lor \lambda )</td>
</tr>
<tr>
<td>7E.</td>
<td>( \beta = (A \rightarrow A=B) )</td>
<td>( \text{Put } \theta := \text{HUA}(A=B,C) )</td>
<td></td>
</tr>
<tr>
<td>7E.1</td>
<td>( \theta = \text{NIL} )</td>
<td></td>
<td>NIL</td>
</tr>
<tr>
<td>7E.2</td>
<td>( \theta = \text{NIL} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Put } \lambda := \text{IMPLY}(h, A\theta') )</td>
<td></td>
</tr>
<tr>
<td>7E.3</td>
<td>( \lambda = \text{NIL} )</td>
<td></td>
<td>NIL</td>
</tr>
<tr>
<td>7E.4</td>
<td>( \lambda = \text{NIL} )</td>
<td></td>
<td>( \theta \lor \lambda )</td>
</tr>
</tbody>
</table>

Notice that IMPLY and HUA always return pure disjunctions.
Soundness.

We are now in a position to prove the soundness of our extended system. We will do so only for Rule 14. Proofs for other rules are similar.

If we are proving

\[(H \Rightarrow A \land b)\]

and \(\emptyset\) is returned for

\[(H \Rightarrow A)\]

and \(A\) is returned for

\[(H \Rightarrow b\emptyset')\]

then \(\emptyset \lor A\) is returned for

\[(H \Rightarrow A \land b)\]

**Lemma 3.** If \(\emptyset\) and \(A\) are pure disjunctions then

3.1 \(\emptyset \Rightarrow C \emptyset A \iff (H \emptyset A' \Rightarrow C \emptyset A)\)

3.2 \(\emptyset \emptyset (H \Rightarrow C) \emptyset A \Rightarrow \emptyset \emptyset (H \emptyset A' \Rightarrow C \emptyset A)\)

3.3 \(\emptyset \emptyset (H \Rightarrow C) \emptyset A \Rightarrow \emptyset \emptyset (H \emptyset A' \Rightarrow C \emptyset A)\)

3.4 \(\emptyset \emptyset (H \Rightarrow C) \emptyset A \Rightarrow \emptyset \emptyset (H \emptyset A' \Rightarrow C \emptyset A)\)


Proof.

3.1 \((\mathcal{H} \rightarrow C)\alpha \leftrightarrow (\mathcal{H}\gamma \rightarrow C)\alpha\)

\(\leftrightarrow (\mathcal{H}\gamma\lambda \rightarrow C\alpha)\)

3.2 \(\mathfrak{H}(\mathcal{H} \rightarrow C)\theta \rightarrow \mathfrak{H}(\mathcal{H} \rightarrow C)\theta\lambda\)

\(\rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda \rightarrow C\alpha)\)

3.3 Proof is by induction on the structure of \(\lambda\).

Case 1. \(\lambda\) is ordinary.

\(\lambda = \lambda'\) so \(\ast\) applies.

Case 2. \(\lambda = \lambda \lor \lambda'\), we use the induction hypotheses:

1 2

\(\mathfrak{H}(\mathcal{H} \rightarrow C)\theta \rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda \rightarrow C\alpha)\theta\)

1 1

2 2

So we have

\(\mathfrak{H}(\mathcal{H} \rightarrow C)\theta \rightarrow (\mathfrak{H}(\mathcal{H}\theta\lambda \rightarrow C\alpha)\theta \land \mathfrak{H}(\mathcal{H}\theta\lambda' \rightarrow C\alpha')\theta)\)

1 1 2 2

\(\rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda \rightarrow C\alpha) \land (\mathcal{H}\theta\lambda' \rightarrow C\alpha')\theta\)

1 1 2 2

\(\rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda \lor \mathcal{H}\theta\lambda') \rightarrow (C\alpha \lor C\alpha')\theta\)

1 2 1 2

\(\rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda \lor \mathcal{H}\theta\lambda') \rightarrow C\theta(\lambda \lor \lambda')\theta\)

1 2 1 2

\(\rightarrow \mathfrak{H}(\mathcal{H}\theta\lambda' \rightarrow C\alpha')\theta\)

3.4 Proof is by induction on the structure of \(\lambda\).

Case 1. \(\lambda\) is ordinary.

\(\lambda = \lambda'\) so \(\ast\) applies.
Case 2. \( \lambda = \lambda \lor \lambda \). We use the induction hypotheses:

\[
\forall (H \rightarrow C) \Phi \rightarrow \forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi,
\]

\[
\forall (H \rightarrow C) \Phi \rightarrow \forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi.
\]

So we have

\[
\forall (H \rightarrow C) \Phi \rightarrow (\forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi \land \forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi)
\]

\[
\rightarrow \forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi \land \forall (H \Rightarrow \lambda \rightarrow C \Omega \Theta \Lambda) \Phi
\]

\[
\rightarrow \forall (H \Rightarrow \lambda \lor H \Rightarrow \lambda) \rightarrow (C \Omega \Theta \Lambda \lor C \Omega \Theta \Lambda) \Phi
\]

\[
\rightarrow \forall (H \Rightarrow \lambda \lor H \Rightarrow \lambda) \rightarrow (C \Omega \Theta \Lambda \lor C \Omega \Theta \Lambda) \Phi
\]

\[
\rightarrow \forall (H \Rightarrow \lambda \lor H \Rightarrow \lambda) \rightarrow (C \Omega \Theta \Lambda \lor C \Omega \Theta \Lambda) \Phi
\]

\[
\rightarrow \forall (H \Rightarrow \Theta \Lambda) \rightarrow (C \Theta \Lambda)
\]

Lemma 4. If \( \Theta \) and \( \lambda \) are pure disjunctive generalized substitutions then

\[
\forall (A \Theta \Lambda \lor B \Theta \Lambda) \rightarrow (A \lor B) \Theta \Lambda \Lambda
\]

Proof. Proof is by induction on the structure of \( \lambda \).

Case 1. \( \lambda \) is ordinary.

Since \( \lambda = \lambda' \), we need to establish

\[
(3) \quad \forall (A \Theta \Lambda \lor B \Theta \Lambda) \rightarrow (A \lor B) \Theta \Lambda \Lambda
\]

This is shown by induction on the structure of \( \Theta \).
Case 1.1. \( \emptyset \) is ordinary.

\[(A \emptyset \land b \emptyset') = (A \emptyset \land b \emptyset) = (A \land b) \emptyset.\]

Case 1.2. \( \emptyset = \emptyset \lor \emptyset \). We will use the induction hypotheses:

\[\forall (A \emptyset \land b \emptyset') \Rightarrow (A \land b) \emptyset \land \emptyset.\]

\[\forall (A \emptyset \land b \emptyset') \Rightarrow (A \land b) \emptyset \land \emptyset.\]

We need to show

\[(4) \quad ((A \emptyset \land b \emptyset') \Rightarrow (A \land b) \emptyset)\]

For all \( \emptyset \)'s such that (4) is ground, we will show it for an arbitrary \( \emptyset \) satisfying that condition.

\[A \emptyset \land b \emptyset' \Rightarrow \lambda (q \lor (\emptyset \lor (q' \lor \emptyset'))) \land \emptyset.\]

\[\Rightarrow (A \emptyset \land \emptyset) \land b \emptyset' \land b \emptyset' \land \emptyset.\]

\[\Rightarrow (A \emptyset \land b \emptyset' \land b \emptyset' \land b \emptyset' \land \emptyset).\]

\[\Rightarrow (A \emptyset \land b \emptyset' \land b \emptyset' \land b \emptyset') \lor \emptyset.\]

(5)

By induction hypothesis ((5) is ground since (4) is)

\[\Rightarrow (A \land b) \emptyset \land \emptyset \lor (A \land b) \emptyset \land \emptyset.\]

\[\Rightarrow (A \land b) \emptyset \land \emptyset.\]

The substitution \( \emptyset \) can be presumed to be an ordinary substitution.
\[ \Rightarrow (A \land B) \theta \lambda \gamma \]

So (4) is shown for an arbitrary \( \lambda \).

So (3) is established.

Case 2. \( \lambda = \lambda \lor \lambda \). We use the induction hypotheses:

1. \[ \forall \lambda \,(A \theta \lambda \land B \theta \lambda) \Rightarrow (A \land B) \theta \lambda \]

2. \[ \forall \lambda \,(A \theta \lambda \land B \theta \lambda) \Rightarrow (A \land B) \theta \lambda \]

We need to show

\[(b) \quad \forall \lambda \,(A \theta \lambda \land B \theta \lambda) \Rightarrow (A \land B) \theta \lambda \gamma \]

for all \( \lambda \) for which \((b)\) is ground. We will show it for an arbitrary \( \lambda \) satisfying that condition.

\[ \forall \lambda \,(A \theta \lambda \land B \theta \lambda) \Rightarrow (A \land B) \theta \lambda \gamma \]

1. \[ \Rightarrow (A \theta \lambda \land B \theta \lambda) \land (B \theta \lambda \lor B \theta \lambda) \]

2. \[ \Rightarrow (A \theta \lambda \land B \theta \lambda) \land (B \theta \lambda \lor B \theta \lambda) \]

\[ \lor (A \theta \lambda \land B \theta \lambda) \land (B \theta \lambda \lor B \theta \lambda) \]

\[ \Rightarrow (A \theta \lambda \land B \theta \lambda) \lor (A \theta \lambda \land B \theta \lambda) \]

\[ \Rightarrow (A \theta \lambda \land B \theta \lambda) \lor (A \theta \lambda \land B \theta \lambda) \]

By induction hypothesis ((7) is ground since \((b)\) is)

\[ \Rightarrow (A \land B) \theta \lambda \gamma \lor (A \land B) \theta \lambda \gamma \]

1. \[ \Rightarrow (A \land B) \theta \lambda \gamma \land (A \land B) \theta \lambda \gamma \]

1. \[ \Rightarrow (A \land B) \theta \lambda \gamma \land (A \land B) \theta \lambda \gamma \]
\[
\rightarrow (\alpha \land B)\chi
\]

QED.

**Soundness Theorem for Generalized QUAD Split**

**Theorem 1.** If \( \theta \) and \( \lambda \) are pure disjunctive substitutions then

\[(8) \quad \psi_{\theta}(H \rightarrow A)\psi_{\lambda} \]

\[(9) \quad \& \psi_{\theta}(H \rightarrow \phi_{\lambda}^\prime)\lambda \]

\[\rightarrow \psi_{\theta}(H \rightarrow (\alpha \& B)(\chi \& V \& \lambda)) \]

**Proof.** We need to show

\[(10) \quad (H \rightarrow (\alpha \& B)(\chi \& V \& \lambda)) \]

for every substitution \( \theta \) such that \(10\) is ground.

Rewriting this we get

\[\psi_{\theta}(\alpha \& B) \rightarrow (\alpha \& B)(\chi \& V \& (\alpha \& B)\lambda)\]

Now

\[\psi_{\theta}(\alpha \& B) \rightarrow (\alpha \& B)\chi \quad \text{by (8) and Lemma 3.3} \]

\[\rightarrow (\alpha \& B)\chi \quad \text{by (9)} \]

\[\rightarrow (\alpha \& B)(\chi \& V \& (\alpha \& B)\lambda) \quad \text{by Lemma 4} \]

QED.

The only non-trivial rules left are Back Chaining and Forward Chaining. The generalized soundness theorems for these are
Back Chaining:
\[ \forall y (y \rightarrow C) \forall z \]
\[ \& \& \forall l (l \rightarrow A) \forall m \]
\[ \rightarrow \forall ((l \& (A \rightarrow b)) \rightarrow C)(\forall l \& \forall m) \]

Forward Chaining:
\[ \forall l (l \rightarrow A) \forall m \]
\[ \& \& \forall l ((l \& (A \rightarrow b)) \rightarrow C)(\forall l \& \forall m) \]

These require the lemmas
\[ \forall l (l \rightarrow C) \forall k \& \forall l ((l \& (A \rightarrow b)) \rightarrow C)(\forall l \& \forall m) \]
\[ \forall l (l \rightarrow C) \forall k \& \forall l ((l \& (A \rightarrow b)) \rightarrow C)(\forall l \& \forall m) \]

**Soundness_RESULTS_for_The_Implemented_Prover**

The actual implementation does not include generalized substitutions. Instead, we observe restrictions that allow us to return an ordinary substitution. In order to show how we do this, we first need to formalize substitutions.

**Definition.** A substitution \( \theta \) is a set \( \{(x \rightarrow t) : x \in \text{Var} \} \) where the \( x \)'s are variables and the \( t \)'s are terms and \( a \neq x \) and \( 1 \neq \rightarrow 1 \)

\( x \neq x \).

\[ \{ 1 \} \]
**Definition.** If \( A \) is an expression and \( \theta = \{a / x : l \in \text{set} \} \) is a substitution then \( A \theta \) is the expression obtained by replacing all the \( x \)'s in \( A \) by the corresponding \( a \)'s.

**Definition.** A composition, \( \theta \lambda \), of two substitutions \( \theta = \{a / x : l \in l \} \) and \( \lambda = \{b / y : l \in l \} \) is defined to be the set \( \theta \lambda = \{a \lambda / x : l \in l \} \) \( \cup \{b / y : l \in l \) and \( l \in \text{set} \) \} \)

A composition is clearly a substitution. Composition is associative. \((\theta \lambda) \kappa = \theta (\lambda \kappa)\)

**Definition.** The domain of a substitution \( \theta = \{a / x : l \in l \} \) is the set \( \{x : l \in l \} \). The range of \( \theta \) is the set \( \{a : l \in l \} \). We will say a variable occurs in the range of \( \theta \) if it belongs to the range or if it occurs in one of the elements of the range.

**Definition.** A substitution \( \theta \) is called normal if no element of its domain occurs in its range.

If \( \theta \) is normal then \( \theta \theta = \theta \). If \( \theta \) is normal then \( A \theta \) contains no element in the domain of \( \theta \).

**Definition.** Two substitutions \( \theta \) and \( \lambda \) are said to conflict if their domains are not disjoint.
**Lemma.** If \( \Theta \) and \( \Lambda \) are normal and non-conflicting then \( \Theta \Lambda \) is normal if and only if no element in the domain of \( \Theta \) occurs in the range of \( \Lambda \).

**Proof.** Proof of \( \Rightarrow \)

Suppose \( x \) is in the domain of \( \Theta \) and occurs in \( \Theta \Lambda \) which occurs in the range of \( \Lambda \). But by the definition of composition \( x \) is in the domain of \( \Theta \Lambda \) and \( \Theta \) occurs in the range of \( \Theta \Lambda \). So \( \Theta \Lambda \) is not normal.

Proof of \( \Leftarrow \)

Suppose \( \Theta \Lambda \) is not normal. Then there is an \( x \) in the domain of \( \Theta \Lambda \) that occurs in some \( c \) in the range of \( \Theta \Lambda \). By the definition of composition either \( x \) is in the domain of \( \Theta \) or in the domain of \( \Lambda \). Likewise either \( c \) is in the range of \( \Lambda \) or there is some \( a \) in the range of \( \Theta \) such that \( a \Lambda = c \).

Suppose \( x \) is in the domain of \( \Lambda \). Since \( \Lambda \) is normal, if \( c \) were in the range of \( \Theta \) then \( x \) cannot occur in \( c \). Likewise \( x \) cannot occur in \( a \Lambda \). So \( x \) cannot be in the domain of \( \Lambda \).

So \( x \) must be in the domain of \( \Theta \). Since \( \Theta \) is normal, \( x \) cannot occur in any \( a \) in the range of \( \Theta \). So \( x \) can occur in \( a \Lambda \) only if \( x \) occurs in the range of \( \Lambda \). So no matter where \( c \) comes from, \( x \) would occur in the range of \( \Lambda \).

QED
Lemma. Let \( \sigma, \lambda, \) and \( \theta \lambda \) be normal and \( \sigma \) and \( \lambda \) do not conflict, then
\[
\lambda \theta \sigma = \theta \lambda.
\]

Proof. \( \sigma \lambda \) and \( \lambda \theta \sigma \) only differ for elements in the domain of \( \lambda \). Suppose \( v \) is some such variable. By the previous lemma, no element of the domain of \( \sigma \) occurs in the range of \( \lambda \). Since \( v \lambda \) is in the range of \( \lambda \), \( v \lambda \sigma = v \lambda \). So \( v \lambda \theta \sigma = v \lambda \lambda = v \lambda \) (since \( \lambda \) is normal \( \lambda \lambda = \lambda \)). Since \( v \) is in the domain of \( \lambda \) and since \( \sigma \) and \( \lambda \) do not conflict, \( v \) is not in the domain of \( \sigma \). So \( v \sigma = v \) and \( v \theta \lambda = v \lambda \). So \( v \lambda = v \lambda \theta \sigma \). So \( \sigma \lambda = \lambda \theta \sigma \).

Corollary. \( \forall \lambda (\theta \sigma \lambda \rightarrow \lambda \lambda (\theta \lambda)) \theta \lambda \theta \sigma = \theta \lambda (\theta \lambda) \) if \( \theta, \lambda, \) and \( \theta \lambda \) are normal and \( \sigma \) and \( \lambda \) do not conflict.

Theorem 2. Let \( \sigma \) be some substitution,

\[
(11) \quad \forall \lambda (\sigma \rightarrow \lambda) \theta \lambda
\]
\[
(12) \quad \forall \lambda (H \rightarrow H \theta) \theta \lambda
\]
\[
(13) \quad \forall \lambda (H \lambda \theta \sigma \rightarrow H \lambda \theta \lambda \sigma)
\]
\[
(14) \quad \forall \lambda (\lambda \theta \lambda \sigma \rightarrow \theta \lambda \lambda \sigma)
\]
\[
\rightarrow \forall \lambda (H \rightarrow A \theta \lambda \theta \lambda \sigma)
\]

Proof. We need to show that if \( \sigma \) is some substitution such that \( (H \rightarrow A \theta \lambda \theta \lambda \sigma) \) is ground then

\[
(15) \quad H \theta \lambda \sigma \rightarrow A \theta \lambda \theta \lambda \sigma \theta \lambda \sigma.
\]

We will do so for an arbitrary \( \sigma \) satisfying that condition.

We begin by assuming
by the assumptions on $\mathfrak{O}$ we know that (16) is ground. Combined with (11) we then know

\begin{equation}
(17)
\end{equation}

is ground and true.

Meanwhile we know from (13) and the assumption of (16)

\[\forall \chi (\mathfrak{O} \circ \chi)\].

Combining this with (12) we know

\[\forall \forall (\mathfrak{O} \circ \chi)\].

Further combining this with (14) we get

\begin{equation}
(18)
\end{equation}

which is both ground and true.

Thus by assuming (16) we derived both (17) and (18), thereby proving (15).

\[\text{Ved.}\]

By the previous corollary, it can be seen that the hypotheses about $\phi$ are satisfied by $\phi = \phi$ when $\mathfrak{u}, \chi$, and $\mathfrak{O}$ are all normal and $\mathfrak{u}$ and $\chi$ do not conflict. This is the normal case.
Theorem 1. If $\theta$, $\lambda$, and $\theta\lambda$ are all normal and $\theta$ and $\lambda$ do not conflict, then

$$\forall (\lambda \Rightarrow A)\forall \lambda$$

$$\forall (\theta \Rightarrow B)\forall \lambda$$

$$\Rightarrow \forall (\theta \Rightarrow A \& B)\forall \lambda$$

holes_up_the_implementation

As we noted earlier, equation (1) is true if there is some $\theta$ such that $\theta \lambda$ is ground and true. This means that if the proper returns $\lambda$ for \texttt{IMPLY}(\theta \lambda, S) all that is needed is for some $\theta$ to exist such that $\theta \lambda\theta$ to be ground and true. Specifically we do not need $\lambda\lambda$ to be ground-true. We have used ground-truth to make the inductive proofs tractable. Theorem 1 is much easier to grasp as it was presented than it would be if it were stated as

$$\forall (\theta \Rightarrow A)\forall \lambda$$

$$\forall (\lambda \Rightarrow \theta)\forall \lambda$$

$$\Rightarrow (\forall \theta \Rightarrow A \& \forall \lambda)\forall \lambda$$

In the actual implementation we relax the requirement that the substitution returned from \texttt{IMPLY} makes the input ground-true. This is necessary for proving simple theorems as

$$\forall x (P(x) \Rightarrow P(a) \& P(b))$$

In this case we return the substitution $\{a/x, b/x\}$. In applying substitutions we check to see if a substitution that has a conflict
is applied to a formula that has the variable for which the conflict occurs. If so, we fail on that subgoal.

Likewise if we have a substitution \( a/x, f(x)/y \) (which is not normal) we allow it to be used but prohibit its composition with some substitution such as \( t/x \) while allowing composition with \( a/x \).

**Examples**

**Example 1.** \( f(x) \rightarrow (f(a) \land p(a)) \)

This requires the generalized substitution \( \{a/x\} \lor \{b/x\} \). In the implemented prover the substitution \( \{a/x, b/x\} \) would be returned.

**Example 2.**

\[
P(a, b, z) \land V(a, t, o, y) \land k(a, b, l) \land k(c, c, a) \\
\rightarrow (f(x, y, z) \land v(a, y, z, c)) \land k(x, y, z)
\]

This is not a theorem. The proof of

\[
f(x, y, z) \land v(a, y, z, c)
\]

requires the composition of the substitutions \( \{a/x, b/y\} \) and \( \{a/z, c/y\} \). With generalized substitutions we then have to prove

\[
k(x, y, z) \{a/x, o/y, 3/z\} \land \{a/z, c/y\})
\]

which translates to

\[
k(a, o, a) \land k(x, c, a).
\]

This cannot be proved from the hypotheses.
The composition of the two substitutions in the implemented prover would be

\[ \{ a/x, \alpha/y, \beta/z, \gamma/y \} \]

When this substitution is applied to \( \kappa(x,y,z) \) the prover notes that there is a conflict in the substitution for \( y \) and that \( y \) appears in \( \kappa(x,y,z) \). Because of this, the prover fails the goal.

**Example 1.**

\[ P(a, b, c) \land \forall \alpha(a, b, c) \land \forall \beta(a, b, c) \land \forall \gamma(a, b, c) \]

\[ \Rightarrow (P(x, y, z) \land \forall \delta(a, y, z, c)) \land \kappa(x, y, z) \]

This is similar to example 2 but is a theorem. With generalized substitutions it would be proved but the implemented prover would fail it for the same reasons as before.

**Example 2.** \( (P(t(x)) \land \forall \beta(t(y))) \Rightarrow \beta(y) \land \forall \alpha(x) \)

This theorem is proved using the generalized substitution \((\forall t(y)/y, \beta(t(y)/x)) \land \forall t(y)/x)) \). The implemented prover returns simply \((\forall t(y)/y, \beta(t(y)/x)) \) which is not normal.

**Example 3.** \( \forall (a, t(x)) \Rightarrow (P(t(x)) \Rightarrow P(t(a)) \land t(y)) \land \forall (x, y)) \)

The first step in proving this is to prove \( \forall (a, t(x)) \land P(t(x)) \Rightarrow P(t(a)) \land P(y) \).

This requires the combination of the substitutions \( \{ a/x \} \) and \( t(x)/y \). With generalized substitutions we then need to prove
\((\forall a, t(t)) \Rightarrow \forall (x, y)) \ (\{a/x, f(x)/y\} \ & \ \{t(x)/y\}\)

which becomes

\((\forall (a, t(x)) \Rightarrow \forall (a, t(x)) \ & \ \forall (x, t(x)))))\).

This is clearly not true.

The implemented prover combines the two substitutions into \(\{a/x, \ t(x)/y\}\) (which is not normal). It then succeeds in proving

\((\forall (a, t(t)) \Rightarrow \forall (a, t(t))\)

with the substitution \((t/x)\). However when it tries to combine this substitution with the previous one, the prover recognizes its mistake and tails the subgoal.
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