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Abstract

Direct volume rendering can be accomplished through correct transfer functions that convert data values to visual properties such as transparency and color. Multi-dimensional transfer functions that have additional axes of gradient magnitude and the second derivative as well as intensity, are useful for the visualization of the features that intensity ranges are overlapped, but gradient magnitudes are distinguishable. However, multi-dimensional transfer functions are hard to control by hand, since correct combination of data values of each axis should be searched to find a correct voxel role in terms of boundary by try and error in multi-dimensional space. In other words, some voxels exactly on a boundary should be totally opaque and others supporting the boundary should have proper transparencies based on the distance from the boundary. In this paper, we present how to decide the voxel role that is fixed once a volume dataset is generated and suggest a multi-dimensional transfer function that minimizes user interactions through the predefined voxel roles.
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1 Introduction

One of the main advantages of direct volume rendering is to visualize volume data without generating geometric structures. The direct volume rendering simply converts each volume element (or voxel) to visual properties such as opacity and color and composes the properties into an image. The converting work is usually done by transfer functions. Good transfer functions produce good images that visualize interesting structures in volume data while removing uninteresting area. However, it is known that finding good transfer function is one of the hardest problems in the direct volume rendering area.

The multi-dimensional transfer functions of direct volume rendering are precisely the mathematical functions of several parameters such as intensity, gradient magnitude and the second derivative. Since transfer functions that have more than one domain are hard to control by hand, many people still use intensity-based one-dimensional (1D) transfer functions. The survey of [Kindlmann 2002] reviews many types of transfer functions and describes the reasons why transfer function generation is not a trivial work. It also explains that transfer functions can be generalized by increasing the function’s domain. [Kniss et al. 2001] shows the advantage of multi-dimensional transfer functions against 1D transfer functions. Even though multi-dimensional transfer functions are hard to control, the functions are still useful for separately visualizing several features that intensity ranges are overlapped, but other data such as gradient magnitude are distinguishable.

When multi-dimensional transfer functions are designed, intensity has been worked as the first axis perfectly. The second axis of transfer functions has been gradient magnitude in many researches such as [Levoy 1988], [Kindlmann and Durkin 1998], [Kniss et al. 2001], [Kniss et al. 2002], and [Kniss et al. 2003] without any doubt for more than a decade, since it has been believed that some region of volume data with high gradient magnitude is likely to have a boundary (or a feature) that should be visualized. As the third axis, the directional second derivative along gradient direction is used in [Kniss et al. 2001], [Kniss et al. 2002], and [Kniss et al. 2003].

When we consider only two-dimensional (2D) transfer functions with intensity and gradient magnitude, the two parameters do not represent boundary information directly. If we add one more axis of the directional second derivative to the 2D transfer function, then it is more promising to visualize boundaries, but a boundary and surrounded voxel information of the boundary still hide behind the three axes. [Kindlmann and Durkin 1998] suggests a semi-automatic method to find boundaries in the 2D space of intensity and gradient magnitude through histogram volume inspection. [Kniss et al. 2001] developed a convenient interface with manipulation widgets to search boundaries in 3D space of intensity, gradient magnitude and the directional second derivative. However, the methods suggest a way to search boundaries using gradient magnitude and the second derivative that have no direct boundary information.

Once a scalar volume dataset such as a medical volume dataset is generated, the role of each voxel of the volume dataset is fixed in terms of boundary. In other words, some of the voxels are exactly on a boundary, some are a part of the boundary with some thickness and others are not related to any boundary. If we know the role of each voxel, then transfer function generation will be more intuitive and easier. In this paper, we present a method to decide voxel roles in terms of boundary and suggest another data values for the second axis and the third axis for multi-dimensional transfer functions.

The remainder of the paper is organized as follows. In the next section, we review related work. In section 3, we present a method to decide a voxel role in volume data in terms of boundary. Based on the voxel role, we suggest new opacity functions in section 4. In section 5, The suggested opacity functions are implemented using modern graphics hardware and the rendering results are explained. Finally, we make conclusions and suggest a couple of future work in section 6.
2 Related Work

[Levoy 1988] suggested two-dimensional transfer functions of intensity and gradient magnitude and suggested a way to visualize multiple semi-transparent surfaces. After the research, multi-dimensional transfer functions have been the function of intensity and gradient magnitude. [Kindlmann and Durkin 1998] suggested semi-automatic generation of transfer functions. They still used two-dimensional transfer functions of intensity values and gradient magnitudes. The semi-automatic generation algorithm uses second derivatives to automatically compute boundary thickness at some intensity value and uses a linear function to assign alpha values to the thickness. [Kniss et al. 2001] suggested three-dimensional transfer functions and interactive interface widgets. The survey of [Kindlmann 2002] explains many kinds of transfer functions, but all multi-dimensional transfer functions are the functions of intensity, gradient, and the second derivative.

Distance map have been used for volume rendering in [Gibson 1998a] and [Gibson 1998b]. For the purpose of binary segmented volume data visualization, the distance map method was developed. This research gave us a hint on the multi-dimensional transfer function design, since the distance map has an interesting character like that: the zero-value iso-surface of the distance map yields the object surface.

3 Boundary Detection and Voxel Roles

Gradient magnitude has been used for the second axis of transfer functions without any doubt, since it contains the rate of change of values and allows the distinction between homogeneous regions and transition regions [Kindlmann 2002]. Even though most boundaries are in the transition regions that have high gradient magnitude, gradient magnitude itself does not represent boundaries clearly. In other words, some region that have relatively low gradient magnitude can be a boundary, while high gradient region cannot be a boundary. The second derivative as one of the axes of transfer functions is promising to find boundaries, since the zero-crossing locations of it can be boundaries. However, it still has false boundaries at the local minima of the gradient magnitude. We believe that the reasons make transfer function generation hard. In this section, we exploit boundary detection techniques and suggest another data values for the second axis of transfer functions.

3.1 Boundary Detection

Many boundary detection (or edge detection) algorithms have been developed in the image processing and pattern recognition areas. One of the traditional edge detection techniques is Canny’s method [Canny 1983]. The most common edge detection schemes include three operations: differentiation, smoothing and edge labeling [Ziou and Tabbone 1998].

First, differentiation is the computation of the derivatives to identify edges. We compute gradient vectors represented by \( \nabla f \) using the central difference operator and the magnitude of the gradient vector is \( \| \nabla f \| \). The normalized gradient vector is computed as following:

\[
\vec{n} = \frac{\nabla f}{\| \nabla f \|}
\]  

The frequently used second-order derivative operators are the Laplacian operator and the directional second-order derivative. In this paper, we compute and use the directional second-order derivative along gradient direction. The operator is defined by:

\[
\frac{\partial^2 f}{\partial n^2} = \vec{n} \cdot \nabla \| \nabla f \| \tag{2}
\]

Second, for the smoothing purpose, a bilateral filter that smoothes data values while preserving edges [Tomasi and Manduchi 1998], is applied to gradient magnitude and the directional second derivative. A bilateral filter consists of a domain filter, \( W_d(\vec{x}) \), and a range filter, \( W_r(\vec{x}) \), at a voxel, \( \vec{x} = (i, j, k)^T \):

\[
W_d(\vec{x}) = \exp \left[ -\frac{(\vec{x} - \vec{y})^T (\vec{x} - \vec{y})}{\sigma^2} \right], \quad \vec{y} \in N_r
\]

and

\[
W_r(\vec{x}) = \exp \left[ -\frac{(f(\vec{x}) - f(\vec{y}))^2}{\sigma^2} \right], \quad \vec{y} \in N_r,
\]

where \( N_r \) is the set of neighbors of \( \vec{x} \). The domain filter, \( W_d(\vec{x}) \), computes the weights of each voxel based on spatial distance at \( \vec{x} \) and the range filter, \( W_r(\vec{x}) \), measures the “photometric” similarity between a function value at \( \vec{x} \) and the neighborhood function values of center \( \vec{x} \). The bilateral filter that combines the domain and range filters and generates a new function value, \( \tilde{f}(\vec{x}) \), is described as follows:

\[
\tilde{f}(\vec{x}) = \frac{\sum_{\vec{y} \in N_r} W_d(\vec{x}) W_r(\vec{x}) f(\vec{y})}{\sum_{\vec{y} \in N_r} W_d(\vec{x}) W_r(\vec{x})}
\]

Finally, edge labeling is to identify authentic edges while suppressing false edges produced by the reasons of noise and non-maximum high gradient magnitude values. Since we assume that volume data have reasonably high signal-to-noise ratio and some noise that can be accumulated in the first and second derivative computations is reduced by a bilateral filter, we consider only removing the “phantom edges” (defined in [Clark 1989]) or non-maximum gradient magnitude among the zero-crossing locations of the directional second derivative. To detect the zero-crossing locations of the directional second derivative in 3D space, we compute the derivative values with Equation (2) at every voxel and we compose a cube that has the eight directional second derivative values at each vertex. If the eight values of each vertex does not have the same signs, then the cube contains the zero-crossing locations.

The survey, [Ziou and Tabbone 1998], shows several ways to remove the phantom edges, but the edges can be distinguished easily by climbing the gradient magnitude values along gradient direction, when we decide voxel roles. In the next sub-section, we present how to decide the roles of each voxel in terms of boundary and how to remove the phantom edges.

3.2 Distance as a Voxel Role

Since the direct volume rendering visualizes volume data without generating any geometric structure, we do not need to search the complete surfaces of the zero-crossing locations of the directional second derivatives. Instead of searching the surfaces, it is enough to find proper transparencies for all voxels. If we know the roles of each voxel in terms of boundary, then we can assign correct transparencies to the voxels easily based on the voxel roles. In other words, if a voxel is exactly on a boundary, then the voxel should
be totally opaque, while a voxel that is a part of the boundary with some thickness should have proper transparency.

In this paper, we define voxel roles with distance to an authentic edge. The distance is Euclidean distance along gradient direction in 3D space. To compute a distance from a voxel to an authentic edge, two rays are shot to the both directions of the positive and negative gradient at every voxel location. The two values of gradient magnitude and the directional second derivative are interpolated with the tri-linear interpolation method at every sampling locations along both positive and negative gradient directions. If the gradient magnitude values decrease at the sampling locations of one of the gradient directions, then the ray that has decreasing gradient magnitude values is stopped to go further and only the other direction ray keeps going until it hit a zero-crossing locations of the directional second derivative. Since gradient direction is perpendicular to the edge orientation [Ziou and Tabbone 1998], if we follow the gradient directions of a voxel that is close to a boundary, we easily find a zero-crossing locations or a boundary in 3D space.

Figure 1: The Voxel Role or Distance Computation by Sampling from a Voxel to an Authentic Edge along the Gradient Direction of the Voxel

Figure 1 shows a 2D example on computing a distance from a voxel to an authentic edge along the negative gradient direction. Ideally, the two values of gradient magnitude and the directional second derivative are changed like Figure 2 along both positive and negative gradient directions.

The sampling locations are represented by $\hat{x}_i(t) = \hat{x} + t \frac{\nabla f(\hat{x})}{\|\nabla f(\hat{x})\|}$.

where $-d_{max} < t < d_{max}$. If the signs of the two directional second derivative values are changed at the two consecutive sampling locations of $t_1$ and $t_2$ as following, $f''(\hat{x}_i(t_1)) \times f''(\hat{x}_i(t_2)) < 0$, then we compute the exact zero-crossing location with the bisection method, [Buchanan and Turner 1992]. Experimentally, we decide the sampling interval and $d_{max}$ such as $L_{min}/5$ and $L_{min} \times 15$ respectively, where $L_{min} = \min(\text{Width of a Voxel, Height of a Voxel, Depth of a Voxel})$.

Figure 3: Volume Data Slice(left), the Directional Second Derivative(middle) and Distance(right): The red and blue colors of the middle images represent the negative and positive values of the directional second derivative respectively.

Figure 4: Turbin Blade Distance Image: The right-hand side image is the enlarged picture of the left image of the yellow box.

Figure 3 shows the results of the distance and the directional second derivative computation as well as each dataset slice. The positive and negative second derivative values are colored with blue and red respectively. Therefore, the zero-crossing locations of the second derivative are between the two colors. To denote the distance values through images, we linearly flip the distance values. For example, if the distance values at $d(\hat{x})$ ranges from 0 to $d_{max}$, then we simply compute the following formula for each pixel value of Figure 3 (right) and Figure 4.

$$f(x) = \begin{cases} 0 & \text{if } d(x) < 0 \\ 1 & \text{if } d(x) > 0 \\ \text{linear interpolation} & \text{if } 0 < d(x) < d_{max} \\ \text{linear interpolation} & \text{if } -d_{max} < d(x) < 0 \end{cases}$$
\[ D(x) = \frac{d_{\text{max}} - d(x)}{d_{\text{max}}} \times 255 \quad (6) \]

4 Multi-Dimensional Transfer Functions

In this section, we suggest the opacity functions of the distance from a voxel to an authentic edge and the 2D opacity functions of intensity and gradient magnitude at hit locations. The two kinds of opacity functions are multiplied to generate the final opacities of each voxel.

4.1 Opacity Functions of Intensity

Once we decide each voxel role in terms of boundary, the transparency of each voxel can be generated easily based on the role or the distance that is computed in the previous section. We suggest three different opacity functions, linear, concave nonlinear, and convex nonlinear functions as Figure 5. The linear opacity function is to map the flipped distance and the concave and convex nonlinear opacity functions are multiplied to generate the final opacities of each voxel.

\[ \alpha_d(d) = \text{Max}(\frac{a \times d}{d_c} + a, \ 0), \quad (7) \]

\[ \alpha_d(d) = \begin{cases} \frac{a}{d_c} (d - d_c)^n & \text{if } d < d_c \\ 0 & \text{otherwise} \end{cases}, \quad (8) \]

and

\[ \alpha_d(d) = \text{Max}(\frac{a \times d^n}{d_c^n} + a, \ 0), \quad (9) \]

where \( 0 \leq d_c \leq d_{\text{max}}, \ 0 \leq a \leq 1, \ \text{and} \ n > 1 \). Equation 7, 8 and 9 are linear (Figure 5 (a)), concave nonlinear (Figure 5 (b)), and convex nonlinear (Figure 5 (c)) opacity functions respectively. The location of the three opacity functions are controled with \( d_c \) and \( a \) and \( n \) dominates the shape of the nonlinear functions.

![Figure 5: Alpha Maps](image.png)

Since the opacity function, \( \alpha_d(d) \), is computed based on only distance, we define another opacity function of intensity like \( \alpha_h(v) \) that is controled by a user. The final opacity value is computed by the multiplication of the two opacity functions as following, \( \alpha_h(v) \times \alpha_d(d) \). The opacity function has both of user control and automatic opacity generation. While a user turn on some range of the intensity values with \( \alpha_h(v) \) by assigning a totally opaque value such as 1, \( \alpha_d(d) \) automatically generate the opacities of each voxel with the alpha map of Figure 5. \( \alpha_h(v) \) also provides the ramps of traditional 1D transfer functions.

4.2 Gradient Magnitude for the Second Axis

Most multi-dimensional transfer functions have gradient magnitude for the second axis, while intensity works as the first axis. The 2D transfer functions of intensity and gradient magnitude are more powerful than 1D transfer functions to visualize separately several features that have the overlapped intensity ranges, but the distinguishable gradient magnitude ranges. However, as the dimension of transfer functions is extended to 2D space, it is much harder to control by hand. One of the main reasons is that, to visualize an interesting feature or a boundary, while we decide the intensity range of the feature, we also need to search the gradient magnitude range of the feature. In other words, we need to search the combined ranges of intensity and gradient magnitude.

Since direct volume rendering assumes that most boundaries of volume data have some thickness, all voxels that are in a thick boundary (or boundary voxels) should be visualized with proper transparencies, while iso-surfacing extracts very thin surfaces at the exact locations of a boundary. Therefore, the gradient magnitude range of a feature can vary from a relatively small value to a big value in a thick boundary. Even though all voxel’s opacities of a volume dataset are decided by some pre-processing, it is not a trivial work to collect boundary voxels through searching a gradient magnitude range.

To reduce the gradient magnitude range searching work, we replace each voxel’s gradient magnitude value with the interpolated gradient magnitude value at the hit location. When we compute the distance as in Figure 1, the gradient magnitude value at the hit location is interpolated by the tri-linear interpolation method. If we use the interpolated gradient magnitude at hit location as the second axis, then it will make the searching work easier, since we only have to consider the gradient magnitude range at a boundary.

The 2D opacity function of intensity and gradient magnitude is represented as \( \alpha_d(v, g) \), where \( g \) represents gradient magnitude of each voxel at the hit location. Each voxel’s opacity is finally decided by \( \alpha_h(v) \times \alpha_d(v, g) \). The 2D opacity function, \( \alpha_d(v, g) \), is controled by a user like [Kniss et al. 2001]’s function, but the opacity values of each voxel can be 1 always, since the opacity function of distance, \( \alpha_d(d) \), generates alpha values. A user only have to select some regions to be visualized in the 2D space of intensity and gradient magnitude.

The 3rd column of Figure 6 shows the graphs of intensity and gradient magnitude at the hit location that is described in Figure 1. The each slice of Figure 3 is used for the graphs. We can easily recognize that each blob of the 3rd column graphs of Figure 6 represents a boundary and the blobs are usually located in the local maxima of gradient magnitude (the 1st column graphs of Figure 6) or in the zero-crossing locations of the second derivative (the 2nd column graphs of Figure 6).

5 Implementation and Results

We have implemented a 3D texture-based volume renderer using nVidia graphics cards such as GeForce3, 4, and FX. Since the cards provide at least four 3D multi-textures and dependent texture reads with register combiners, the multi-dimensional transfer functions can be implemented on a PC equipped with those graphics cards. As far as we use a single PC, the maximum resolution of the loadable volume data is governed by the texture memory size of those graphics cards. To visualize a large size volume dataset, we also have implemented a 3D texture-based parallel volume rendering.
tool, but we skip the detail description, since the topic is beyond
this paper.

Figure 7 shows the rendering pipeline in a nVidia GeForce card. In
the rendering pipeline, dependent texture is used for implementing
the opacity function, \(\alpha_u(v, g)\) that is controlled by a user and assign-
ing colors to each voxel with the color function of \(v\) and \(g\). For the
shading purpose, diffuse is computed by the dot product of a light
vector, \(L\), and a normal vector, \(N\). The normal vectors of voxels
are stored in a 3D texture memory with the RGB format. The dot
product of the half vector, \(H = (L + V)/2\), and a normal vector,
\(N\), computes the specular contribution. To avoid too wide specular
area, we compute the 8th power of the dot product, \((H \cdot N)^8\), with
the register combiners.

The volume rendering pipeline requires the six components, RGB
normal, intensity \((v)\), gradient magnitude \((g)\), and distance \((d)\), for
each voxel. If we want to visualize a 256\(^3\) volume dataset, (=16
Mbytes), then we need at least 256\(^3\) \times 6. (=96 Mbytes) texture
memory. To reduce the texture memory requirement, our implemen-
tation relies on hardware-assisted texture compression that is
one of the ARB OpenGL extensions. Especially, we use the s3tc
texture compression format [NVIDIA 2004] that is provided by
the nVidia graphics cards. Since the format treats a 4 \times 4 block as
a single pixel, the compression ratio is 1/16. In our implementa-
tion, the s3tc compression format is used for only normal vectors,
and the rendering results are reasonably acceptable without hurting
rendering performance a lot, even though it is a lossy compression
method. If we use the texture compression format, then the loadable
maximum resolution of a graphics card that has 128 Mbyte texture
memory is 256 \times 256 \times 512.

We generated several images to test the distance-based multidimen-
sional transfer functions with several alpha maps. First, all voxels
are turned on by assigning 1 to all voxels that are in the white re-
gion of Figure 8 (c) and we adjust the alpha map parameters of \(a\)
and \(n\) and fixed \(d_c\) like Figure 9. When we want to visualize thick
and opaque boundaries of a volume dataset, then the convex alpha
map of Figure 9 (c) will be useful, while the concave alpha maps
of Figure 9 (c) - (e) are useful to make boundaries thinner. Figure
9 shows that simply assigning small alpha values to each voxel (a)
is different from making boundary thinner (e).

Since the gradient magnitude value of a voxel is replaced with the
value at the hit location of the zero-crossing second derivative, it is
easy to decide a gradient magnitude range. Figure 10 shows the
advantage of the \(f\ vs. f'\ graph at the hit locations, (b), against the
general \(f\ vs. f'\ graph, (a). You can see a feature that has a wide
gradient magnitude range from the top to the bottom of Figure 10
(a) and the range is mixed with other features. However, the feature
is easily distinguishable in Figure 10 (b). Therefore, the proposed
multi-dimensional transfer function can reduce user interaction.

One of the main reasons that make transfer function geneneration
hard is a huge number of degrees of freedom. Even though we
consider only 1D transfer functions, each control point has the two
degrees of freedom in intensity and transparency axes. However, in
the proposed multi-dimensional transfer functions, the number of
degrees of freedom is reduced very much, since the alpha values of
each voxel are decided by the alpha function, \(\alpha_a(d)\), automatically.
Plus, since the shape and location of \(\alpha_a(d)\) can be controled by the
three parameters, \(a\), \(d_c\), and \(n\), a user can adjust the transparency
effect.
6 Conclusions and Future Work

In this paper, we presented the multi-dimensional transfer functions of intensity, gradient magnitude at hit location, and distance to the zero-crossing locations of the second derivative. Multi-dimensional transfer functions are better than 1D transfer functions to visualize separately some features that have overlapped intensity ranges, but distinguishable gradient magnitude ranges. However, the traditional multi-dimensional transfer functions are hard to control by hand, since the functions have an enormous number of degrees of freedom. The proposed multi-dimensional transfer functions can reduce the number of degrees of freedom radically, since the alpha values of all voxels are decided automatically with the three parameters, \( a, d_c, \) and \( n \) based on distance to the zero-crossing location of the second derivative. Plus, the gradient magnitude range searching time can be saved, since each voxel’s gradient magnitude values is replaced with the gradient magnitude value of the hit location.

Since we use 2D dependent texture for the alpha function, \( \alpha_u(v, g) \), and distance is converted to transparency by a look up table that is computed with \( \alpha_d(d) \), the two alpha functions are separated in the rendering pipeline. Therefore, we only can use the same function, \( \alpha_u(d) \), for all \( v \) and \( g \). We need to modify the rendering pipeline to implement 3D dependent texture or a similar thing. Another improvement of this paper is to show how much bilateral filters can improve Canny’s edge detector. Originally, Canny’s edge detector is combined with Gaussian filters.
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Figure 9: Turbine Blade Rendering with several Alpha Maps

(a) Linear Alpha Map with $a = 0.1$ and $d_c = d_{\text{max}}$

(b) Convex Alpha Map with $a = 1.0$, $d_c = d_{\text{max}}$, and $n = 3.0$

(c) Concave Alpha Map with $a = 1.0$, $d_c = d_{\text{max}}$, and $n = 3.0$

(d) Concave Alpha Map with $a = 1.0$, $d_c = d_{\text{max}}$, and $n = 5.0$

(e) Concave Alpha Map with $a = 1.0$, $d_c = d_{\text{max}}$, and $n = 7.0$

Figure 10: The Tooth Dataset Graphs

(a) General $f$ vs. $f'$

(b) $f$ vs. $f'$ at Hit Locations

Figure 11: Rendered Images of the Tooth Dataset: Each image of A - H is generated by using the alph maps, A - H, of Figure 12 and the convex alpha map of Figure 9 (b) is used for $\alpha_d(d)$
Figure 12: Alpha Maps, $\alpha_u(v,g)$, for the Tooth Images of Figure 11.

(a) User Defined Opacity Function in 2D Space of Intensity and Gradient Magnitude: Gradient magnitude is replaced with the value at the hit locations of the zero-crossing second derivative

(b) Rendered Image: The two alpha functions are used to generate this image, $\alpha_u(v,g)$ of (a) and $\alpha_d(d)$ of Figure 9 (b). Two different regions are rendered at the same time.

Figure 13: Tooth Image

(c) User Defined Opacity Function in 2D Space of Intensity and Gradient Magnitude: Gradient magnitude is replaced with the value at the hit locations of the zero-crossing second derivative

(d) Rendered Image: The two alpha functions are used to generate this image, $\alpha_u(v,g)$ of (a) and $\alpha_d(d)$ of 9 (b).

Figure 14: Visible Human Male CT