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Abstract

Determining the physical location of wireless nodes is important to a wide variety of applications. In this paper, we propose a series of probabilistic region-based localization algorithms, including using static grids, segments of grids, and dynamic meshes. These algorithms provide a wide range of trade-off between accuracy and cost, making them suitable for different types of networks, such as sensor networks and mesh networks. Furthermore, we propose several techniques to extract and leverage additional information on location constraints, which is shown to significantly improve the localization accuracy and can be applied to other localization schemes. Finally we develop techniques to enhance robustness of localization, and show that the enhanced scheme can achieve high accuracy even in the presence of significant measurement errors.

1 Introduction

Determining the physical location of wireless nodes is important to a wide variety of applications, ranging from geographic routing [13, 22] to context-aware applications [15, 16], from habitat monitoring [5] to environment surveillance [3, 28].

A global positioning system (GPS) [1] can be used to obtain location information. But it does not work indoors, and it is also costly to equip every wireless node with GPS. The limitation of GPS has motivated researchers to develop algorithms to infer location using cheap hardware by leveraging network connectivity, signal strength, and angle-of-arrival information [29, 4, 19, 17, 11, 27, 26, 12]. Despite extensive research in the area of localization, the following three topics in localization research require further study, which is the subject of this paper.

First, developing accurate localization algorithms based upon only connectivity information is an active research topic. A major factor that determines the effectiveness of the algorithms is how the estimated locations are represented. In many previous studies, the location of a node is estimated as a single point. As shown in [8], there are often many coordinate assignments that satisfy the location constraints derived from an underlying network. Therefore assigning the location of a wireless node to a single point may result in significant error. For example, as described in [10], when a node is constrained to be located at four corners of a region, a single point estimation may place the node at the center, which is misleading. In addition, a single point representation is vulnerable to measurement errors – a small perturbation in measurement data may result in a large difference in the estimated location [18]. A promising approach, taken by [9, 10], is to represent the estimated location as a region that consists of all points satisfying the location constraints. Such a region-based representation has the potential to yield higher accuracy.

Motivated by [9, 10], we also use a region to represent a node's estimated location. To achieve even higher accuracy, we propose a probabilistic localization approach. In this approach, each node derives a probability distribution over a set of cells that it can possibly reside in. Every cell is associated with a probability about the likelihood that it contains the true position of the node. Furthermore, we propose two techniques to reduce computation cost. The first technique combines cells into segments, which significantly reduces computation cost with a moderate in-
crease in localization error. The second technique is called probabilistic dynamic mesh-based localization (PDM). It uses a mesh generator to partition a region into a mesh, and represents the estimated location of a wireless node as a set of mesh cells. It iteratively refines the estimated location using location constraints extracted from the underlying network. It achieves high accuracy by deriving the probability distribution of a node’s position over the region. It achieves reasonable cost by adaptively changing the mesh cell size using DistMesh [6], which is an efficient way to generate an unstructured triangular and tetrahedral mesh to cover a region.

Second, localization accuracy relies heavily on the amount of available information about location constraints. For example, as shown in [7], there is a fundamental limit in localization accuracy using commodity 802.11 hardware. To further improve accuracy, additional information on location constraints is necessary. In this paper, we propose the following ways to obtain and leverage additional information: (i) using network connectivity under different transmission power levels, (ii) using knowledge of whether two nodes can sense each other’s carrier, which can be measured empirically as shown in [2], (iii) using layout maps, and (iv) using more powerful anchor nodes (e.g., the anchor nodes can not only extract distance constraints for its neighbors, but also obtain the approximate angles). We also evaluate the benefit of each type of such additional information.

Third, the robustness issue in localization has received little attention, even though robustness is essential to the success of any localization scheme since we cannot expect that measurements are always accurate. Erroneous measurement reports may arise from measurement errors, loss of measurement data, and hardware/software problems. Our probabilistic region-based localization provides a natural mechanism to handle measurement errors – the probability computation can take into account of the extent to which the location constraints are satisfied. In this way, a mesh cell that is inconsistent with most location constraints is assigned a low probability and pruned out, whereas a mesh cell satisfying most location constraints (but not necessarily all the constraints) will be retained.

In summary, while localization has been an extensively studied subject, our approach has the following three novel contributions. First, we develop probabilistic region-based localization algorithms, including using static grids, dynamic meshes, and segments of grids. These algorithms provide a wide range of trade-off between accuracy and cost. For example, the segments-based approach yields low cost and high accuracy, and is well suited for networks formed by less powerful nodes, such as sensor networks. Second, we propose several techniques to extract and leverage additional information on location constraints. The additional information can be applied to both our and others’ localization schemes. Our results show that the additional information can significantly improve localization accuracy. Third, we develop techniques to enhance robustness of localization, and show that the enhanced algorithm can tolerate significant errors from measurement data.

The rest of the paper is organized as follow. In Section 2, we overview the related work. In Section 3 we propose the probabilistic region-based localization algorithms. In Section 4, we present techniques to obtain and leverage additional information. In Section 5, we develop schemes to enhance the robustness in localization. We describe our evaluation methodology in Section 6 and results in Section 7. Finally we conclude in Section 8.

2 Related Work

Localization has been extensively studied due to its great importance. We broadly classify previous work into the following three areas: (i) localization schemes in single-hop wireless networks (e.g., WLAN), (ii) localization schemes in multi-hop wireless networks, and (iii) analysis of the fundamental limitations of localization schemes.

Localization in a single hop wireless network: In the area of localization for single-hop wireless networks, a number of interesting approaches have been proposed. For example, Active badge [29] locates users by having them wear infrared badges that transmit unique identifiers. RADAR [4] relies on signal strength measurement gathered at multiple receiver locations to triangulate users’ locations. Cricket [21] uses the differ-
ence between the arrival time of radio and ultrasound signals to estimate distance. VORBA [19] determines location based on angle of arrival measurements from 802.11 base stations. In [17], Maligian et al. develop a Bayesian hierarchical model that simultaneously locates a set of wireless clients (as opposed to localizing one user at a time). Refer to [11] for a nice survey on the location systems for single hop wireless networks.

Localization in a multihop wireless network: Localization in multihop environments is even more challenging, since nodes are often multiple hops away from anchor nodes, thereby increasing the uncertainty in location.

A number of interesting localization algorithms have been proposed for such networks. For example, the authors in [24] develop a distributed localization approach that iterates through a two-phase process: ranging and estimation. During the ranging phase, each node estimates its distance to its neighbors, whereas during the estimation phase, nodes use the ranging information and their neighbors whose positions have been determined to estimate their own location. In [25], the authors enhance the previous approach by formulating the problem as a global non-linear optimization problem. This limits error accumulation in [24]. Shang et al. in [27] propose to use multi-dimensional scaling (MDS) to determine location in a centralized fashion. The localization accuracy is limited partly because it cannot handle violation of triangulation (especially for irregular-shaped networks). Later they develop a distributed version of MDS-based approach in [26]. It is shown to out-perform the original centralized version in irregular-shaped networks by ignoring the distance information among nodes that are far-apart. In [18], the authors present algorithms that use robust quadrilateral for localization. Their approach finds sets of four nodes that are fully connected, and localizes the fourth node based on the positions of the other three nodes. To prevent error accumulation, the four-node set needs to satisfy robust quadrilateral conditions. This improves accuracy at the cost of leaving some nodes unlocalized. In [12], the authors propose a sequential Monte Carlo localization method to enhance the accuracy of localization by exploiting mobility. In particular, the approach leverages mobility history to predict possible locations based on previous location samples and its movement, and uses the new connectivity information to eliminate inconsistent location samples.

Unlike most of the previous approaches, which represent inferred locations using points, Sextant [10] develops a novel approach that denotes inferred locations as regions represented by Bezier curves. Such a representation is shown to significantly improve accuracy. Motivated by their approach, in this paper we also use region-based representation. Different from their work, we use a dynamic mesh to represent a region, and derive the probability for a node to reside in each mesh cell. Such a representation enables us to achieve high accuracy and robustness without significant computation cost.

Analysis of limits on localization accuracy: In addition to developing novel localization algorithms, researchers have also analyzed the fundamental limits on localization algorithms. For example, the authors in [7] compare a series of localization algorithms, and find that using commodity 802.11 technology over a range of algorithms, approaches and environments, it is expected to have a median localization error of 10 feet and 97th percentile error of 30 feet. They conclude that these limitations are fundamental and unlikely to be significantly improved without fundamentally more detailed environmental models or additional localization infrastructure. It points out that leveraging additional information is necessary in order to improve the accuracy. The authors in [8] seek answers to the following problem: what are the conditions for unique network localizability. They show that a network has a unique localization if and only if its corresponding grounded graph is generally globally rigid. Applying graph-rigidity literature, they develop approaches to constructing uniquely localizable networks, and study the computation complexity of localization. The limitation of the suggested approach is that in practice a graph is given as is, and we do not have the flexibility to alter the graph to make it uniquely localizable. In other words, a graph needs to be localized even if there is no unique solution.
3 Probabilistic Dynamic Mesh-Based Localization

As mentioned in the previous section, a significant difference between various localization approaches is how the estimated location is represented. To achieve high accuracy and robustness, we adopt a region-based representation, where an estimated location is represented as a region that consists of all points satisfying the location constraints extracted from the underlying network. We further improve the existing work [9, 10] by deriving a probability distribution over the region to reflect the likelihood of the true position. Such probability distribution, combined with an explicitly represented region, provides much richer location information than a single position, and allows us to achieve higher accuracy in face of insufficient information and measurement errors.

Below we first present a probabilistic region-based localization approach. Then we describe two techniques to improve the efficiency of the approach. The first one combines multiple horizontal (or vertical) cells (in an estimated region) into a single segment, which reduces computation cost at the expense of slightly higher error. The second technique is based on a dynamic mesh, where mesh cells are dynamically adjusted according to the size and shape of the region. It can achieve efficiency and accuracy.

3.1 Probabilistic Region-Based Localization

The probabilistic region-based localization proceeds as follow. First, every node’s location is initialized to be the entire space. Then each node extracts location constraints by measuring the connectivity of the underlying network, and propagates these constraints to nodes within a certain hops away. (We use 3 hops in our evaluation.) If angle and received signal strength index (RSSI) measurements are available, they can be used to extract location constraints and processed in a similar way. Based on the constraints reported by other nodes and its own observation, a node estimate its new location by pruning out the sub-regions that are inconsistent with the constraints. For the sub-regions that are consistent with the constraints, a node further computes a probability distribution over them. The approach is run in a distributed way.

Extracting Location Constraints: A node’s location is estimated by extracting location constraints from the underlying network. Examples of location constraints include “the distance between node $i$ and node $j$ is at most $d'$” (also called distance constraints), and “the angle between line $ij$ and the direction of North is within $[\theta_1, \theta_2]$” (also called angle constraints). Such location constraints can be obtained by measuring network connectivity and angle-of-arrival. In this section, we only consider distance constraints. We will consider angle constraints in Section 4.

To handle irregular wireless propagation, each wireless node is associated with two separate radii: $R$ and $r$ ($R \geq r$), where $R$ denotes the maximum distance the node can reach, and $r$ denotes the minimum distance the node can reach [10]. $R \neq r$ arises when the signal propagation is not the same in all directions. When node $i$ can hear node $j$, we obtain a constraint: $d_{ij} \leq R_j$. This is a positive constraint. When node $i$ cannot hear node $j$, we obtain a constraint: $d_{ij} > r_j$. This is a negative constraint.

Next we introduce some more notation. Let $LC_{ij}$ denote a location constraint for node $j$ using node $i$ as a reference point. Let $POS()$ denote a positive constraint, and $NEG()$ denote a negative constraint. Let $S_i$ and $S_j$ be the estimated region of node $i$ and $j$, respectively.

If node $j$ can hear node $i$, we obtain a positive constraint: $d_{ij} \leq R$. Then the estimated region of node $j$ can be expressed as:

$$S_j = POS(S_i, R) = \{p_j \exists p_i \in S_i, d(p_i, p_j) \leq R\},$$

where $d(p_i, p_j)$ is the distance between two points $p_i$ and $p_j$. This region is a union of discs that are centered at each point inside $S_i$ with radius $R$. Similarly if node $j$ cannot hear node $i$, we derive a negative constraint, and the region of node $j$ is estimated to be

$$S_j = NEG(S_i, r) = \{p_j \exists p_i \in S_i, d(p_i, p_j) > r\}.$$

If there are multiple constraints derived (e.g., by using multiple reference points), the final output is the intersection of the regions from all these constraints. Note that while we use connectivity information to extract location constraints, our approach can easily incorporate other information, such as angle estimation and layout maps, which will be described in Section 4.
Computing probability: Next we describe how each node $i$ derives a probability distribution $P_i$ over its region $S_i$. To do so, we partition the whole space into (small) cells, where each cell is a square with a fixed size. A cell is the smallest unit for which we compute probability. Let $s$ be a cell. $P_i(s)$ is the probability that node $i$ is in $s$. Each location constraint gives a probability distribution over an estimated region. The final relative probability of each cell is the product of the probabilities derived from all constraints (including both positive and negative constraints). The absolute probability is further obtained by normalizing the relative probabilities.

Below we show how to derive a probability distribution from one location constraint. Since the probability computation using positive and negative connectivity information is similar, we illustrate the idea by considering only a positive connectivity constraint.

First we describe how to compute probability $P_i(s)$ using an anchor node, $a$, whose location is known, as a reference point. Using network connectivity, we obtain a distance constraint from $a$ to $i$ as $d_{ia} \leq k \times R$, where $k$ is the number of hops between $a$ and $i$. Therefore $S_i$ is the disc centered at $a$ with radius $k \times R$. Since only connectivity information is available, we assume node $i$’s location is uniformly distributed inside the circle. Therefore, for a cell $g$,

$$P_i(g) = \begin{cases} 0 & \text{if } g \text{ is outside the circle,} \\ 1/c_1 & \text{otherwise,} \end{cases}$$

where $c_1$ is the number of cells inside the circle. (Note that application of negative connectivity information will change the above probability distribution. For example, if a node that is 2 hop away from an anchor, the fact that it is not a’s immediate neighbor allows us to prune out the area which is a circle centered at $a$ with radius $R$.) To avoid leaving out the true position, a cell is considered “inside” the circle as long as it overlaps with the circle. Consequently, $S_i = \bigcup(g)$ is not exactly the region enclosed by the circle, but the union of all cells considered “inside” the circle. Therefore $1/c_1$ is an approximation since some cells are partially inside the circle. The accuracy of such approximation depends on the cell size. Smaller cells reduce the approximation error at the cost of increasing computation and storage costs.

Next we describe how to compute probability $P_i(s)$ using a non-anchor node (whose location is not known in advance) as a reference point. Consider a node $i$’s neighbor $j$. For a cell $u_j \subset S_j$, the relative magnitude of its probability is determined by the probability of subregion in $S_i$ that satisfies $d(u_i, u_j) \leq R$. This results in the following:

$$P_j(u_j) = \beta \cdot \frac{\sum_{u_i \in d(u_i, u_j) \leq R} P_i(u_i)}{\sum_{u_i \in S_i} P_i(u_i)} \quad (1)$$

$$= \beta \cdot \sum_{u_i \in d(u_i, u_j) \leq R} P_i(u_i) \quad (2)$$

where $\beta$ is a normalization factor so that $\sum_{u_j} P_j(u_j) = 1$.

Figure 1 shows how a node’s estimated location converges. After the first iteration, the region is approximately a circle since this node is a neighbor of an anchor. The probability distribution is uniform over all cells. After the second iteration, the estimated region is refined, with the updated probability distribution and smaller area, by leveraging the constraints from the anchors that are 2 hops away. After the third iteration, the region is reduced further (although the amount of reduction is less than in the second iteration because the constraints from the 3-hop neighbors have less impact on the region than constraints from the 2-hop neighbors). As it shows, the cell containing the true position (filled with red color) and its surrounding cells have significantly higher probabilities than the remaining region.

### 3.2 Enhancing Efficiency

So far we consider using static grids. In this case, the computation cost is determined by the number of cells. If a node’s location has high uncertainty due to lack of sufficient location constraints, its estimated region is large, resulting in a large number of cells and hence high computation and storage costs. In this section, we describe two techniques to improve the efficiency of the above localization approach. The first approach reduces the cost by combining horizontally (vertically) contiguous cells into a row (column) segment. The second approach dynamically adapts the cell size so that coarse-grained cells are used when the estimated region is large and fine-grained cells are used when the estimated region is small.
and $u_j$ denote a row segment of $j$. The general formula to derive probability is similar to (1). Since a row segment may be significantly larger than a cell, treating partial overlap as complete overlap may result in high error. Therefore we further calculate the fraction of a row segment that satisfies location constraints.

Figure 2 shows an example. $u_j$ is a row segment in $S_j$. $POS(u_j, R)$ is the region expanded from $u_j$ by $R$. $u_i$ is a row segment in $S_i$. $u_i$ is partially in $POS(u_j, R)$. When calculating $P_j(u_j)$, we need to calculate the portion of $u_i$ that is inside $POS(u_j, R)$.

Let $v_i = u_i \cap POS(u_j, R)$. Let $A(S)$ denote region $S$'s size. Assuming uniform distribution within a segment, we have,

$$P_j(u_j) = \gamma \cdot \sum_{u_i \subseteq S_j} \frac{A(v_i)}{A(u_i)} \cdot P_i(u_i), \quad (3)$$

where $\gamma$ is a normalization factor.

**Dynamic Mesh:** Combining consecutive cells in one dimension can significantly reduce computation and storage costs. On the other hand, its accuracy depends on how accurately a uniform distribution captures the actual probability distribution over the set of combined cells. When the actual distribution significantly deviates from a uniform distribution, localization accuracy will decrease. To achieve both high accuracy and low cost, we propose an alternative approach that dynamically adjusts the cell size as needed.

At a high level, we use coarse-grained cells when the estimated region is large, and use fine-grained cells when the estimated region is small. To achieve this goal, we leverage mesh generation work developed in the area of computer graphics. We use DistMesh [6, 20] because it can efficiently generate high-quality meshes. DistMesh uses a signed distance function $d(x, y)$ to specify a region. The absolute value of $d(x, y)$ is the minimum distance from $(x, y)$ to the boundary of the
region, where a negative distance means it is inside the region and a positive distance means it is outside the region. It generates meshes using Delaunay triangulation, and optimizes node locations using a force-based smoothing procedure as described in [6, 20]. It also provides a parameter to control the sizes of triangles.

We apply DistMesh to localize wireless nodes as follow. Each node represents its estimated region using a set of triangular cells. A triangular cell is the smallest unit for which we compute a probability. We control the mesh structure so that each triangle has similar sizes in both dimensions, and the sizes of triangles are adaptive according to the size of the region. It is straightforward to write distance functions for distance constraints and angle constraints. Each node calculates its region based on the measured distance constraints. Given a combined distance function from all location constraints, DistMesh can generate a set of triangular meshes to represent the region that satisfies the location constraints.

Figure 3 illustrates two examples of triangular mesh generated by Distmesh. Figure 3(a) shows the mesh cells for a circle. Figure 3(b) shows the mesh cell that represents a node’s estimated region, resulting from subtracting three circles from one circle. The red point is the true position of this node.

![Figure 3: Triangular mesh generated by Distmesh.](image)

After obtaining its estimated region, a node can derive the probability distribution over the triangles (inside the region) in a similar way as in static grids. Suppose we know the region and probability distribution over the triangles of a given node $i$. A neighbor $j$ of node $i$ has location constraint $d_{ji} \leq R$, and calculates its region $S_j$ as follows. Let $t_i$ denote a triangle in $S_i$, and $t_j$ denote a triangle in $S_j$. We derive the probability associated with $t_j$ by first computing the fraction of $t_i$ satisfying the location constraint, and then weighting the fraction by the probability for node $i$ to appear in $t_i$.

Figure 4 shows an example of deriving probability distribution. $t_j$ is a triangle in $S_j$, $POS(t_j, R)$ is the region expanded from $t_j$ by $R$. $t_i$ is a triangle in $S_i$, $t_i$ is partially in $POS(t_j, R)$. When calculating $P_j(t_j)$, we need to determine what fraction of $t_i$ is inside $POS(t_j, R)$.

![Figure 4: Example of mesh model.](image)

Let $t_i' = t_i \cap POS(t_j, R)$. Assuming uniform distribution within a triangle, we have

$$P_j(t_j) = \gamma \cdot \sum_{t_i \subset S_i} \frac{A(t_i')}{A(t_i)} \cdot P_i(t_i), \quad (4)$$

where $\gamma$ is a normalization factor.

4 Extract and Leverage Additional Information

The accuracy of a localization system highly depends on the amount of information available. We propose several ways to obtain additional information. These approaches can be used separately or jointly, and can be applied to different localization algorithms. Note that while this is not the first paper that uses additional information besides network connectivity to infer location, several of the approaches presented here are novel. In addition, we evaluate and compare the effects of the obtained information.

Using power control: Power control enables wireless nodes to obtain additional information in the following ways. Suppose each power level $p_k$ has corresponding maximum and minimum transmission range $R(p_k)$ and $r(p_k)$. By adjusting the transmission power, if a node $i$ finds out that it can communicate with another node $j$ at power level $p_k$, but cannot communicate at power level $p_{k-1}$, the distance between $i$ and $j$ should be between $R(p_k)$ and $r(p_{k-1})$. This additional information makes range estimation more accurate,
and can be easily incorporated into any localization algorithm. As we would expect, a larger number of power levels provides more information and improves localization accuracy. Power control is an interesting and practical way for obtaining additional information since power control is readily available in commercial wireless cards. In addition, it only requires nodes to obtain network connectivity information, and does not require signal strength measurements or additional hardware (e.g., ultrasound).

**Using carrier-sense range:** Many existing localization algorithms rely on network connectivity information for location estimation. This gives us information as to whether a node is within or outside the communication range of another node. However we do not have further information about the nodes that are outside the communication range (other than that they are outside the communication range).

We make an interesting observation: in addition to communication range, carrier-sense range can also be used as a reference for distance estimation. For example, if two nodes cannot sense each other’s carrier, they are outside each other’s carrier-sense range. This type of information is not available if we only use network connectivity, since the carrier-sense range is typically larger than the communication range. Let $R$ and $R_{carrier}$ denote communication range and carrier-sense range, respectively. If two nodes are outside communication range but can sense each other’s carrier, their distance should be within the range $[R, R_{carrier}]$; if two nodes cannot sense each other’s carrier, their distance is larger than $R_{carrier}$.

To determine whether two nodes can sense each other’s carrier, we can measure whether these nodes can simultaneously broadcast [2]. More specifically, we measure the broadcast rate from the two senders when they are active simultaneously, and denote it as $T_{together}$. We also measure the broadcast rate when the two senders are active separately, and denote it as $T_{separate}$. If $T_{together}$ is close to 1, it means that the two nodes do not sense each other’s carrier; otherwise they do.

As with power control, we extract more precise distance information using the carrier-sense range, and it can be applied to different localization schemes.

**Using physical layout:** In some applications, we may have a rough idea of physical layout of wireless nodes. For example, in residential mesh networks [23], we know that wireless nodes are deployed at different houses, and we also have a neighborhood layout map. The map provides additional information for us to narrow down the location. Since a node can only be located at one of the houses, its final estimated location should be the intersection of its estimated region (without considering the physical layout) and the regions occupied by the houses.

**Using more powerful anchor nodes:** As the previous work shows, angle information is valuable for location estimation. However, obtaining angle information often requires more expensive hardware (e.g., directional antennas or additional transmitters like ultrasound). In order to achieve both high accuracy and low cost, a promising approach is to use a combination of more powerful nodes and less powerful nodes. For example, only the anchor nodes are equipped with powerful devices for more detailed measurement, whereas the remaining nodes use cheap devices as usual. An interesting question is how much benefit such powerful anchor nodes offer. In this paper, we study the following type of powerful anchor nodes: anchor nodes that are equipped with directional antennas for measuring angle information towards its immediate neighbors. We evaluate localization accuracy as we vary the fraction of anchor nodes.

### 5 Enhancing Robustness

A node estimates its location by finding regions that satisfy a set of location constraints. Location constraints are usually obtained by measuring distances or angles between nodes. However, such measurements can be erroneous, and in some cases even lead to inconsistent location constraints. A set of location constraints are inconsistent if there is no point that can satisfy all these constraints.

We propose a technique on top of our probabilistic region-based approach to achieve robustness against inconsistent location constraints. We leverage the fact that majority of location measurements are consistent; and only a few constraints may contain significant errors and result in inconsistency. Therefore a mesh cell belongs to a node’s estimated region as long as it satisfies most of the constraints. We use 80% as a threshold.

Our robust localization proceeds in the follow-
ing three steps. First, as before, every node propagates location constraints to all nodes within 3 hops away (i.e. TTL=3). Second, each node $i$ calculates its own region based on the location constraints from other nodes. Location constraints from a node $j$ determine a region $S_{ij}$ for $i$. Unlike in Section 3, $i$ does not calculate its region as $S_i = \cap_j S_{ij}$. Instead, $S_i$ is calculated as the set of mesh cells $u_i$ such that $u_i$ satisfies 80% of the constraints. Finally, each node calculates the probability distribution over all mesh cells within its estimated region. This step is similar to what we describe in Section 3. As part of our future work, we plan to choose the threshold adaptively.

6 Simulation Setup

We evaluate localization schemes using a methodology similar to [27] and [26]. We uniformly place a set of nodes over a space. We compare different localization schemes by varying the number of nodes ($N$), the maximum transmission range ($R$), and the fraction of anchor nodes $A$.

We quantify the localization error using the same method as in [10]. For both Sextant and our approach, we use Monte Carlo sampling to sample 1000 points in a node’s estimated region, and pick the one that minimizes the average error to other sampled points inside the region. The localization error is then calculated as the distance from this point to the node’s true position.

However, there is a difference in choosing sample points between Sextant and our approach. Sextant uniformly samples points inside a region, whereas in our approach the number of sample points in a cell is proportional to its probability. As we will show, the probabilistic-based approach can significantly improve the localization accuracy.

Next we study how additional information affects localization accuracy. To examine the effect of angle information, we consider three levels of angle measurement errors: large errors within $[-20, 20]$ degrees, medium errors within $[-10, 10]$ degrees and small errors within $[-5, 5]$ degrees. These values are consistent with commercial direction antennas. To study the effect of power control, we vary the number of power levels $PL$ that a node can use for its transmission. Table 1 lists the transmission power at different levels, where $P$ is the maximum transmission power. Note that $PL = 5$ corresponds to or approximates several commercial wireless cards (e.g., Netgear WAG511 and Cisco Aironet 350 series). Finally, we examine the effect of carrier-sense range by varying $R_{carrier} = 1.5R, 2R, 2.5R, 3R$. Table 2 summarizes the notation we use.

<table>
<thead>
<tr>
<th>PL</th>
<th>Fraction of maximum transmission power $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>25%,100%</td>
</tr>
<tr>
<td>3</td>
<td>6.25%,25%,100%</td>
</tr>
<tr>
<td>5</td>
<td>6.25%,12.5%,25%,50%,100%</td>
</tr>
<tr>
<td>10</td>
<td>6.25%,10%,12.5%,20%,25%,30%,50%,65%,80%,100%</td>
</tr>
</tbody>
</table>

Table 1: Transmission power for different power levels

<table>
<thead>
<tr>
<th>$N$</th>
<th>the number of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>transmission range</td>
</tr>
<tr>
<td>$A$</td>
<td>the fraction of anchor nodes</td>
</tr>
<tr>
<td>$PL$</td>
<td>the number of power levels</td>
</tr>
<tr>
<td>$R_{carrier}$</td>
<td>carrier-sense range</td>
</tr>
</tbody>
</table>

Table 2: Notation used in performance evaluation.

7 Performance Results

In this section, we first compare different localization schemes. Then we examine the impact of additional information.

7.1 Comparison between different localization schemes

Effects of the number of nodes Figure 5 shows the cumulative distribution of position errors for $N = 50$, $R = 12.5$, $A = 10\%$ and $PL = 1$.

![Figure 5: Probability distribution improves localization accuracy (50 nodes)](image)

We make the following observations. First, PDM significantly out-performs Sextant. For ex-
ample, the percentage of nodes achieving $\leq 30\% \ast R = 3.75$ errors in dynamic mesh is 60\% compared to 36\% in Sextant. This is because in Sextant different points inside a region are treated equally, whereas PDM leverages the derived probability distribution over the region. Second, as we would expect, the static grid approach with 0.5x0.5 grids yields lower error than with 2x2 grids. The dynamic mesh can achieve performance close to the static grid approach with small cell size at the lower end of the errors. In comparison, combining cells into segments with width 0.5, denoted as “Segment (width=0.5)” in the figure, achieves low computation cost at the expense of slightly larger error. But it still out-performs Sextant by a significant amount.

<table>
<thead>
<tr>
<th>Sextant</th>
<th>Grid-2</th>
<th>Grid-0.5</th>
<th>PDM</th>
<th>Segment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.98</td>
<td>1.225</td>
<td>56.67</td>
<td>6.82</td>
<td>3.66</td>
</tr>
</tbody>
</table>

Table 3: Average running time in seconds using a 1200 MHz UltraSPARC-III+ processor with 16GB memory.

Table 3 summarizes average running time of different algorithms. As we can see, the running time of static grids decreases with increasing grid size. Both 2x2 grids and segments of width 0.5 give comparable running time to Sextant and better accuracy. PDM yields higher running time to achieve higher accuracy. Note that Sextant is implemented in JAVA and all of our approaches are implemented in MATLAB. We expect the running time of our approaches can be significantly improved by converting the MATLAB code into C, which we plan to do in future.

For the rest of evaluation, we choose PDM as a representative of our probabilistic approaches.

with 100 nodes. As we can see, PDM achieves higher accuracy than Sextant. For example, the percentage of nodes achieving $\leq 30\% \ast R = 3.75$ errors is 40\% in Sextant, and is 67\% in PDM. On average, Sextant takes 2.14 seconds per node to compute, and PDM takes 10.23 seconds per node to compute.

**Effects of transmission range** Transmission range $R$ determines network density. More neighbors mean more location constraints, which usually result in higher localization accuracy. We vary $R$ to obtain different network densities shown in Table 4. As described in [14], 6 is a “magic” average node degree for a wireless network to be connected. So we choose the shortest range to be 10, which gives an average node degree of 6.

<table>
<thead>
<tr>
<th>N</th>
<th>$R = 10$</th>
<th>$R = 12.5$</th>
<th>$R = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>6.0612</td>
<td>8.9592</td>
<td>11.28</td>
</tr>
<tr>
<td>100</td>
<td>6.0562</td>
<td>8.58</td>
<td>11.28</td>
</tr>
</tbody>
</table>

Table 4: Average node degrees under different transmission ranges.

![Cumulative Distribution of Nodes with Error <= x](image)

Figure 6: Probability distribution improves localization accuracy (100 nodes)

Figure 6 shows the performance for networks

![Cumulative Distribution of Nodes with Error <= x](image)

Figure 7: Effects of Transmission Range (100 nodes)

Figure 7 shows the results for different transmission ranges, while fixing $A = 10\%$ and $PL = 1$. The accuracy results of 50-node (not shown) is similar. Again, PDM consistently outperforms Sextant. As we would expect, the accuracy is higher when the transmission range is larger, which results in higher network density. Since the transmission range is determined by transmission power, there is a tradeoff between energy-efficiency and localization accuracy.

**Effects of the fraction of anchor nodes** Next, we study how the fraction of anchor nodes,
In our evaluation, \( R = 12.5 \), and \( PL = 1 \). Figure 8 shows the localization accuracy of 100-node networks as we vary the anchor fraction from 5\% to 20\%. (The results of 50-node networks are similar and omitted in the interest of brevity.) As before, PDM yields lower error than Sextant. In addition, we find that the anchor fraction significantly affects localization accuracy. The more anchor nodes, the higher localization accuracy. This is consistent with our expectation, because 1-hop neighbors of anchor nodes can be localized more accurately than nodes multiple hops away from anchor nodes due to smaller uncertainty. As shown in Figure 8, the increase in localization accuracy is significant as the anchor fraction increases from 5\% to 10\%. A further increase in the anchor fraction leads to a more moderate increase in the accuracy. Therefore, we use 10\% as the anchor fraction for the remaining evaluation.

![Figure 8: Effects of anchor nodes fraction (100 nodes)](image)

**Summary** In this section, we compare different localization algorithms. Our results show that probabilistic region-based localization schemes using static grids, dynamic meshes, and segments of grids achieve higher localization accuracy than Sextant. In addition, PDM provides a reasonable balance between accuracy and computation cost.

### 7.2 Using additional information

In this section, we study the effects of additional information.

**Effects of angle information** First, we examine how anchor nodes that can measure angle information help with localization. We use three levels of angle measurement errors: \([-20, 20]\) degrees, \([-10, 10]\) degrees and \([-5, 5]\) degrees. An estimated angle is then the true angle plus noise uniformly distributed within the error intervals. Figures 9 summarizes the results.

![Effects of angle information (100 nodes)](image)

We make the following observations. First, the localization error with angle information is significantly lower than without angle information. Second, even when the angle measurement contains errors of \([-20, 20]\) degrees, localization accuracy is still significantly better than without angle information. Compared with \([-5, 5]\) degrees of angle measurement error, its accuracy is lower at the low end of position errors, and comparable for the remaining position errors.

**Effects of power control** When only connectivity information is available, the distance measurement is binary—either \( d \leq R \) or \( d > R \). By adjusting the transmission power level, a node can extract more accurate distance constraints in the above form. As shown in Figure 10, the accuracy improves with an increasing number of power levels. For example, 20\% nodes achieve position error within 1.25 when 1 power level is used. In comparison, 32\%, 35\%, 50\%, and 65\% nodes achieve similar errors when the number of power levels is 2, 3, 5, and 10, respectively. This demonstrates that power control is effective in improving localization accuracy.

**Effects of carrier sense constraint** As power control, carrier-sense range can also help to extract more accurate distance constraints. As shown in Figure 11, compared with the base case without carrier sense information, constraints derived using carrier-sense ranges improve localization accuracy by a considerable amount. As the
carrier-sense range increases, the negative constraints (i.e., \( d > R_{\text{carrier}} \)) become tighter, and the positive constraints (i.e., \( d < R_{\text{carrier}} \)) become weaker. Interestingly, \( R_{\text{carrier}} = 2 \times R \) yields the highest accuracy among all the carrier-sense ranges considered. This suggests that the positive and negative constraints extracted using \( 2 \times R \) are especially effective under the scenarios we consider.

**Effects of map constraint** Finally we study the performance gain from a layout map. In our evaluation, we obtain a real neighborhood map, which contains the coordinates of houses. We select 56 houses from the map over a 1400m x 700m space. Since there is no house size information, we generate the regions occupied by the houses as follows. Each house is a square and has the same size. A house is centered at its coordinate, and its size, \( h_{\text{size}} \), is determined based on the minimum distance between any pair of houses, \( d_{\text{min}} \). In the localization process, each node derives its region and probability distribution based on the constraints imposed by the map (i.e., a node can only be inside a house), as well as the location constraints from other nodes. We use transmission range of 150 meters, which gives an average node degree of 6.39.

As shown in Figure 12, a layout map significantly improves localization accuracy. In addition, the smaller house size, the higher localization accuracy. This is what we would expect. Because a node can only reside in a house, the location constraints imposed by the map is tighter for smaller houses. Nevertheless, even when \( h_{\text{size}} = d_{\text{min}} \), localization accuracy is still significantly higher than without the layout map.

**Summary** In this section, we study the effect of additional information, including angle measurements at anchor nodes, power control, carrier-sense range constraints, and a layout map. Our results demonstrate that the additional information is effective in significantly improving localization accuracy.

### 7.3 Robustness

In this section, we evaluate the robustness of our extended localization algorithms. First we consider the case where the transmission range information is inaccurate. More specifically, each node’s true communication range \((R)\) is \( R = R_{\text{est}} + R_{\text{error}} \), where \( R_{\text{error}} \) is a positive or negative range estimation error, and \( R_{\text{est}} \) is the communication range that we have estimated. \( R_{\text{error}} \) arises from the difference in transceivers’ properties and environmental effects. While one may try to reduce \( R_{\text{error}} \) by individually calibrating each node (e.g., obtaining conservative minimum and maximum communication ranges), such errors cannot be completely eliminated due to changing environmental effects. Also it is costly to calibrate
each wireless nodes. As shown in Figure 13, the localization algorithm maintains high accuracy when the communication ranges contain up to 20% × R errors. The accuracy is lower when \( R_{\text{error}} \) increases up to 40% × R, but still all nodes can be localized, with around 60% nodes achieving within \( R/2 = 6.25 \) position error.

![Figure 13: Effects of inaccurate communication range.](image)

Next we consider errors arising from malicious nodes. In our evaluation, we randomly select a few nodes as malicious nodes. Such a node pretends to be at a randomly generated location. It calculates a region of a circle centered at the false location with radius \( R \), and then transmits this region as a false constraint to its neighbors. Figure 14 shows the effects of malicious nodes. There are two sets of curves, corresponding to the results of position errors within \( R/2 \) and within \( R \). “Robust Grid-2” curves represent the results from using fixed 2x2 rectangular cells with the additional robustness feature. “Grid-2” curves represent the results from 2x2 rectangular cells without dealing with robustness. As we can see, introducing such malicious nodes reduces localization accuracy. The accuracy reduction is caused by those false constraints that potentially result in inconsistency. Even when the fraction of malicious nodes is only 10%, the percentage of nodes with position errors \( \leq R/2 = 6.25 \) drops as much as 30 percentiles under both Sextant and Grid-2. In comparison, with the additional feature to deal with robustness, the accuracy reduction under the “Robust Grid-2” is small especially when the fraction of bad nodes is within 10% (only 10% reduction). Moreover, even when 30% nodes are malicious, majority of nodes can still be localized within \( R \) error under “Robust Grid-2”. This demonstrates the effectiveness of our approach to improve robustness.

![Figure 14: Effects of malicious nodes.](image)

8 Conclusion

In this paper, we present several probabilistic region-based localization schemes, including using static grids, dynamic meshes, and segments of grids. These schemes achieve high accuracy by deriving probability distribution for nodes’ location and exploiting new ways to obtain and leverage additional information. We further extend our approach to handle measurement errors and malicious nodes. Our evaluation shows that our enhanced algorithm is robust against measurement errors and measurement reports from malicious nodes. For example, it maintains high accuracy even when there are 20% × R range errors or 10% malicious nodes.

References


