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ABSTRACT

We present a new notion of equivalence for communicating finite state machines that exchange messages via one-to-one, unbounded, FIFO channels. This notion has a number of interesting properties: for example, it is decidable for any two communicating finite state machines M and N, whether M and N are equivalent. Moreover, if M and N are equivalent, then for any communicating finite state machine P, the communication between M and P can reach a nonprogress state iff the communication between N and P can reach a nonprogress state. We also show that this notion of equivalence applies not only to individual communicating finite state machines but also to networks of such machines.
I. INTRODUCTION

Many communication protocols can be modeled as networks of communicating finite state machines that exchange messages via one-to-one, unbounded, FIFO channels \([3,7,9,10]\). Each machine in such a network is defined as a directed graph where nodes represent the "machine states" and edges represent "state transitions." Each edge of a communicating finite state machine is labelled. The syntax and semantics of edge labels are discussed in Section II; we settle here for some informal explanation. An edge, labelled \(+g/C\), from node \(v\) to node \(v'\) in machine \(M\) informally means that if the "head" message in channel \(C\) is \(g\), and if \(M\) is currently at node \(v\), then \(M\) can remove message \(g\) from \(C\), and become at node \(v'\). An edge, labelled \(-g/D\), from node \(v\) to node \(v'\) in machine \(M\) informally means that if \(M\) is currently at node \(v\), then \(M\) can add message \(g\) to the "tail" of the current contents of channel \(D\), and become at node \(v'\).

As an example, consider the two communicating finite state machines \(M\) and \(N\) in Figures 1a and 1b, respectively. Machine \(M\) starts from its initial node, node 1, by sending a Data message via channel \(A\), then waits to receive either an Ack (for acknowledgement) or Nak (for negative acknowledgement) via channel \(B\) before returning to node 1. Machine \(N\) starts from its initial node, node 1, by sending a Data message via channel \(A\); it then either waits to receive Ack via channel \(B\), or waits to receive Nak via channel \(B\). Now, let us consider the following question: Are \(M\) and \(N\) equivalent? Of course, the answer depends on what we mean by equivalent. If we view \(M\) and \(N\) as regular finite state machines, then the answer is "yes" since both machines accept the same regular language [8]. On the other hand, if machine \(P\) in Figure 1c is allowed to communicate with \(M\) and with \(N\), then its communication with \(M\) is guaranteed to progress indefinitely, while its communication with \(N\) can reach the following nonprogress state: Machine \(N\) is at node 2, machine \(P\) is at node 1, channel \(A\) is empty, and channel \(B\) has one Nak message.

This example demonstrates that the notion of equivalence for regular finite state machines is not appropriate for communicating finite state machines. In this paper, we characterize a new notion of equivalence for communicating finite state machines that satisfies the following three properties:

i. It is decidable for any two communicating finite state machines \(M\) and \(N\) whether \(M\) and \(N\) are equivalent. (The same is true for regular finite state machines.)

ii. If \(M\) and \(N\) are equivalent, then the regular language accepted by \(M\) is identical to that accepted by \(N\). (The same is true for regular finite state machines.)

iii. If \(M\) and \(N\) are equivalent, then for any communicating finite state machine \(P\), the communication between \(M\) and \(P\) can reach a nonprogress state iff the communication between \(N\) and \(P\) can reach a nonprogress state.

We also show that this notion of equivalence applies as well to networks of communicating finite state machines.

II. COMMUNICATING FINITE STATE MACHINES

A Communicating Finite State Machine \(M\) is a directed labelled graph with three types of edges called null, sending, and receiving edges. A null edge is labelled with the empty string \(E\). A receiving (sending) edge is labelled \(+g/C\) (-g/D), where
Figure 1. First Example.
g is a message from a finite set $G_M$ of messages,
C is an input channel from a finite set $I_M$ of input channels,
D is an output channel from a finite set $O_M$ of output channels, and
$I_M \cap O_M = \emptyset$ (the empty set).
One of the nodes in M is identified as its initial node, and each node in M is reachable by a directed path from the initial node.

A communicating finite state machine is called deterministic iff it has no null edges, and the outgoing edges of each of its nodes have distinct labels. Otherwise, it is called nondeterministic.

Let M and N be two communicating finite state machines such that $G_M = G_N$, $I_M = O_N$, and $I_N = O_M$, then the pair [M,N] is called a network of the two machines M and N.

Let [M,N] be a network of two communicating finite state machines. A state of [M,N] is a four tuple $[v,w,x,y]$, where $v$ is a node in M,
$w$ is a node in N,
$x$ is a string of symbols of the form $g/C$ where $g$ is in $G_M$ and $C$ is in $I_M$, and
$y$ is a string of symbols of the form $g/D$ where $g$ is in $G_N$ and $D$ is in $I_N$.
Informally a state $[v,w,x,y]$ indicates that the executions of the two machines M and N have reached nodes v and w respectively. It also indicates that the contents of the input channels of M are defined by string x, and the contents of the input channels of N are defined by string y.

The initial state of [M,N] is $[v_o,w_o,E,E]$, where $v_o$ and $w_o$ are the initial nodes of M and N respectively, and E denotes the empty string. (This implies that initially, all the channels between M and N are empty.)

Let $s=[v,w,x,y]$ be a state of [M,N] and let e be an outgoing edge of node v or w. A state $s'$ is said to follow s over e iff one of the following six conditions is satisfied:

i. e is a null edge from v to v' in M, and $s'=[v',w,x,y]$.

ii. e is a null edge from w to w' in N, and $s'=[v,w',x,y]$.

iii. e is a receiving edge labelled $+g/C$ from v to v' in M, and $s'=[v',w,x'.x''y]$, where
$x=x'.g/C.x''$ and $x'$ does not have any symbol of the form $g'/C$, for some message $g'$.

iv. e is a receiving edge labelled $+g/D$ from w to w' in N, and $s'=[v,w,x,y.y'']$, where
$y=y'.g/D.y''$ and $y'$ does not have any symbol of the form $g'/D$, for some message $g'$.

v. e is a sending edge labelled $-g/D$ from v to v' in M, and $s'=[v',w,x,y']$, where
$y'=y'.g/D$.

vi. e is a sending edge labelled $-g/C$ from w to w' in N, and $s'=[v,w',x',y]$, where
$x'=x'.g/C$.

The next three definitions are based on the above definition of "follow over." Let s and s' be two states of [M,N].
i. s' follows s iff there is an edge e in M or N such that s' follows s over e.

ii. s' is reachable from s iff either s=s', or there exist states s_1,...,s_r such that s=s_1,
s'=s_r, and s_{i+1} follows s_i for i=1,...,r-1.

iii. s' is reachable iff it is reachable from the initial state of (M,N).

We have introduced a number of generalizations to this model of communicating finite state machines over previous models [2,11,12]. In particular, we allowed each machine to be nondeterministic, and allowed more than two channels between any two machines in a network. The reason for these generalizations is to make the definition of "equivalence," although primarily intended for machines, applicable to networks of machines as well. This will become apparent in Sections V and VI.

III. NONPROGRESS STATES

As mentioned earlier, the main reason for our dissatisfaction with the definition of equivalence for regular finite state machines as it applies to communicating finite state machines is that it does not capture the notion of "nonprogress." In this section, we formally characterize this notion.

A node in a communicating finite state machine M is called final iff it has no outgoing edges. A nonfinal node in M is called a receiving node iff all its outgoing edges are receiving. A nonfinal node in M is called an escape node iff it has at least one outgoing null edge and each of its outgoing edges is either null or receiving. A trap T in M is a set of escape nodes in M such that each outgoing null edge of any node in T must be ingoing to some (possibly the same) node in T.

Let v be a node in a communicating finite state machine M. The expectancy Exp(v) of node v is defined as follows:

i. If v is a final node, then
   \[ \text{Exp}(v) = \emptyset \] (the empty set)

ii. If v is a receiving node, then
   \[ \text{Exp}(v) = \{g/C|\text{there is an outgoing edge of node } v \text{ labelled } +g/C\} \]

iii. If v is an escape node in a trap, then
   \[ \text{Exp}(v) = \{g/C|\text{either there is an outgoing edge of node } v \text{ labelled } +g/C, \text{ or there is a directed path, whose edges are all null, from node } v \text{ to some node with an outgoing edge labelled } +g/C\} \]

iv. Otherwise,
   \[ \text{Exp}(v) \text{ is undefined.} \]

Let [v,w,x,y] be a state of a network [M,N]. A symbol g/C in string x is called the head symbol of channel C in x iff x is of the form x',g/C,x", and x' does not have any symbol of the form g'/C for some message g'. Similarly, we can define the head symbol of some channel D is string y.
A reachable state \([v,w,x,y]\) of network \([M,N]\) is called a nonprogress state iff the following two conditions are satisfied:

i. The expectancy of node \(v\) in \(M\) is defined, and for any head symbol \(g/C\) in \(x\), \(g/C\) is not in \(\text{Exp}(v)\).

ii. The expectancy of node \(w\) in \(N\) is defined, and for any head symbol \(g/D\) in \(y\), \(g/D\) is not in \(\text{Exp}(v)\).

Informally, a nonprogress state of a network is reached when and only when each machine in the network either reaches a final node, or is "stuck" at a receiving node or in a trap waiting to receive a message \(g_i\) from channel \(C_i\) to get out, but each of the channels \(C_i\) is either empty or has a "head message" other than \(g_i\). (Notice that if a machine is stuck in a receiving node, then it can no longer progress, and if it is stuck in a trap, then it can only progress over null edges.)

Nonprogress states can be distinguished into different classes such as proper termination states, improper termination states, deadlock states, unspecified reception states [7], and so on. This classification, however, is irrelevant to the current paper, and so we choose to ignore it.

Now, we are ready to present our notion of equivalence for communicating finite state machines.

**IV. EQUIVALENCE OF COMMUNICATING FINITE STATE MACHINES**

Let \(M\) be a communicating finite state machine, and let \(p\) be a finite directed path that starts from the initial node in \(M\); i.e. \(p\) can be defined as a finite sequence \(<e_1,…,e_r>\) of directed edges in \(M\). The word \(w(p)\) of path \(p\) is a string of symbols \(x_1, …, x_r\), where \(x_i\) is the label of edge \(e_i\), \(i=1,..,r\), and "\(\cdot\)" is the concatenation operator.

Let \(v\) be a node in a communicating finite state machine \(M\). The language of node \(v\) is defined as the set

\[ L(v) = \{ w(p) | p \text{ is a finite directed path that starts from the initial node and ends at node } v \text{ in } M \} \]

The language of machine \(M\) is defined as the set

\[ L(M) = \{ w(p) | p \text{ is a finite directed path that starts from the initial node in } M \} \]

Clearly, \(L(v)\) and \(L(M)\) are regular languages, and so can be defined by regular expressions [8].

Let \(M\) and \(N\) be two communicating finite state machines, and let \(v\) be a node in \(M\), and \(w_1, …, w_r\) (for some \(r \geq 1\)) be some nodes in \(N\). Node \(v\) is said to cover nodes \(w_1, …, w_r\) iff the following two conditions are satisfied:

i. If \(\text{Exp}(v)\) is defined, then for all \(i\) \((1 \leq i \leq r)\) \(\text{Exp}(w_i)\) is defined and is a subset of \(\text{Exp}(v)\).

ii. \(L(v) \subseteq L(w_1) \cup \ldots \cup L(w_r)\), where \(L(v)\) is the language of node \(v\), and "\(\cup\)" is the set-union operator.
Let M and N be two communicating finite state machines. M is said to cover N, denoted by $M \geq N$, iff for each node v in M, there exist nodes $w_1, \ldots, w_r$ (for some $r \geq 1$) in N such that v covers $w_1, \ldots, w_r$.

Two communicating finite state machines M and N are said to be equivalent, denoted by $M = N$, iff $M \geq N$ and $M \leq N$.

The following theorems prove some interesting properties for the above definition of "equivalence."

**Theorem 1:** It is decidable for any two communicating finite state machines M and N, whether $M = N$.

**Proof:** Let M and N be any two communicating finite state machines. It is decidable for any node v in M and any set of nodes $w_1, \ldots, w_r$ in N whether v covers $w_1, \ldots, w_r$. Since N has a finite number of nodes, then it is decidable for any node v in M whether there exist a set of nodes $w_1, \ldots, w_r$ in N such that v covers $w_1, \ldots, w_r$. Since M has a finite number of nodes, it is decidable whether $M \geq N$. By symmetry, it is also decidable whether $N \geq M$. Hence, it is decidable whether $M = N$. \qed

**Theorem 2:** If $M = N$, then $L(M) = L(N)$. (The converse is not necessarily true.)

**Proof:** To show that if $M = N$, then $L(M) = L(N)$, it is sufficient to show that if $M \geq N$, then $L(M) \subseteq L(N)$. Assume that $M \geq N$. Then for any node v in M, there exists a set of nodes $w_1, \ldots, w_r$ in N such that

$$L(v) \subseteq L(w_1) \cup \ldots \cup L(w_r).$$

Therefore,

$$\forall v \text{ in } M \exists w \text{ in } N : L(v) \subseteq L(w),$$

where $L(M) \subseteq L(N)$.

To show that the converse is not necessarily true, consider the two machines M and N in Figures 1a and 1b respectively. \qed

**Theorem 3:** If $M = N$, then for any communicating finite state machine P, network [M,P] can reach a nonprogress state [v,z,x,y], iff network [N,P] can reach a nonprogress state [w,z,x,y].

**Proof:** Assume that $M = N$, and let P be any communicating finite state machine such that the network [M,P] can reach a nonprogress state of the form $s = [v,z,x,y]$. We show that the network [N,P] can reach a nonprogress state of the form $[w,z,x,y]$.

Since M covers N, node v must cover some nodes $w_1, \ldots, w_r$ in N. Since $[v,z,x,y]$ is a nonprogress state, then $Exp(v)$ must be defined, and so are $Exp(w_1), \ldots, Exp(w_r)$. Let the paths that M and P traverse to reach state s be A and B, respectively. Since v covers $w_1, \ldots, w_r$, there is a path...
C that is identical to A, and that ends at some node w in N, where w is one of the nodes w₁,...,wᵣ. Path C in N can communicate with path B in P so that the network [N,P] reaches a state s'=[w,z,x,y]. Since s is a nonprogress state, and since Exp(w) ⊆ Exp(v), then s' is a non-progress state.

Example 1: To show that the two communicating finite state machines M and N in Figures 1a and 1b (respectively) are not equivalent, it is sufficient to show that at least one node in N does not cover any node in M. Since in machine M, Exp(1) is undefined, and Exp(2) = \{Ack/B,Nak/B\}, and since in machine N, Exp(2) = \{Ack/B\}, then node 2 in N does not cover any node in M; hence M and N are not equivalent. (Node 3 in N also does not cover any node in M.)

On the other hand, the two communicating finite state machines M and Q in Figures 1a and 1d, respectively, are equivalent based on the following facts:

- Node 1 in M covers node 1 in Q.
- Node 2 in M covers node 2 in Q.
- Node 1 in Q covers node 1 in M.
- Node 2 in Q covers node 2 in M.
- Node 3 in Q covers node 2 in M.

V. EQUIVALENCE OF BOUNDED NETWORKS

In this section and the next, we show that our notion of equivalence can be applied to networks of communicating machines. But first, we need to generalize our definition of a network.

As defined earlier, a network [M,N] of two communicating finite state machines M and N can be described as "closed." This is because each output channel of M is an input channel of N, and vice versa. In other words, there are no channels for the external environment to communicate with or to "observe" M or N. This is a severe restriction; it is relaxed by introducing the concept of an "open" network, next.

Let M and N be two communicating finite state machines such that Gₘ=\mathcal{G}_N, lₘ∩lₙ=\emptyset, and Oₘ∩Oₙ=\emptyset. Then, the pair (M,N) is called an open network. Any channel in \((lₘ∩Oₙ)\cup(lₙ∩Oₘ)\) is called an internal channel of the open network. Any channel in \(lₘ∪Oₘ∪lₙ∪Oₙ\) that is not an internal channel is called an external channel of the open network. Notice that any closed network is a special case of an open network where all the channels are internal. Therefore, the following definitions for open networks are generalizations of previous definitions for closed networks.

A state of an open network (M,N) is a four tuple \(v,w,x,y\), where

- \(v\) is a node in M,
- \(w\) is a node in N,
- \(x\) is a string of symbols of the form g/C where g is in Gₘ, and C is an internal channel in lₘ.
y is a string of symbols of the form g/D where g is in \( G_N \), and D is an internal channel in \( I_N \).

From this definition, only the contents of internal channels are part of the open network state; the contents of external channels are not part of the state.

The initial state of \((M,N)\) is \([v_o,w_o,E,E]\) where \(v_o\) and \(w_o\) are the initial nodes of M and N respectively, and E denotes the empty string.

Let \(s=[v,w,x,y]\) be a state of an open network \((M,N)\), and let \(e\) be an outgoing edge of node \(v\) or \(w\). A state \(s'\) is said to follow \(s\) over \(e\) iff one of the following six conditions is satisfied:

i. \(e\) is a null edge, or is a receiving edge labelled \(+g/C\), where C is external, or is a sending edge labelled \(-g/D\), where D is external, from node \(v\) to \(v'\) in M, and \(s'=[v',w,x,y]\)

ii. \(e\) is a null edge, or is a receiving edge labelled \(+g/D\), where C is external, or is a sending edge labelled \(-g/D\), where D is external, from node \(w\) to \(w'\) in N, and \(s'=[v,w',x,y]\)

iii. \(e\) is a receiving edge labelled \(+g/C\), where C is internal, from node \(v\) to \(v'\) in M, and \(s'=[v,w,x,y',y]\), where \(y=y'g/C.y''\) and \(y'\) does not have any symbol of the form \(g'/C\) for some message \(g'\).

iv. \(e\) is a receiving edge labelled \(+g/C\), where C is internal, from node \(w\) to \(w'\) in N, and \(s'=[v,w,x',y'',y]\), where \(x=x'g/C.x''\) and \(x'\) does not have any symbol of the form \(g'/C\) for some message \(g'\).

v. \(e\) is a sending edge labelled \(-g/D\), where D is internal, from node \(v\) to \(v'\) in M, and \(s'=[v',w,x,y]\), where \(y'=y.g/D\).

vi. \(e\) is a sending edge labelled \(-g/D\), where D is internal, from node \(w\) to \(w'\) in N, and \(s'=[v,w,x',y]\), where \(x'=x.g/D\).

Based on this definition of "follow over," we can define the "reachable states" of an open network in the same way as they are defined for a closed network earlier.

An open network is said to be bounded iff the set of its reachable states is finite. Otherwise it is called unbounded.

Let \((M,N)\) be a bounded open network. Define \(R(M,N)\) as the communicating finite state machine constructed from \((M,N)\) using the following steps:

i. For each reachable state \(s\) of \((M,N)\), add a node, also called \(s\) for convenience, to \(R(M,N)\).

ii. The node in \(R(M,N)\) that corresponds to the initial state of \((M,N)\) is identified as the initial node of \(R(M,N)\).

iii. For any two reachable states \(s\) and \(s'\) of \((M,N)\), if \(s'\) follows \(s\) over an edge \(e\) in M or N, then add a labelled directed edge \(r\) from node \(s\) to node \(s'\) in \(R(M,N)\). Moreover, the label of \(r\) depends on the label of \(e\) as follows:

   a. If \(e\) is labelled E, or is labelled \(+g/C\) where C is internal, or is labelled \(-g/D\) where D is internal, then \(r\) is labelled E.
b. If e is labelled \(+g/C\) where C is external, then r is labelled \(+g/C\).

c. If e is labelled \(-g/D\) where D is external, then r is labelled \(-g/D\).

Let \((M,N)\) be a bounded network, and let P be a communicating finite state machine. Network \((M,N)\) and machine P are said to be equivalent iff \(R(M,N) = P\).

Let \((M,N)\) and \((P,Q)\) be two bounded networks. The two networks \((M,N)\) and \((P,Q)\) are said to be equivalent iff \(R(M,N) = R(P,Q)\).

Therefore, the notion of machine equivalence in the previous section can be used to establish the equivalence of bounded networks as well.

**Example 2: (An Alternating Bit Protocol)** Consider the network of four communicating finite state machines S, M, N, and K in Figure 2a. Machine S (Figure 2b) is a source that keeps on sending Data messages via channel A, while machine K is a sink (Figure 2c) that keeps on receiving Data messages via channel D. The "service" performed by the two machines M and N is to transmit the Data messages, without corruption, from channel A to channel D. This is not a simple task, since we assume further that any transmitted message between M and N may be corrupted by "external noise." M and N employ an Alternating-bit protocol with the following rules [1]:

i. M attaches one bit to each Data message it sends to N.

ii. Whenever N receives a Data message, it checks its check-sum. If it detects a corruption in the received message, it sends a negative acknowledgement to M; otherwise, it sends a positive acknowledgement to M.

iii. Whenever M receives a negative acknowledgement or a corrupted acknowledgement, it resends the "last" data message, with the same value for its attached bit.

iv. Whenever M receives a positive acknowledgement, it sends the "next" data message after assigning a different value for its attached bit (different from the "last" value of the attached bit).

Machines M and N in Figures 2d and 2e (respectively) exchange the following messages:

Datai (i=0,1) is a Data message whose attached bit has the value i.

Acki (i=0,1) is a positive acknowledgement for Datai, and a negative acknowledgement for Data(i+1 mod 2).

Err is a "virtual" message used to simulate a message corruption situation: The situation that M sends a Datai message which is later corrupted into Err before it is received by N is simulated by M directly sending an Err message to N.

The pair \((M,N)\) constitutes an open network where channels B and C are internal, and channels A and D are external. Thus, a reachable state of \((M,N)\) is a four-tuple \([v,w,x,y]\), where x defines the contents of channel C and y defines the contents of channel B. The communicating finite state machine \(R(M,N)\) is shown in Figure 2f. Each node in \(R(M,N)\) corresponds to a reachable state of \((M,N)\); for example,
Figure 2. An Alternating-Bit protocol example.
node 1 in R(M,N) corresponds to state [1,1,E,E],
node 2 in R(M,N) corresponds to state [2,1,E,E], and
node 3 in R(M,N) corresponds to state [3,1,E,Err/B].

In order to show that R(M,N) is equivalent to machine L in Figure 2g, it is straightforward to show the following facts:

Node 1 in L covers node 1 (or 15) in R(M,N).
Node 2 in L covers node 8 (or 22) in R(M,N).
Each of the nodes 1, 9, 10, 11, 12, 13, 14, 15, 23, 24, 25, 26, 27, 28 in R(M,N) covers node 1 in L.
Each of the nodes 2, 3, 4, 5, 6, 7, 8, 16, 17, 18, 19, 20, 21, 22 in R(M,N) covers node 2 in L.

Three comments concerning this example are in order:

i. Although R(M,N) has many null cycles (i.e., cycles whose edges are all null), the equivalent machine L does not have any such cycle. This demonstrates that our definition of equivalence is implicitly based on the following fairness assumption: If a communicating finite state machine M reaches a null cycle that has a way out, then in a finite time M will choose the way out. (A null cycle with no way out in M is equivalent to a final node without outgoing edges. See Section VII.)

ii. Machine L in Figure 2g defines the "service" [4], as seen by an external observer, of the open network (M,N): L merely transmits the Data messages, one by one, from channel A to channel D.

iii. After showing that machine L is equivalent to the open network (M,N), it is possible to replace (M,N) by L during the analysis of the closed network [S,M,N,K]. In particular, to prove that [S,M,N,K] cannot reach a nonprogress state, it is sufficient to prove that [S,L,K] cannot reach a nonprogress state, which is a much simpler task.

VI. EQUIVALENCE OF UNBOUNDDED NETWORKS

The above definition of equivalence can be extended to communicating infinite state machines (i.e., communicating machines as defined earlier except that they have infinite numbers of nodes and edges, however each node has a finite number of incoming and outgoing edges). This is an important extension since it allows us to define the notion of equivalence for unbounded open networks. For the sake of discussion in this section, let M and N be two communicating (finite or infinite) state machines.

Let v be a node in M, and let w_1,w_2,... be (possibly an infinite number of) nodes in N. Node v is said to cover nodes w_1,w_2,... if and only if the following two conditions are satisfied:

i. If Exp(v) is defined, then for all i (i ≥ 1), Exp(w_i) is defined and is a subset of Exp(v).

ii. L(v) ⊆ \bigcup_{i=1}^{\infty} L(w_i).

M is said to cover N, denoted by M ≥ N, iff for each node v in M, there exist (possibly an infinite number of) nodes w_1,w_2,... in N such that v covers w_1,w_2,...

M and N are said to be equivalent, denoted by M = N, iff M ≥ N and M ≤ N.
(f) $R(M,N)$

(g) $L$

Figure 2. Continued.
With this extension to communicating infinite state machines, the decidability result of Theorem 1 is no longer valid. However, both Theorems 2 and 3 are still valid.

If \((M,N)\) is a bounded (unbounded) open network, then \(R(M,N)\) is a communicating finite (infinite) state machine.

Let \((M,N)\) be a (bounded or unbounded) open network, and let \(P\) and \(Q\) be two communicating (finite or infinite) state machines. Network \((M,N)\) and machine \(P\) are said to be equivalent iff \(R(M,N) = P\). Also, the two networks \((M,N)\) and \((P,Q)\) are said to be equivalent iff \(R(M,N) = R(P,Q)\).

**Example 3:** Consider the two communicating finite state machines \(K\) and \(L\) in Figure 2c and 2g respectively. The pair \((K,L)\) is an open network with one internal channel \(D\), and one external channel \(A\). A reachable state of this network is a triple \([v,w,x]\) where \(v\) is a node in \(K\), \(w\) is a node in \(L\), and \(x\) defines the contents of the internal channel \(D\).

Network \((K,L)\) is unbounded since it has an infinite number of reachable states. Hence, \(R(K,L)\) is a communicating infinite state machine. A portion of \(R(K,L)\) is shown in Figure 2h:

For \(i=0,1,2,\ldots,\)

- node \(m_i\) in \(R(K,L)\) corresponds to the reachable state \([1,1,(Data/D)^i]\) of \((K,L)\), and
- node \(n_i\) in \(R(K,L)\) corresponds to the reachable state \([2,1,(Data/D)^i]\) of \((K,L)\).

\(R(K,L)\) is equivalent to the communicating finite state machine \(R\) in Figure 2i. This can be proved by showing the following:

Node 1 in \(R\) covers node \(m_0\) in \(R(K,L)\).

For \(i=0,1,\ldots,\) node \(m_i\) in \(R(K,L)\) covers node 1 in \(R\).

For \(i=0,1,\ldots,\) node \(n_i\) in \(R(K,L)\) covers node 1 in \(R\).

Therefore, the unbounded network \((K,L)\) is equivalent to machine \(R\). □

**VII. NONDETERMINISM**

As a side-effect to the above definition of equivalence, nondeterminism cannot always be removed from communicating finite state machines. For example, it is impossible to construct a deterministic communicating finite state machine that is equivalent to machine \(N\) in Figure 1b. (This is different from the corresponding phenomenon for regular finite state machines where nondeterminism can always be removed [8].)

As mentioned earlier, nondeterminism can be expressed in a communicating finite state machine \(M\) using two mechanisms: Either \(M\) has a node with two or more identically-labelled outgoing edges, or \(M\) has a null edge. These two mechanisms are equivalent in the following sense:

i. For any communicating finite state machine \(M\), it is possible to construct a communicating finite state machine \(M'\) such that \(M=M'\), and the outgoing edges of each node in \(M'\) have distinct labels.

ii. For any communicating finite state machine \(M\), it is possible to construct a communicating finite state machine \(M'\) such that \(M=M'\), and \(M'\) has no null edges.
Figure 2. Continued.
The proof for assertion i is straightforward. Assertion ii is proved by presenting two transformations that can be applied repeatedly to any communicating finite state machine \( M \) yielding, after a finite number of applications, a machine that is equivalent to \( M \), and has no null edges.

The first transformation is illustrated in Figure 3a, where \( M \) and \( M' \) denote the machines before and after the transformation, respectively. This transformation consists of removing all the null self-loops at a node \( u \). It is straightforward to show that node \( u \) in \( M \) covers node \( u' \) in \( M' \), and vice versa; hence \( M = M' \).

The second transformation (illustrated in Figure 3b) consists of the following steps:

a. Remove a null edge from one node \( u \) to another \( v \).

b. For each edge from some node \( a_i \) to \( u \), add an edge with an identical label from \( a_i \) to \( v \).

c. For each edge from \( v \) to some node \( d_j \), add an edge with an identical label from \( u \) to \( d_j \).

To show that this transformation from \( M \) to \( M' \) is equivalence-preserving (i.e. \( M = M' \)), it is straightforward to show the following:

- Node \( a_i \) in \( M \) covers node \( a_i' \) in \( M' \), and vice versa.
- Node \( b_j \) in \( M \) covers node \( b_j' \) in \( M' \), and vice versa.
- Node \( c_k \) in \( M \) covers node \( c_k' \) in \( M' \), and vice versa.
- Node \( d_j \) in \( M \) covers node \( d_j' \) in \( M' \), and vice versa.
- Node \( u \) in \( M \) covers node \( u' \) in \( M' \).
- Node \( v \) in \( M \) covers node \( v' \) in \( M' \).
- Node \( v' \) in \( M' \) covers node \( v \) in \( M \).
- Node \( v \) in \( M \) covers node \( v' \) in \( M' \).
- Node \( u' \) in \( M' \) covers node \( v \) in \( M \).

VIII. CONCLUDING REMARKS

We have presented a new notion of equivalence for communicating finite state machines that exchange messages via FIFO channels, and shown that this notion satisfies some desirable properties. This notion is "robust," as it applies to finite and infinite machines, and to bounded and unbounded networks with any number of machines. This notion can also be applied (with minor modifications) to communicating finite state machines that exchange messages via priority or random channels [5,6].

This notion of equivalence for communicating finite state machines is useful in two respects:

i. It can be used to simplify the task of proving freedom of nonprogress (e.g. freedom of deadlocks) for "large" networks of communicating finite state machines. This can be done by repeatedly replacing some open (sub)nets within the network with equivalent simple communicating finite state machines, and showing that the resulting reduced network cannot reach nonprogress states. We have demonstrated this technique with the Alternating-bit protocol example, where the network \([S,M,N,K]\) is reduced to \([S,R]\) whose analysis is straightforward.
Figure 3. Two equivalence-preserving transformations.
ii. The existence of an "equivalence" criterion for communicating finite state machines, encourages one to search for "cost" criteria for such machines to discriminate between equivalent alternatives. One possible criterion is the number of nodes in the communicating machines, the less the number of nodes in a machine the better. (For example, based on this criterion machine R in Figure 2i is infinitely better than the equivalent machine R(K,L) in Figure 2h.) This point needs (and deserves) further research.
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