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Abstract: We consider automatic verification of finite state concurrent programs. The global state graph of such a program can be viewed as a finite (Kripke) structure, and a model checking algorithm can be given for determining if a given structure is a model of a specification expressed in a propositional temporal logic. In this paper, we present a unified approach for efficient model checking under a broad class of generalized fairness constraints in a branching time framework extending that of [CES83]. Our method applies to any type of fairness expressed in a certain canonical form. Almost all "practical" types of fairness from the literature, including the fundamental notions of impartiality, weak fairness, and strong fairness, can be succinctly written in our canonical form. Moreover, our branching time approach can easily be adapted to handle types of fairness (such as fair reachability of a predicate) which cannot even be expressed in a linear temporal logic. We go on to argue that branching time logic is always better than linear time logic for model checking. We show that given any model checking algorithm for any system of linear time logic (in particular, for the usual system of linear time logic) there is a model checking algorithm of the same order of complexity (in both the structure and formula size) for the corresponding full branching time logic which trivially subsumes the linear time logic in expressive power (in particular, for the system of full branching time logic CTL*). We also consider an application of our work to the theory of finite automata on infinite strings.
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1. Introduction

It is a point of continuing controversy in the concurrency community as to whether branching time or linear time temporal logic is more appropriate for reasoning about concurrent programs (cf. [LA80], [EHS83], [PN85]). In linear time logic, temporal operators are provided for describing events along a single future, although when a linear formula is used for program specification there is usually an implicit universal quantification over all possible futures. Commonly used linear time operators include Fp ("sometimes p"), Gp ("always p"), Xp("nexttime p"), and [p U q] ("p until q"). In contrast, in branching time logic the operators usually reflect the branching nature of time by allowing explicit quantification over possible futures. The basic modalities of these logics are generally of the form: either A ("for all futures") or E ("for some future") followed by a combination of the usual linear time operators F, G, X, and U. One argument presented by the supporters of branching time logic is that it offers the ability to reason about existential properties of concurrent programs (e.g., potential for deadlock along some future) in addition to universal properties (e.g., inevitability of service along all futures).

Another advantage cited for branching time logic over linear time logic concerns the complexity of automatic verification for finite state concurrent programs. The global state graph of such a program can be viewed as a finite (Kripke) structure, and a model checking algorithm can be given for determining if a given structure is a model of a specification expressed in a propositional temporal logic. Provided that the algorithm is efficient, this approach is potentially of wide applicability since a large class of concurrent programming problems have finite state solutions, and the interesting properties of many such systems can be specified in a propositional temporal logic. For example, many network communication protocols (e.g., the Alternating Bit Protocol [BSW69]) can be modeled at some level of abstraction by a finite state system.

For the branching time logic CTL (which has basic modalities of the form: A or E followed by a single occurrence of F, G, X, or U), Clarke, Emerson, and Sistla [CES83] give an algorithm that runs in time O(|M|.|p|) which is linear in both the size of the input structure M and the length of the specification formula p; hence, this branching time approach is readily mechanizable. In contrast, the model checking problem formulated for linear time logic is known ([SC85]) to be PSPACE-complete.

On the other hand, we are frequently interested only in correctness along fair computation sequences. Roughly speaking, a fairness condition asserts that an event (e.g., execution of a step of a particular process) which is enabled "sufficiently often" will eventually be performed.\footnote{Our model of concurrency is the usual one where concurrent execution of a system of processes is modelled as the nondeterministic interleaving of atomic steps of the individual processes.} Fairness has
been widely studied in the literature (see for example [PA80], [LA80], [LPS81], [AO82], [FK84]) because appropriate fairness assumptions are often crucial to establishing that a program meets a certain liveness property such as absence of starvation. Unfortunately, while fairness is readily handled in linear temporal logic, it is known (cf. [LA80], [EH83]) that the branching time logic CTL used in [CESS83] does not permit reasoning under fairness assumptions. A partial remedy to this problem is given in [CES83] by incorporating semantic restrictions on path quantification into the underlying structure, but it does not handle, e.g., strong fairness.

In a recent paper, Lichtenstein and Pnueli [LP85] suggest that efficient - in practice - model checking algorithms exist for linear time logic as well. By forming the cross product of the input structure M with the tableau for testing satisfiability of the linear time formula p, they develop an algorithm for model checking linear time specifications that runs in time O(|M|·exp(|p|)) which is linear in the structure size but exponential in the formula length. They then claim that, in practice, the specification is relatively small while the structure can be quite large. Thus, the argument goes, it is the small polynomial complexity in the size of the structure which really matters. They conclude that linear time logic is at least as good as branching time logic for model checking, and may be better because of its superior expressiveness which, in particular, allows reasoning about types of fairness not handled by [CESS83].

In this paper, we present a model checking algorithm which permits efficient model checking in a branching time framework under any one of a broad class of generalized fairness assumptions (including, among others, strong fairness). In particular, we consider the Model Checking Problem (FMCP) for Fair Computation Tree Logic (FCTL). An FCTL specification \( (p_0, \phi_0) \) consists of a functional assertion \( p_0 \) and an underlying fairness assumption \( \phi_0 \). The functional assertion \( p_0 \) is expressed in essentially CTL syntax with basic modalities of the form either \( A_{\phi} \) ("for all fair paths"), or \( E_{\phi} \) ("for some fair path") followed by one of the linear time operators \( F_p \) ("sometimes p"), \( G_p \) ("always p"), \( X_p \) ("nexttime p"), or \( [p \lor q] \) ("p holds until q becomes true"). All path quantifiers are thus relativized to the underlying fairness assumption \( \phi_0 \) specified by an arbitrary boolean combination of the infinitary linear time temporal operators \( F^\infty_p \) ("infinitely often p") and \( G^\infty_p \) ("almost everywhere p").

To develop our FMCP algorithm, we will first argue that FMCP can be reduced in time linear in the length of the functional assertion \( |p_0| \) to the Fair State Problem (FSP): Starting from which states does there exist some path along which \( \phi_0 \) holds? Our reduction applies for any fairness specification \( \phi_0 \) involving an arbitrary boolean combination of the \( F^\infty, G^\infty \) operators as above. We then show that when \( \phi_0 \) is in the special canonical form \( \bigvee_{i=1}^n \bigwedge_{j=1}^n (G_{p_{ij}} \lor F_{q_{ij}}) \), then FSP can be solved in
time $O(|M| \cdot |\phi_0|^2)$ which is linear in the size of the input structure $M$ and quadratic in the length of the fairness specification $\phi_0$. While any $\phi_0$ can be translated into an equivalent $\phi_0'$ in canonical form, the translation can cause an exponential increase in length (resulting in an exponential time solution to the original instance of FMCP). However, it turns out that almost all "practical" types of fairness considered in the literature including literature including impartiality [LPS81], weak fairness ([LA80]), strong fairness ([LA80]), fair reachability of predicates ([QS83]), state fairness ([PN83]), as well as the technical notion of "limited looping" fairness ([AB80]) can be directly specified using a canonical $\phi_0$. Hence, in practice the fairness specification $\phi_0$ is in canonical form, and we can do model checking for a corresponding FCTL specification $(p_0 \cdot \phi_0)$ on structure $M$ efficiently in time $O(|M| \cdot |p_0| \cdot |\phi_0|^2)$, which is linear in the size of the input structure and functional assertion and quadratic in the size of the fairness constraint. On the other hand, we are able to classify the complexity of FSP and FMCP for an arbitrary $\phi_0$; they are NP-complete.

We believe that this work offers a convincing refutation to the (apparently) popular misconception that fairness cannot be handled practically and efficiently in (a) branching time temporal logic (cf. [LA80], [EH83]). At least for the model checking problem, all the basic types of fairness (impartiality, weak fairness, strong fairness) can be handled in branching temporal logic as readily as in linear temporal logic. Moreover, we have presented a unified approach for handling a broad class of general fairness constraints including more than just the three basic types of fairness above. Our branching time approach can even be adapted to handle types of fairness (such as fair reachability of a predicate) which cannot be handled at all in a linear temporal logic.

It is still true, however, that there are correctness properties not involving fairness which are expressible in linear temporal logic, but not expressible in the FCTL formalism, so that one might still think that linear time logic is preferable to branching time logic for some applications. Nonetheless, we can now argue that branching time logic is always better than linear time logic for model checking. We show that given a model checking algorithm for a system of linear time logic (in particular, for the usual system of linear time logic over $F$, $G$, $X$, and $U$), there is a model checking algorithm of the same order of complexity (in both the structure and formula size) for the corresponding full branching time logic which trivially subsumes the linear time logic in expressive power (in particular, for the system of full branching time logic $CTL^*$ in which the basic modalities are of the form: $A$ or $E$ followed by an unrestricted formula of linear time logic over $F$, $G$, $X$, and $U$). We demonstrate that handling explicit path quantifiers and even nested path quantifiers costs (essentially) nothing. Thus, there is no reason to restrict oneself to linear time logic. Use instead the corresponding full branching time logic for the same cost.
We go on to show that the formalism of FCTL can be extended to a Generalized Fair Computation Tree Logic (GFCTL). GFCTL is a branching time system which generalizes FCTL by allowing each path quantifier to be relativized to its own (in general, distinct) fairness constraint $\phi_i$. Its model checking problem is also efficiently decidable provided that each $\phi_i$ is in the canonical form. Hence, reasoning under virtually any combination of different, practical fairness constraints is also feasible.

Our results strongly suggest that the real issue involved for model checking is not whether to use branching time or linear time logic, but simply: what are the basic modalities of my branching time logic? I.e., what linear time formulae can follow the path quantifiers? (Remark: In a basic modality of a branching time logic, the linear time formula following the path quantifier is a "pure" linear time formula involving no nested path quantifiers.) It turns out that the relationship between the structural complexity of the basic modalities and the computational complexity of the associated model checking problem is a rather subtle one. For example, the infinitary operators $\bigoplus p$ and $\bigwedge p$ used in describing fairness properties, which are often thought of as causing all sorts of problems with discontinuities and non-definability in first order arithmetic, etc. (cf. [EC80], [HA84]), can actually simplify the problem of model checking. These matters are discussed in greater detail in the conclusion.

Finally, we consider an application of our algorithm for FSP to the theory of finite automata on infinite strings (ω-fa) ([RA70]) where acceptance is defined by a condition such as repeating a designated set of states infinitely often. There has been a resurgence of interest lately in such automata because of their intimate relationship to temporal logic. For example, in testing satisfiability of a formula $p_0$ of linear temporal logic a directed graph labelled with appropriate subformulae, known as a tableau, is constructed. This tableau may be viewed as defining an ω-fa on infinite strings over (sets of) atomic propositions which accepts an input string iff it defines a model of $p_0$. The satisfiability problem for linear temporal logic is thus reduced to the emptiness problem for ω-fa. We will describe how the ω-fa emptiness problem can be viewed as an instance of FSP. Moreover, for all the common types of acceptance conditions, (e.g., Buchi acceptance, Rabin or Pairs acceptance, etc.) the fairness condition $\phi_0$ for the corresponding instance of FSP can be succinctly expressed in our canonical form, and the emptiness problem can therefore be solved in (small) polynomial time.

The remainder of the paper is organized as follows: The utility of the model checking approach to verification is discussed in Section 2. Section 3 describes the syntax and semantics of our temporal languages. Section 4 describes how to do efficient model checking in the branching time FCTL system whenever the fairness constraint $\phi_0$ is in canonical form, and analyzes the complexity of the
general case where \( \phi_0 \) is arbitrary. In section 5 a variety of types of practical fairness are defined and canonically specified, and an example application of FMCP to a concurrent programming problem is given. Section 6 gives the reduction of the model checking problem for full branching time logic to that for the corresponding linear time logic, while in section 7 we show how this reduction can be applied to extend the model checking algorithm for FCTL to GFCTL. Section 8 describes how one may apply the algorithm for FSP to testing nonemptiness of finite automata on infinite strings. Finally, some concluding remarks are made in section 9.

2. Advantages of the Model Checking Approach to Verification

Numerous approaches to reasoning about correctness of concurrent programs have been proposed in the literature. Most of these approaches can be partitioned into one of two categories:

1. Formal systems designed with mathematical elegance as the primary motivation. Unfortunately, the designers of such systems usually pay little attention to pragmatic issues and the resulting systems are often of little practical use in proving actual (or even toy) programs correct.

2. Systems (or methodologies) designed with practical utility as the primary motivation. Papers in this category generally illustrate the proposed method by applying it to establish correctness for a number of example programs in an effort to convince the reader of the usefulness of the approach. Unfortunately, such systems often lack the underlying mathematical framework necessary to provide a clear-cut characterization of their range of applicability (i.e., to what class of concurrent programs does the method apply). Moreover, in some of these systems even the underlying specification language (or formalism) lacks a syntax and semantics that is mathematically well-defined. In such cases it is out of the question to consider formal justifications of the methods' adequacy and utility (e.g., soundness, deductive completeness, expressive completeness, etc.).

We would argue that our model checking approach transcends this dichotomy, and enjoys many of the best features of both categories. From a formal standpoint, the model checking approach exhibits a certain elegance: the method is applicable to a well-defined class of concurrent programs, the finite state programs. The specification language, (an appropriately chosen, particular system of) propositional temporal logic has a precise syntax and rigorously well-defined semantics. Over finite state concurrent programs, our model checking algorithm trivially ensures that the proof method is sound and complete.

Empirical evidence demonstrates that model checking also has considerable potential as a practical verification tool. In particular, the model checking method as described in [CES83] has actually been implemented. The implemented EMC (Extended Model Checker) system described there has been used to mechanically verify the correctness of, e.g., the mutual exclusion example program previously proved correct by hand in [OL82]. It has also been successfully applied to the verification
of VLSI circuits. In [CM83] it is described how the EMC system was used to detect an error in a circuit from Mead and Conway's VLSI text ([MC80]) and also to verify that an amended circuit was correct. Finally, we point out that the large size of the state graph encountered in certain applications need not present an insurmountable obstacle. For example, methods based on graph reachability analysis similar to our model checking algorithm have been successfully used to mechanically verify network protocols with large state spaces for European telecommunications companies ([OJ84]; cf. [AE83]). We believe that our model checking algorithm, because of its low complexity, may also be suitable for similar applications.

3. Syntax and Semantics of Temporal Logics

We inductively define a class of state formulae (true of false of states) which intuitively correspond to branching time logic and a class of path formulae (true or false of paths) which intuitively correspond to linear time logic:

S1. Any atomic proposition \( P \) is a state formula.
S2. If \( p, q \) are state formulae then so are \( p \land q, \neg p \).
S3. If \( p \) is a path formula then \( E \) \( p \) is a state formula.
P1. Any state formula \( p \) is a path formula.
P2. If \( p, q \) are path formulae then so are \( p \land q, \neg p \).
P3. If \( p, q \) are path formulae then so are \( X \) \( p \), \( (p \cup q) \).

Other connectives can be introduced as abbreviations in the usual way: \( p \lor q \) for \( \neg (\neg p \land \neg q) \), \( p \Rightarrow q \) for \( \neg p \lor q \), \( p \equiv q \) for \( (p \Rightarrow q) \land (q \Rightarrow p) \), \( Ap \) for \( \neg E \) \( p \), \( Fp \) for \( true \lor p \), \( Gp \) for \( \neg F \) \( \neg p \), \( \neg Fp \) for \( GFp \), and \( \neg F^{\infty} p \).

The length of a formula \( p \), denoted \( |p| \), is defined inductively as follows:

\[
|P| = 0 \text{ for atomic proposition } P \\
|p \land q| = 1 + |p| + |q| \text{ for state formulae (or path formulae) } p, q \\
|\neg p| = 1 + |p| \text{ for state formula (or path formula) } p \\
|E \! p| = 1 + |p| \text{ for path formula } p \\
|X \! p| = 1 + |p| \text{ for path formula } p \\
|p \cup q| = 1 + |p| + |q| \text{ for path formulae } p, q
\]

Thus, \( |p| \) corresponds to the number of internal nodes in the "syntax tree" for \( p \). Note that, if \( ||p|| \) denotes the number of symbols in \( p \) considered as a string in the obvious way, we have that \( |p| = \mathcal{A}(||p||) \).

The intuitive meanings of the formulae are as follows: \( p \land q \) indicates the conjunction of \( p \) and \( q \), \( p \lor q \) indicates the disjunction of \( p \) with \( q \), \( \neg p \) indicates the negation of \( p \), \( p \Rightarrow q \) means \( p \) implies \( q \), \( p \equiv q \) means \( p \) is equivalent to \( q \), \( E \! p \) means for some fullpath \( p \) holds, \( Ap \) means for all fullpaths \( p \) holds, \( X \! p \) indicates nexttime \( p \), \( p \cup q \) means \( q \) eventually holds and \( p \) holds continuously until
then, $\text{Fp}$ means $p$ holds at some future time, $\text{Gp}$ means that $p$ always holds, $\text{\infty Fp}$ means that $p$ is true infinitely often, and $\text{Gp}$ means that $p$ is true almost everywhere, i.e., at all but a finite number of times.

We formally define the semantics of a formula with respect to a structure $M = (S, R, L)$ where

$S$ is a nonempty set of states,
$R$ is a nonempty, total binary relation on $S$, and
$L$ is a labelling which assigns to each state a set
of atomic propositions true in the state

The size of a structure $M = (S, R, L)$, written $|M|$, is defined to be $|S| + |R|$, i.e., the sum of the number of states in $S$ and the number of transitions in $R$. A fullpath $(s_1, s_2, s_3, \ldots)$ is an infinite sequence of states such that $(s_i, s_{i+1}) \in R$ for all $i$. We write $M, s \models p$ $(M, x \models p)$ to mean that state formula $p$ (path formula $p$) is true in structure $M$ at state $s$ (of path $x$, respectively). When $M$ is understood, we write simply $s \models p$ $(x \models p)$. We define $\models$ inductively using the convention that $x = (s_0, s_1, s_2, \ldots)$ denotes a path and $x^i$ denotes the suffix path $(s_i, s_{i+1}, s_{i+2}, \ldots)$:

S1. $s \models P$ iff $P \in L(s)$ for any atomic proposition $P$
S2. $s \models p \land q$ iff $s \models p$ and $s \models q$
   $s \models \neg p$ iff not $(s \models p)$
S3. $s \models E p$ iff for some fullpath $x$ starting at $s$, $x \models p$
P1. $x \models p$ iff $s_0 \models p$ for any state formula $p$
P2. $x \models p \land q$ iff $x \models p$ and $x \models q$
   $x \models \neg p$ iff not $(x \models p)$
P3. $x \models X p$ iff $x^i \models p$
   $x \models (p \cup q)$ iff for some $i \geq 0$, $x^i \models q$ and
   for all $j \geq 0$, $[j \leq i$ implies $x^j \models p]$

We say that state formula $p$ is valid, and write $\models p$, if for every structure $M$ and every state $s$ in $M$, $M, s \models p$. We say that state formula $p$ is satisfiable if for some structure $M$ and some state $s$ in $M$, $M, s \models p$. In this case we also say that $M$ defines a model of $p$. We define validity and satisfiability similarly for path (i.e., linear time) formulae.

The set of path formulae generated by rules S1, P1, P2, and P3 (the set of "pure" path formulae which contain no path quantifiers $A$ or $E$) forms the usual language of linear time logic. The set of state formulae generated by all the above rules forms the language $\text{CTL}^*$. The language $\text{CTL}$ is the subset of $\text{CTL}^*$ where only a single linear time operator $(F, G, X$, or $U)$ can follow a path quantifier ($A$ or $E$). (cf. [EH82], [EH83])

We next define $\text{FCTL}$ (Fair $\text{CTL}$). An FCTL specification $(p_0, \Phi_0)$ consists of a functional assertion $p_0$, which is a state formula, and an underlying fairness assumption $\Phi_0$, which is a pure
The functional assertion $p_0$ is expressed in essentially CTL syntax with basic modalities of the form either $A_\phi$ ("for all fair paths") or $E_\phi$ ("for some fair path") followed by one of the linear time operators F, G, X, or U. We subscript the path quantifiers with the symbol $\phi$ to emphasize that they range over paths meeting the fairness constraint $\Phi_0$, and to syntactically distinguish FCTL from CTL. A fairness constraint $\Phi_0$ is a boolean combination of the infinitary linear time operators $\bigcirc p$ ("infinitely often $p$") and $\Diamond p$ ("almost always $p$"), applied to propositional arguments. We can then view a subformula such as $A_\phi F p$ of functional assertion $p_0$ as an abbreviation for the CTL* formula $A[\Phi_0 \Rightarrow F p]$. Similarly, $E_\phi G p$ abbreviates $E[\Phi_0 \land G p]$. Note that all path quantifiers in the functional assertion are relativized to the same (single) underlying fairness constraint $\Phi_0$. If we were to expand the abbreviations for $E_\phi$ and $A_\phi$ in a functional assertion, the resulting CTL* formula might be rather unwieldy due to the need to repeatedly write down multiple copies of the actual fairness formula $\Phi_0$. Thus, when we mention the length of $p_0$, we refer to the unexpanded formula.

Formally, we define the class of FCTL functional assertions as follows:

**FA1.** Any atomic proposition $P$ is a functional assertion.

**FA2.** If $p$, $q$ are functional assertions then so are $\neg p$, and $(p \land q)$.

**FA3.** If $p$, $q$ are functional assertions then so are $E\phi \cdot X p$, $E\phi \cdot [p \cup q]$, and $E\phi \cdot \neg (p \cup q)$.

A propositional formula is one formed by rules FA1, FA2 above. A fairness constraint is then formed by the following rules:

**FC1.** If $p$, $q$ are propositional formulæ then $\bigcirc p$ is a fairness constraint.

**FC2.** If $p$, $q$ are fairness constraints then so are $\neg p$, and $(p \land q)$.

We can then write $A_\phi \cdot X p$ for $\neg E_\phi \cdot \neg p$, $E_\phi \cdot F p$ for $E_\phi [true \cup p]$, $A_\phi \cdot G p$ for $\neg E_\phi \cdot \neg p$, $A_\phi \cdot [p \cup q]$ for $\neg E_\phi \cdot \neg (p \cup q)$, $A_\phi \cdot F p$ for $A_\phi [true \cup p]$, and $E_\phi \cdot G p$ for $\neg A_\phi \cdot \neg p$.

We now define the semantics of an FCTL specification $(p_0, \Phi_0)$. The fairness constraint $\Phi_0$ is a CTL* path formula, in a restricted syntax specialized to describing fairness properties, so that $M, x \models \Phi_0$ is defined by the rules S1,P1,P2,P3. The functional assertion $p_0$ is an abbreviation for a CTL* state formula $p_0^t$ obtained by expanding the $E_\phi...$ abbreviations as $E[\Phi_0 \land ...]$. Technically, the translation (i.e., expansion) $t$ is defined as follows:

$P^t = P$ for any atomic proposition $P$

$(p \land q)^t = p^t \land q^t$ for functional assertions $p$, $q$

$(\neg p)^t = \neg p^t$ for functional assertion $p$

$(E_\phi(\psi(p,q)))^t = E[\Phi_0 \land \psi(p^t,q^t)]$ where $p,q$ are sub-functional assertions and $\psi(p,q)$ denotes one of $X p$, $(p \cup q)$, or $\neg (p \cup q)$.
We write $M, s \preceq_{\phi_0} p_0$ for $M, s \preceq p_0$ which means that functional assertion $p_0$ is true at state $s$ of structure $M$ under fairness assumption $\phi_0$. We say that fullpath $x$ is a *fair path* in structure $M$ under fairness assumption $\phi_0$ if $M, x \preceq_{\phi_0}$ holds. A state $s_0$ is a *fair state* iff starting at $s_0$ there is some fair path. A directed cycle $(s_0, s_1, \ldots, s_k, s_0)$ in structure $M$ is a *fair cycle* if the fullpath $(s_0, s_1, \ldots, s_k, s_0, s_1, \ldots, s_k, s_0, s_1, \ldots, s_k, \ldots)$ obtained by unwinding the cycle is a fair path. A substructure $C$ of $M$ is called a *fair component* if $C$ is a total, strongly connected component of $M$ which contains some fair path.

We can also define a Generalized Fair Computation Tree Logic (GFCTL) where each path quantifier $A$ or $E$ is associated with a (possibly) different fairness specification $\phi_1$. Moreover, the arguments to the $\bar{F}$ and $G$ operators can be generalized to be arbitrary GFCTL subformulae.

Formally, we define GFCTL as the set of state formulae generated by rules S1-S3 above together with the set of path formulae generated by rules GF1-2, GP1 below:

**GF1.** If $p$ is a state formula then $\bar{F} p$ is a fairness formula.
**GF2.** If $\phi_1, \phi_2$ are fairness formulae then so are $\phi_1 \land \phi_2$ and $\neg \phi_1$.

**GP1.** If $\phi_1$ is a fairness formula and $p, q$ are state formula then each of $[\phi_1 \land X p], [\phi_1 \land (p U q)], [\phi_1 \land \neg (p U q)]$ is a path formula.

We can then write $A[\phi_1 \Rightarrow X p]$ for $\neg E[\phi_1 \land X \neg p], A[\phi_1 \Rightarrow (p U q)]$ for $\neg E[\phi_1 \land \neg (p U q)],$ etc.

Since each GFCTL formula is also a CTL* formula, GFCTL inherits its semantics directly from the rules for CTL*. As we shall see in Section 7, the model checking algorithm for FCTL can be extended to GFCTL.

### 4. Model Checking for Fair Computation Tree Logic

The *Model Checking Problem for FCTL (FMCP)* is: Given a structure $M=(S, R, L)$, and an FCTL specification $(p_0, \phi_0)$, determine for each state $s \in S$ whether $M, s \preceq_{\phi_0} p_0$. The *Fair State Problem* (FSP) is: Given a structure $M=(S, R, L)$, and a fairness constraint $\phi_0$, determine for each state $s \in S$ whether there is a fullpath $x$ in $M$ starting at $s$ such that $M, x \preceq \phi_0$.

#### 4.1. Reduction of FMCP to FSP.

Since the FSP condition is equivalent to $M, s \preceq_{\phi_0} E_{\phi_0} X_{true}$, FSP may be viewed as a special case of FMCP. However, we can generalize a method in [CES83] to reduce FMCP to FSP. The reduction yields an algorithm for FMCP that runs in time linear in the size of the input functional assertion and the time to solve FSP. The reduction exploits

**Observation 4.1.** Any fairness constraint $\phi_0$ built up from $\bar{F}$ or $G$ is "oblivious" to the addition or deletion of finite prefixes, i.e. if $x$ is a fullpath and $y$ is a fullpath obtained by appending a
finite prefix to \( x \) or by deleting a finite prefix of \( x \), then \( M, x \models \phi_0 \) iff \( M, y \models \phi_0 \).

We thus get the following:

**Proposition 4.2.** Let \( M \) be a structure, \( \phi_0 \) a fairness constraint, and \( p^t \) denote the expansion of functional assertion \( p \) by substituting \( E[\phi_0 \land ...] \) for \( E[\phi_... \) as in the definition of FCTL. Then we have the following equivalences:

1. \( M, s_0 \models_{\phi_0} E_{\phi_0} Xp \) iff \( M, s_0 \models EX(E_{\phi_0} \land p^t) \) iff \( \exists s_1 \in S \) \( (s_0, s_1) \in R \) and \( M, s_1 \models_{\phi_0} (p \land E_{\phi_0} Xtrue) \)
2. \( M, s_0 \models_{\phi_0} E_{\phi_0}[p U q] \) iff \( M, s \models E[p^t U (q^t \land E_{\phi_0})] \) iff \( \exists k \geq 0 \exists \) a finite path \((s_0,...,s_k)\) in \( M \) such that \( M, s_k \models_{\phi_0} (q \land E_{\phi_0} Xtrue) \) and \( \forall i, \) if \( 0 \leq i < k \) then \( M, s_i \models_{\phi_0} p \)
3. \( M, s \models_{\phi_0} E_{\phi_0} [\neg(p U q)] \) iff \( M, s \models_{\phi_0} (E_{\phi_0}(\neg q U (\neg p \land \neg q)) \lor E_{\phi_0}(\neg q)) \)

**Proof.** See Appendix.

The reduction algorithm, AFMCP, is shown in Figure 1. The algorithm operates in stages, doing stage \( 1 \), stage \( 2,... \) etc. In stage \( i \), it computes the truth value at all states in \( M \) for subformulae of length \( i \) using the truth values of shorter subformulae which were computed in previous stages. We assume that AFMCP calls AFSP which is an algorithm for FSP that runs in time \( T_A(M,\phi_0) \).

**Proposition 4.3.** Algorithm AFMCP correctly solves FMCP by correctly labeling each state \( s \) of the input structure \( M \) with the set of subformulae of \( p_0 \) true at \( s \), and runs in time \( O(|p_0| \cdot \max(|M|, T_A(M,\phi_0))) \).

**Proof.** To establish correctness, we argue by induction on \( i \) that by the end of stage \( i \),

\((*)\) \( \forall f \in SF(p_0) \forall s \in S \) if \( |f| \leq i \) then \( (f \in L(s) \iff M, s \models_{\phi_0} f) \).

The basis case \( i = 0 \) holds because the formulae of length 0 are the atomic propositions which are already correctly labelled by the definition of a structure. We assume that \((*)\) holds for all \( j < i \), and argue that \((*)\) holds for \( i \) as well. The argument proceeds in cases based on the structure of \( f \).

For \( f = \neg p \), by induction hypothesis we know that for each state \( s \), \( L(s) \) contains \( p \) iff \( p \) is true at \( s \); hence, we add \( \neg p \) iff \( p \) is absent. Similarly, for \( f = p \land q \), we add \( p \land q \) to the label exactly when \( p \) and \( q \) are already present.

For \( f = E_{\phi}(Xp) \), we add \( E_{\phi_0}Xp \) to \( L(s) \) iff there is an R-successor \( t \) of \( s \) with \( E_{\phi_0}Xtrue, p \in L(t) \) as required by equivalence (1) of Proposition 4.2 above.

For \( f = E_{\phi}(p U q) \) we use equivalence (2) of Proposition 4.2. We first compute in EU the set of all states already labelled with \( q \) and \( E_{\phi_0}Xtrue \). Each of these states satisfies \( q \), by induction hypothesis, and is the start state of a fair path. Each obviously satisfies \( E_{\phi}(p U q) \) which is added to
the state's label. We then use the while loop to compute the states to which the \( E_{q}(p \cup q) \) label should be propagated. In general, \( EU = \) the set of states already labelled with \( E_{q}(p \cup q) \) for which we have not yet propagated \( E_{q}(p \cup q) \) to its predecessors. We remove a state \( t \) from \( EU \), and for each \( R \)-predecessor \( s \) of \( t \) such that \( p \in \text{label}(s) \), and \( E_{q}(p \cup q) \notin L(s) \) already, we add \( E_{q}(p \cup q) \) to \( L(s) \) and \( s \) to \( EU \). Plainly, each state thus labelled with \( E_{q}(p \cup q) \) satisfies \( E_{q}(p \cup q) \).

Conversely, if \( s_{0} \) satisfies \( E_{q}(p \cup q) \) then there is a fullpath \( (s_{0}, s_{1}, s_{2}, \ldots) \) and a least \( k \geq 0 \) such that for each \( j, 0 \leq j < k \), \( p \) holds of \( s_{j} \) and \( q, \neg E_{q} \text{X}_{i}(\text{true}) \) hold at \( s_{k} \). Thus \( s_{k} \) will be put in \( EU \) initially and labelled with \( E_{q}(p \cup q) \), and if \( k > 0 \), each of \( s_{k-1}, \ldots, s_{0} \) will be added to \( EU \) and labelled with \( E_{q}(p \cup q) \) subsequently by the while loop.

For \( f = E_{q} \neg p \cup q \), the algorithm exploits equivalence (3) above: \( E_{q} \neg p \cup q \equiv E_{q} \neg q \cup \neg p \land \neg q \lor E_{q} G \neg q \). By induction hypothesis, the states are already labelled appropriately with \( p \) and \( q \). This labelling is extended to \( \neg p \), \( \neg q \), and \( \neg p \land \neg q \). Then we check for \( E_{q} \neg q \cup \neg p \land \neg q \) using statement 3.5. To check for \( E_{q} G \neg q \), we let \( M' \) be the substructure of \( M \) obtained by deleting all states where \( q \) holds. Then \( E_{q} G \neg q \) holds at a state \( s \) iff there is a finite path from \( s \) to a fair state \( t \) in \( M' \). Detection of fair states is done by the algorithm AFSP.

We now analyze the complexity of AFMCP. Step 1 takes time \( T_{A}(M, \phi_{0}) \) while step 2 takes time \( O(|M|) \). Now, step 3 is a for loop which is executed \( |SF(p_{0})| = O(|p_{0}|) \) times. Its body is a case statement. It is easy to see that cases 3.1-3.4 use time \( O(|M|) \). Case 3.5 for \( f = E_{q} p \cup q \) also require time \( O(|M|) \). To see this, first observe that to initialize \( EU \) requires time \( O(|S|) \). The while loop which propagates \( E_{q} p \cup q \) can be executed at most \( |S| \) times since a given state \( t \) can be removed from \( EU \) at most once. The time to process \( t \) exclusive of the time to examine all of its \( R \)-predecessors \( s \) is constant. Since each arc \((s, t)\) is examined only once, the total time spent examining predecessors \( s \) for all \( t \) is \( O(|R|) \), and the total time spent in the while loop is \( O(|S|) + O(|R|) = O(|M|) \). Finally, in case 3.6 for \( f = E_{q} \neg q \), checking for \( E_{q} \neg q \cup \neg p \land \neg q \) requires time \( O(|M|) \). To check for \( E_{q} G \neg q \), the call to AFSP requires time \( T_{A}(M', \phi_{0}) \leq T_{A}(M, \phi_{0}) \). The total time for case 3.6 is therefore \( O(|M|) + T_{A}(M, \phi_{0}) \), and the time for the case statement is \( O(|M|, T_{A}(M, \phi_{0})) \). Thus step 3 requires time \( O(|p_{0}|, \max(|M|, T_{A}(M, \phi_{0}))) \), as does the entire algorithm.

4.2. Efficient Algorithm for Fair State Problem. We will now develop an efficient algorithm for FSP when \( \phi_{0} \) is in the (restricted) canonical form \( \phi_{0} = \bigwedge_{i=1}^{n} (F p_{i} \vee G q_{i}) \). As shown in the next subsection this will actually yield an efficient algorithm for FSP (and hence FMCP) when \( \phi_{0} \) is in the (full) canonical form \( \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n} (F p_{ij} \vee G q_{ij}) \).

The first step is detection of fair components. Given a total, strongly connected structure
C=(S, R, L), where S is finite, and a fairness constraint \( \phi_0 = \bigwedge_{i=1}^{\infty} (\overline{Fp_i} \lor \overline{Gq_i}) \), we check if C is fair w.r.t. \( \phi_0 \) as follows: if there is a fullpath in C satisfying all the \( Fp_i \) then C is fair; otherwise, there is some \( p_j \) which is never true at any state in C. In this case C is fair iff the substructure obtained from C by deleting all states which do not satisfy \( q_j \) contains a component that is fair w.r.t. the fairness constraint resulting from deleting the \( j^{th} \) conjunct of \( \phi_0 \). The algorithm AFC described in Figure 2 is a recursive implementation of this idea. (Note: The strongly connected components of a directed graph can be found in time linear in the size (number of nodes + number of arcs) of the graph. See [TA72].)

**Proposition 4.4.** Given a strongly connected structure C=(S, R, L) where S is finite, and a fairness constraint \( \phi_0 = \bigwedge_{i=1}^{\infty} (\overline{Fp_i} \lor \overline{Gq_i}) \), the algorithm AFC decides whether C is a fair component w.r.t. \( \phi_0 \) in time \( O(|C| \cdot |\phi_0|^2) \).

**proof.** We argue by induction on the number of the conjuncts \( k \) in \( \phi_0 \) that C is a fair component w.r.t. \( \phi_0 \) iff the recursive function \( AFC(C, \phi_0) \) returns true.

**Basis:** \( k=0, \phi_0=true \), and the program AFC returns true immediately. Hence the hypothesis holds. (Note that any total, strongly connected component is fair w.r.t. \( true \).)

**Induction step:** We assume the induction hypothesis for \( k<n \), and prove it for \( k=n \) as follows:

[Only if part:] If AFC returns true, then it must do so either at statement (6) or statement (8).

Case 1: AFC returns true at statement (6). By induction hypothesis, at least one of the total, strongly connected components in \( C' \) is fair w.r.t. \( \phi_0' \), call it D. Since D is contained in \( C' \) and every state of \( C' \) satisfies \( q_i \), every path in D satisfies \( \overline{Gq_i} \). Hence D is also a fair component w.r.t. to \( \phi_0 \). Hence C itself is a fair component w.r.t. to \( \phi_0 \).

Case 2: AFC returns true at statement (8). In this case, some state in C satisfies \( p_i \ \forall i \in [1,n] \). Hence any cycle in C which includes all states of C defines a fair path w.r.t. \( \phi_0 \) (because C is strongly connected, there exists at least one such cycle). Let x be one such cycle; it's obvious that M, x \( \models \phi_0 \). Hence C is a fair component.

[If part:] Assume that C is a fair component, we prove that AFC will return true either at statement (6) or at statement (8). (The following argument is essentially the reverse of the previous proof.)

Case 1: \( \forall i \in [1,n] [\exists s \in S(C, s \models_{\phi_0} p_i)] \). In this case the condition of statement (5) is always false. Hence the program will terminate at statement (8).

Case 2: \( \exists j \in [1,n] [\forall s \in S(\neg C, s \models_{\phi_0} p_j)] \). Let i be the smallest integer such that \( \forall s \in S(C, s \models_{\phi_0} \neg p_i) \). Since C is fair, C contains some fair cycle x w.r.t. \( \phi_0 \). Every state on x must satisfy \( q_i \). Hence x must be included in some total, strongly connected component D of C'. By induction hypothesis, AFC(D, \( \phi_0' \)) will return true, and so will AFC(C, \( \phi_0 \)).
To analyze the complexity, let $T(m,n,k)$ denote the complexity of AFC where $m=|C|$, $n=|\phi_0|$, and $k$= the number of of conjuncts of $\phi_0$. Let $X=\{D_1, \ldots, D_l\}$ be the set of total, strongly connected components of $C'$. If we let $d_i$ denote $|D_i|$, then $\sum_{i=1}^{l} d_i \leq |C'| \leq m$. Clearly, $T(m,n,0)=O(1)$ since the program AFC returns true immediately. Note that for any recursive call each statement in AFC can be executed at most $k$ times. Furthermore, the compound statement beginning at (5) can be executed at most once (because it always returns control to the caller). Hence we have the following recurrence relation:

$$T(m,n,k) \leq \sum_{i=1}^{k} O(m \cdot |p_i|) + \sum_{j=1}^{l} T(d_j \cdot |\phi_0'|,k-1)$$

$$\leq O(m \cdot n) + T(m,n,k-1)$$

$$\leq O(m \cdot n) + O(m \cdot n) + T(m,n,k-2)$$

$$\ldots$$

$$\leq O(m \cdot n) + O(m \cdot n) + \ldots + O(m \cdot n) \ [k \text{ times}]$$

$$\leq O(m \cdot n \cdot k)$$

Since $k$ is $O(n)$ we get that $T(m,n,k) = O(m \cdot n^2)$.

Proposition 4.5. The program AFSP(M, $\phi_0$) of Figure 3 is an algorithm for FSP of time complexity $O(|M| \cdot |\phi_0|^2)$.

Proof. The program initially computes the fair (w.r.t. $\phi_0$) components $C$ of the input structure M. By definition of fair component, each state $t$ in such a $C$ satisfies $E_{\phi} X_{true}$ and is added to $S'$. The program then determines which states $s$ can reach a state $t$ already satisfying $E_{\phi} X_{true}$. Each of these states $s$ also satisfies $E_{\phi} X_{true}$ and is added to $S'$. Thus every state placed in $S'$ satisfies $E_{\phi} X_{true}$. Conversely, if state $s_0$ satisfies $E_{\phi} X_{true}$ there exists some infinite fullpath $x = (s_0, \ldots, s_k, s_{k+1}, \ldots)$ such that every state $s_i, i \geq k$, appears infinitely often along $x$. Each of these states $s_i$ lie in the same total strongly connected component of $M$ which will be identified as a fair component. Thus each $s_i$ will be added to $S'$. Since, $s_0$ can reach $s_k$, the while loop will add $s_0$ to $S'$ as well. Thus, the program returns exactly the set of states $S'$ that satisfy $E_{\phi} X_{true}$.

The complexity bound follows from the complexity analysis of algorithm AFC. To see this, assume that $M=(S, R, L)$ contains l total, strongly connected components $C_1, C_2, \ldots, C_l$. Then each step of the for-loop requires time $|AFC(C_i, \phi_0)|+O(|C_i|)$ which is equal to $O(|C_i| \cdot |\phi_0|^2)$. Hence the for-
loop requires time \( O(|M| \cdot |\phi_0|^2) \). The while loop requires only \( O(|M|) \) time, so the whole algorithm takes only \( O(|M| \cdot |\phi_0|^2) \) time.

4.3. The Full Canonical Form. Using the equivalence \( E(p \lor q) \equiv E p \lor E q \), we see that an efficient algorithm for FSP can also be given when the fairness specification is in the full canonical form, \( \phi_0 = \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} (Gp_{ij} \lor Fq_{ij}) \). Since \( E \phi_0 = \bigvee_{i=1}^{n} E \bigwedge_{j=1}^{n_i} (Gp_{ij} \lor Fq_{ij}) \), to see if a state is fair w.r.t. \( \phi_0 \), it suffices to check if it is fair w.r.t. one of the disjuncts of \( \phi_0 \). We have thus established

Theorem 4.6. FMCP for input specification \((p_0, \phi_0)\) with 
\( \phi_0 = \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} (Gp_{ij} \lor Fq_{ij}) \) and for input structure \( M=(S, R, L) \), can be solved in time \( O(|p_0| \cdot |M| \cdot |\phi_0|^2) \). 

Proof. By the preceding remark AFSP can be used to solve FSP for \( \phi_0 \) in full canonical form in time \( T_A = O(|M| \cdot |\phi_0|^2) \). Then AFMCP solves FMCP in time \( O(|p_0| \cdot \max(|M|, T_A)) = O(|p_0| \cdot |M| \cdot |\phi_0|^2) \). \( \square \)

Note that any arbitrary \( \phi_0 \) can be placed in canonical form by first putting it in Disjunctive Normal Form (which can cause an exponential blowup) and then "padding" with \( \neg F \) or \( \neg G \) as needed (which causes only a linear blowup): 
\( \forall \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} (Gp_{ij} \lor Fq_{ij}) \), which is in DNF, is changed, exploiting the equivalence \( G^{\prime} \land G^{\prime} \equiv G(p^{\prime} \land p^{\prime}) \), into \( \forall \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} (Gp_{ij} \land \neg Gq_{ij}) \), where \( q_i = \bigwedge_{k=1}^{m_i} q_{ik} \). This is padded to get 
\( \forall \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} (Gp_{ij} \lor Fq_{ij}) \land (\neg Gfalse \lor \neg Gq_{ij}) \). However, many "practical" fairness specifications, as in the next section, can be massaged into canonical form with only a linear blowup.

4.4. Complexity of The General Case. We show, in this subsection, that FSP (and hence also FMCP) is NP-complete for general fairness specification \( \phi_0 \).

Theorem 4.7. FSP is NP-complete.

Proof. [NP-hardness:] We will reduce 3-SAT to FSP, with fairness constraint of the form 
\( \forall \bigwedge_{i=1}^{n} (G^{\neg p_i} \lor G^{\neg q_i}) \). Given a formula \( g \) in 3-CNF with \( n \) variables and \( m \) factors, we show how to construct, in polynomial time, a structure \( M=(S, R, L) \) with a designated state \( s \in S \), and a fairness constraint \( \phi_0 \) such that there is a path \( z \) in \( M \) starting from \( s \) and \( M, z \models \phi_0 \) iff \( g \) is satisfiable.

Let \( x_1, x_2, \ldots, x_n \) and \( C_1, C_2, \ldots, C_m \) be the variables and factors of \( g \) (ie. \( g = \bigwedge_{i=1}^{m} C_i \)), where \( C_i = l_1 \cup l_2 \lor l_3 \) for \( 1 \leq i \leq m \), and \( l_{ij} = x_k \) or \( \neg x_k \) for some \( k \in [1, n] \). Take \( AP = \{ p_1, p_2, \ldots, p_n, q_1, q_2, \ldots, q_n \} \) as the underlying set of atomic propositions. Construct a structure \( M=(S, R, L) \) as shown in Figure 4. Formally, we let

\[ S = \{ s, t \} \cup \{ v_{ij} : 1 \leq i \leq m, 1 \leq j \leq 3 \} \]

\[ R = \{ (s, v_{1j}) : 1 \leq j \leq 3 \} \]
\[ \{ (v_{ij}, v_{i+1,k}) : 1 \leq i \leq m-1 \text{ and } 1 \leq j, k \leq 3 \} \]
\[ \cup \{ (v_{mj,t}) : 1 \leq j \leq 3 \} \cup \{(t, s)\} \]
\[ L(v_{ij}) = \{ p_k \} \quad \text{if } l_{ij} = x_k \]
\[ = \{ q_k \} \quad \text{if } l_{ij} = \neg x_k \]
\[ L(s) = L(t) = \emptyset \]
Let \[ \phi_0 = \bigwedge_{i=1}^{\infty} (G \neg p_i \lor G \neg q_i). \]

It is quite clear that the above construction can be done in polynomial time. We claim that \( g \) is satisfiable iff there is some path \( z \) in \( M \) starting from \( s \) such that \( M, z \triangleright \phi_0 \). Proof of the claim is given in the appendix.

[Membership]: It has already been shown in [SC85] that the model checking problem for linear time temporal logic with F, and G operators can be solved in NP time, Hence FSP is in NP.

Remark: In [SC85] it was shown that, in effect, FSP for \( \phi_0 \) any arbitrary linear time formula over F, G is NP-complete. For FSP with \( \phi_0 \) of the type we construct, membership in NP follows since our language of fairness constraints may be viewed as a sublanguage of linear time logic by the equivalences \( \overline{F}p \equiv GFp \) and \( Gp \equiv FGp \). But NP-hardness for \( \phi_0 \) of our type does not follow from the proof in [SC85]. That proof involved a different reduction to a formula \( Fp_1 \land \ldots \land Fp_n \). Because \( Fp \) is not expressible in our \( \phi_0 \) language, such an argument cannot be applied. Since our \( \phi_0 \) language has more restricted syntax, its decision problem might be easier. Our NP-hardness argument shows that this is not the case.

**Corollary 4.8.** FMCP is NP-complete.

**Proof.** Since FSP is a special case of FMCP, NP-hardness follows directly from Theorem 4.7, and NP-membership follows from Proposition 4.3 and Theorem 4.7.

5. Applications

5.1. Fairness Notions. We can succinctly express the following fairness notions in our canonical form (using a liberal interpretation of the meanings of atomic propositions):

1. **Impartiality ([LPS81]):** An infinite computation sequence is impartial iff every process is executed infinitely often during the computation. This notion can be expressed as \( \bigwedge_{i=1}^{\infty} (F \text{executed}_i) \), where \( \text{executed}_i \) is a proposition which asserts that process \( i \) is being executed.

2. **Weak Fairness ([LA80])** (also known as *justice* [LPS81]): An infinite computation sequence is weakly fair iff every process enabled almost everywhere is executed infinitely often. The following FCTL formulae express weak fairness: \( \bigwedge_{i=1}^{\infty} (Genabled_i \Rightarrow F \text{executed}_i) \equiv \bigwedge_{i=1}^{\infty} (F (\neg \text{enabled}_i \lor \text{executed}_i)) \)

3. **Strong Fairness ([LA80])** (called simply *fairness* in [LPS81]): An infinite computation se-
quence is \textit{strongly fair} iff every process enabled infinitely often is executed infinitely often. This notion of fairness can be expressed using the following FCTL formula: 
\[ \bigwedge_{i=1}^{n} (F_{\text{enabled}}_i \Rightarrow F_{\text{executed}}_i) \]

\[ \equiv \bigwedge_{i=1}^{n} (G_{\text{enabled}}_i \lor F_{\text{executed}}_i) \]

4. \textit{Generalized Fairness ([FK84])}: Note that we can replace the propositions \( F_{\text{executed}}_i \) and \( F_{\text{enabled}}_i \) by any ordinary propositions so that we can reason not only about, say, strong fairness \( \text{w.r.t.} \) process enabling and execution but also strong fairness \( \text{w.r.t.} \) the occurrence of any propositional properties. This is the idea behind \textit{generalized fairness}. Let \( \mathcal{F} = ((P_1, Q_1), (P_2, Q_2), \ldots, (P_k, Q_k)) \) be a finite list of pairs of propositions (where we think of each proposition as representing an arbitrary state or transition property). Then we can express that a computation is \textit{unconditionally} \( \mathcal{F} \)-\textit{fair} by \( \bigwedge_{i=1}^{k} F_{Q_i} \), \textit{weakly} \( \mathcal{F} \)-\textit{fair} by \( \bigwedge_{i=1}^{k} (G_{P_i} \Rightarrow \bigwedge_{i=1}^{k} F_{Q_i}) \), and \textit{strongly} \( \mathcal{F} \)-\textit{fair} by \( \bigwedge_{i=1}^{k} (G_{P_i} \Rightarrow \bigwedge_{i=1}^{k} F_{Q_i}) \).

In the sequel, let \( M=(S,R,L) \) be a structure, \( s \) a state in \( S \) with successors \( t_1, \ldots, t_n \), and \( x=(s_0, s_1, s_2, \ldots) \) be a full computation path in \( M \).

5. \textit{State Fairness ([PN83])} (also called \textit{fair choice from states} [QS82]): We say that an infinite computation \( x \) is \textit{state fair for state} \( s \) provided that if \( s \) appears infinitely often along \( x \), then every transition \((s,t)\) in \( M \) out of \( s \) also appears infinitely often along \( x \). We say that \( x \) is \textit{state fair} iff it is state fair for all \( s \) in \( M \). Using a suggestive interpretation of atomic propositions, we can express state fairness in canonical form. Considering the structure \( M \) as finite state concurrent system, an arc \((s,t)\) along a computation \( x \) in \( M \) may be viewed as a computation step which takes the system from state \( s \) to state \( t \). Let \( \text{at}(s) \) denote that the system is at state \( s \), and \( \text{in}(s,t) \) denote that the system is performing a transition from state \( s \) to state \( t \). Thus we can express state-fairness for \( s \) in \( M \) as \( \bigwedge_{(s,t) \in R} ((\text{Fat}(s) \Rightarrow \text{in}(s,t)). \)

6. \textit{*Limited Looping* Fairness ([AB80])}: We say that fullpath \( x \) is \textit{limited looping fair for state} \( s \) provided that if \( s \) occurs infinitely often along \( x \) then each state \( t \) accessible from \( s \) in \( M \) also occurs infinitely often along \( x \). We say that \( x \) is \textit{limited looping fair} iff \( x \) is limited looping fair for all states \( s \) in \( M \). Let \( \text{r}(s) \) denote the set of all states \( t \) reachable from \( s \) in \( M \). Then a computation is limited looping fair for \( s \) iff \( \bigwedge_{t \in \text{r}(s)} (\text{Fat}(s) \Rightarrow \text{Fat}(t)) \) holds along it. Similarly, \( \bigwedge_{(s,t) \in R} ((\text{Fat}(s) \Rightarrow \text{Fat}(t))) \) means limited looping fair.

7. \textit{Fair reachability of predicate} \( P \) ([QS82]): We say that a computation \( x \) is \textit{fair w.r.t. reachability of predicate} \( P \) provided that if there are infinitely many states \( s \) occurring along \( x \) from which a state satisfying proposition \( P \) is reachable, then there are infinitely many states \( t \) along \( x \)
which themselves satisfy $P$. This can be formulated as $\forall FEP \Rightarrow \exists P$.\footnote{Here EFP is a formula of ordinary CTL. Technically speaking, it is not a propositional formula, but it is straightforward to extend our method to allow it as a "primitive argument" in fairness specifications; simply compute all states from which $P$ is reachable and label them appropriately with EFP or \neg EFP, before applying the algorithm for FSP. Alternatively, this fairness specification can be directly expressed as a fairness formula of GFCTL. See section 7.}

It is worth pointing out that, despite the seeming complexity of the state fairness and limited looping fairness specifications, they exhibit several nice properties which simplify our model checking algorithm. In fact, we do not even have to explicitly express these fairness constraints, and can still do model checking correctly and efficiently.

**Proposition 5.1.** For any finite structure $M=(S,R,L)$, and for all states $s$ in $S$, there is a state fair (limited looping fair) path starting from $s$.

**Proof.** From each state $s$ there is a fullpath ending in a terminal strongly connected component with all the arcs (states, resp.) of the strongly connected component appearing infinitely often on the path. \hfill \Box

Due to proposition 5.1, FSP under the above two fairness notions becomes trivial. Furthermore, the model checking procedure for formulae of the form $A_\varphi Xp$, $E_\varphi Xp$, or $E_\varphi [pUq]$ reduce to exactly the same as the corresponding CTL formulae. To see how to do model checking for $A_\varphi [pUq]$, recall that $A_\varphi [pUq] \equiv \neg E_\varphi G(\neg q) \lor \neg E_\varphi [\neg q]U(\neg p \land \neg q)$. Hence we only have to describe how to check formulae of the form $E_\varphi Gr$. The key idea is that every state fair (limited looping fair) fullpath must end in a terminal strongly connected component (of the structure in question), and every state in the terminal component must occur infinitely often on the path. Therefore, a state $s$ satisfies $E_\varphi Gr$ iff there is a finite path starting from $s$ leading to a terminal strongly connected component such that all states involved satisfy proposition $r$. We thus have

**Theorem 5.2.** FMCP for input functional assertion $p_0$ with the fairness constraint $\varphi_0$ corresponding to state fairness (or limited looping fairness) and input structure $M$, can be solved in time $O(|p_0||M|)$. \hfill \Box

We should also point out that our method can be used to perform model checking for the probabilistic branching temporal logic PTL$_f$ of [HS84] interpreted over finite Markov chains. The syntax of PTL$_f$ is very similar to FCTL but an assertion such as $A_\varphi Fp$ means intuitively that $p$ will eventually hold with probability one. We can define a simple translation from PTL$_f$ into FCTL such that a PTL$_f$ formula holds in a finite Markov chain iff the corresponding FCTL formula holds in the
chain viewed as a structure, provided that the underlying fairness assumption is state fairness.

**Remark:** There was a technical fine point glossed over in our rendering of the fairness properties above. Whereas the enabling condition for performing a step of process i is properly viewed as a predicate on states (i.e., states), the actual execution of the step is more naturally modeled as a transition (i.e., traversal of an arc). To allow a precise differentiation between execution of transition actions and enabling of state conditions, we can extend the semantics of FCTL so that a structure \( M = (S, A_1, A_2, \ldots, A_p, L) \) where each \( A_i \subseteq S \times S \) represents (the atomic actions of) process \( i \), and where we think of each each arc \((s_1, s_2) \in A_i \cup \ldots \cup A_p\) as being labeled with the set \( \{ (s_1, s_2) \in A_i \} \) of processes which can cause a transition from state \( s_1 \) to state \( s_2 \). We can now extend the fairness specifications to allow atomic arc assertions: \( \text{executed}_i \) hold at \((s_1, s_2)\) iff \((s_1, s_2) \in A_i\). The fairness specifications such as \( \bigwedge_{i=1}^{\infty} \text{enabled}_i \Rightarrow \bigwedge_{i=1}^{\infty} \text{executed}_i \) can be given a rigorous definition. It is straightforward to formalize this approach and to extend our efficient model checking algorithm to the extended semantics, but the details are tedious. Alternatively, we can encode the extended semantics with arc labels into the original semantic framework of only having state labels through "duplication" of states as is done in [PN77].

5.2. Example: Mutual Exclusion Problem. We illustrate our efficient model checking algorithm by considering a solution to the mutual exclusion problem for two processes \( P_1 \) and \( P_2 \). In the solution each process is always in exactly one of the three code regions: \( N_i \), the Noncritical region, \( T_i \), the Trying region, and \( C_i \), the Critical region. A global state transition graph is given in Figure 5 (a). Note that we only record transitions between different regions of code; internal moves within the same region are not considered.

To establish absence of starvation, we must show that \( T_1 \Rightarrow A_{\phi}FC_1 \) for each process \( i \). Note that this solution is not starvation free under an unfair scheduler, nor is it starvation free under weak fairness. For example, the infinite execution sequence \( x = (s_0, s_1, s_4, s_7, s_1, s_4, s_7, \ldots) \) is a weakly fair path but along this path process 1 never enters its critical region even though it is almost always in its trying region. However, we will show that the solution is indeed starvation free under the strong fairness assumption \( \phi_0 = (F\text{enabled}_1 = F\text{executed}_1) \land (F\text{enabled}_2 = F\text{executed}_2) \). Without loss of generality, we only consider the starvation free property for process 1: \( p_0 = A_{\phi}G(\neg T_1 \lor A_{\phi}FC_1) \). The states of the global transition graph will be labeled with subformulæ of \( p_0 \) during execution of model checking algorithm. On termination every state will be labeled with \( \neg T_1 \lor A_{\phi}FC_1 \), as shown in Figure 5 (b). Thus we can conclude that \( s_0 \models_{\phi_0} p_0 \). It follows that process 1 cannot be prevented from entering its critical region once it has entered its trying region.
6. Model Checking for Full Branching Time Logic

The Branching Time Logic Model Checking Problem (BMCP) formulated for CTL* is: Given a finite structure $M = (S, R, L)$ and a CTL* formula $p$, determine for each state $s$ in $S$ whether $M, s \models p$ and, if so, label $s$ with $p$. The Model Checking Problem for linear time logic (LMCP) can be similarly formulated as follows (cf. [SC85]): We are given a finite structure $M = (S, R, L)$ and a formula $p$ of ordinary linear temporal logic over $F, G, X$, and $U$. Formally, $p$ is a path formula generated by rules $S1, P1, P2, P3$ in the previous section (so that it contains no path quantifiers $A$ or $E$). Then determine for each state in $S$, whether there is a fullpath satisfying $p$ starting at $s$, and, if so, label $s$ with $Ep$.

Remarks: (1) Note that the [LP85] algorithm can be trivially modified to do this.

(2) This definition of LMCP may not, at first glance, correspond to how one thinks it should be formulated because most proponents of linear time logic observe the convention that linear time formula $p$ is true of a structure (representing a concurrent program) iff it is true of all paths in the structure. Please note, however, that $p$ is true of all paths in the structure iff $Ap$ holds at all states of the structure. Since $Ap \equiv \neg E-p$, by solving our formulation of LMCP and then scanning all states to check whether $Ap$ holds, we get a solution to the "alternative" formulation.

(3) Also, observe that FSP may be viewed as a special case of LMCP, and FMCP as a special case of BMCP.

Despite the superficially plausible intuition that handling, e.g., nested, alternating path quantifiers would make BMCP more difficult than LMCP, that is not the case.

Definition 6.1. Let $\mathcal{R}$ denote the set of nonnegative real numbers. An $n$-ary function $f: \mathcal{R}^n \rightarrow \mathcal{R}$ is superadditive in its $i^{th}$ argument provided that $f(x_1, \ldots, x_{i-1}, a+b, x_{i+1}, \ldots, x_n) \geq f(x_1, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_n) + f(x_1, \ldots, x_{i-1}, b, x_{i+1}, \ldots, x_n)$, for all $a, b \in \mathcal{R}$. $f$ is superadditive iff it is superadditive in all of its arguments.

Proposition 6.2. A differentiable function $f: \mathcal{R} \rightarrow \mathcal{R}$ is superadditive iff its derivative $f'$ is nondecreasing.

proof: If $f'$ is nondecreasing, then for all $a, b$ in $\mathcal{R}$ we have: $f(a+b) - [f(a) + f(b)] = \int_0^a f'(x)dx - \int_0^b f'(x)dx = \int_a^b f'(x)dx = \int_0^{a+b} f'(x)dx - \int_0^bf'(x+\epsilon)dx = \int_0^b f'(x+a) - f'(x)dx \geq 0$. Hence, $f$ is superadditive.

Conversely, if $f$ is superadditive, then $f(x + \epsilon) \geq f(x) + f(\epsilon) \geq f(x)$, for all $\epsilon > 0$. By definition of derivative, $f'(x) = \lim_{\epsilon \rightarrow 0^+} [f(x + \epsilon) - f(x)]/\epsilon \geq 0$. Hence, $f'$ is nondecreasing. □

Corollary 6.3 Let $f(x_1, \ldots, x_n)$ be differentiable with respect to $x_i$. Then $f$ is superadditive in
\( x_i \) iff its partial derivative with respect to \( x_i \) is nondecreasing.

**Remark:** Intuitively, superadditivity of a complexity function requires that it take at least as long as to solve a large problem as it takes to solve both of two subproblems obtained by decomposing the original problem. Observe that any sum of positive coefficient polynomials or exponential functions is superadditive.

**Theorem 6.4.** Suppose we are given a model checking algorithm LMCA of superadditive complexity \( f(|M|,|p_0|) \) for the usual system of linear time logic. Then there is a model checking algorithm BMCA of complexity \( O(f(|M|,|p_0|)) \) for the corresponding full branching time logic CTL* which trivially subsumes the linear time logic in expressive power.

**proof.** The key point is that we can actually use LMCA to evaluate \( \text{Ep} \) for an arbitrary path formula \( p \), in particular for one which contains nested path quantifiers. To model check an arbitrary CTL* state formula \( p_0 \), we simply model check on each subformula by *recursive descent* based on the inductive definition of CTL* state formulae using LMCA as a subroutine to evaluate \( \text{Ep} \) formulae:

1. If \( p_0 \) is an atomic proposition \( P \), then there is nothing to do since the structure is already labelled correctly with the propositions true in each state.
2. If \( p_0 \) is a conjunction \( p \land q \) of two state formulae \( p,q \) then recursively model check for each of \( p \) and \( q \), then add \( p_0 \) to the label of each state whose label contains both \( p \) and \( q \).
3. If \( p_0 \) is a negation \( \neg p \) of a state formula \( p \), then recursively model check for \( p \). Add \( \neg p \) to the label of each state not containing \( p \).
4. If \( p_0 \) is of the form \( \text{Ep} \) where \( p \) is a path formula, then let \( E_1, \ldots, E_k \) be the list of all "top level" proper \( E \)-subformulae of \( p \) (i.e., each \( E_i \) is a subformula of \( \text{Ep} \), but is not a subformula of any subformula \( E_r \) of \( \text{Ep} \) where \( E_r \) is different from \( \text{Ep} \) and from \( E_i \)). If this list is empty then \( p \) is a "pure" linear time formula with no nested path quantifiers so call the linear time model checker LMCA for \( p \). Otherwise, for each \( E_i \) recursively call this state model checker. When all recursive calls have returned, each state \( s \) will be labelled with \( E_i \) as appropriate. Introduce a list of new, "fresh" atomic propositions \( Q_1, \ldots, Q_k \). Augment the labelling of each state \( s \) in the structure for each \( i \), with \( Q_i \) iff \( E_i \) holds at \( s \). Let \( p' \) be the path formula resulting from substituting each \( Q_i \) for its corresponding \( E_i \) in \( p \). Call the linear model checker LMCA for \( p' \). When it returns exactly those states at which \( \text{Ep}' \) holds will be labelled with \( \text{Ep}' \). Augment the labels of those states with \( \text{Ep} \).

We claim that if LMCA is of time complexity bounded by superadditive function \( f(|M|,|p_0|) \) then the recursive descent algorithm BMCA is of complexity \( O(f(|M|,|p_0|)) \). (In particular, the BMCP algorithm for CTL* resulting from the [LP84] algorithm for LMCP for ordinary linear temporal logic is of the same order of complexity.)

To establish this claim, first note that since \( f \) is superadditive in both arguments, we have that

\[
\begin{align*}
c_1 \cdot m \cdot n & \leq f(m,n) \quad \text{for some } c_1 > 0. \\
c_1 \cdot m & \leq f(m,1). \\
\end{align*}
\]

Also, note that (with appropriate data structures) we can install a formula in the label of a state in constant time \( c_2 \), for some \( c_2 > 0. \)
Hence, e.g., installing the \( \neg p \) formula in the label of each state already determined not to satisfy \( p \) can be done in time \( \leq c_2 |M| \). Take \( c = (c_1 + c_2)/c_1 + 1 \). Observe that \( c_2 |M| \leq ((c_1 + c_2)/c_1) c_1 |M| \leq c \cdot f(|M|, 1) \).

We will analyze the complexity of BMCA by charging the costs to two disjoint accounts. Let \( f''(|M|, |p_0|) \) be the cost of manipulating and installing the labels of the auxiliary propositions, and let \( f'(|M|, |p_0|) \) be the cost exclusive of manipulating these propositions. Since there are only \( O(|p_0|) \) auxiliary propositions, \( f''(|M|, |p_0|) = O(|M|, |p_0|) \leq c_3 f(|M|, |p_0|) \) for some constant \( c_3 > 0 \).

We will show, by induction on the structure of formula \( p_0 \), \( f'(|M|, |p_0|) \leq c \cdot f(|M|, |p_0|) \):

If \( p_0 \) is an atomic proposition then clearly the hypothesis holds.

If \( p_0 = \neg p \) then \( f'(|M|, |\neg p|) = \) the cost of a recursive call for \( p \) plus the cost of labelling with \( \neg p \) appropriately = \( f'(|M|, |p|) + c_2 |M| \)
\( \leq c \cdot f(|M|, |p|) + c_2 |M| \) (by induction hypothesis)
\( \leq c \cdot f(|M|, |p|) + c \cdot f(|M|, 1) \)
\( \leq c \cdot f(|M|, |p| + 1) \) (by superadditivity)
\( = c \cdot f(|M|, |\neg p|) \).

If \( p_0 = p \land q \) then \( f'(|M|, |p \land q|) = \) the cost of recursive calls for \( p, q \) plus the cost of labelling with \( p \land q \) appropriately = \( f'(|M|, |p|) + f'(|M|, |q|) + c_2 |M| \)
\( \leq c \cdot f(|M|, |p|) + c \cdot f(|M|, |q|) + c \cdot |M| \) (using induction hypothesis and def. \( c \))
\( \leq c \cdot f(|M|, |p|) + c \cdot f(|M|, |q|) + c \cdot f(|M|, 1) \)
\( \leq c \cdot f(|M|, |p| + |q| + 1) \) (by superadditivity)
\( \leq c \cdot f(|M|, |p \land q|) \).

If \( p_0 = E \) then, if \( p \) is a pure linear time formula \( f'(|M|, |E|) = \) the cost of calling LMCA for \( p = f(|M|, |p|) \)
\( \leq f(|M|, |E|) \)
\( \leq c \cdot f(|M|, |E|) \);
Otherwise, \( E \) is of the form \( E \land \ldots \land E_k \) as above. Then \( f'(|M|, |E|) = \) the cost of recursive calls for \( E_k \) + the cost of LMCA for \( p' \) + the cost of labelling each state already labelled by \( E \) with \( E \)
\( = f'(|M|, |E_1|) + \ldots + f'(|M|, |E_k|) + f(|M|, |p'|) + c_2 |M| \)
\( \leq c \cdot f(|M|, |E_1|) + \ldots + c \cdot f(|M|, |E_k|) + f(|M|, |p'|) + c \cdot f(|M|, 1) \)
(\text{using~induction~hypothesis})
\( \leq c \cdot f(|M|, |E_1| + \ldots + |E_k| + |E'|) \) (by superadditivity)
\( \leq c \cdot f(|M|, |E|) \).

Hence, we conclude that the total complexity of BMCA is \( f'(|M|, |p_0|) + f''(|M|, |p_0|) \leq c \cdot f(|M|, |p_0|) + c_3 f(|M|, |p_0|) = O(f(|M|, |p_0|)) \).

Remark: In an actual implementation, there is no need to use the auxiliary propositions, since the \( E \) subformula could themselves be viewed as "atomic." I.e., the labels of a state could be imple-
mented using bit vectors or pointers for linked lists. These could refer to an $E_p$ formula, indeed any state formula, as easily as to an atomic proposition.

It is also easy to see that this reduction will work for any linear temporal formalism (with any linear time operators, e.g., until operator, interval operators, precedence operators etc.) and its corresponding full branching temporal logic. Formally, let $L$ be a linear time logic generated by a set of rules, PRULES. Then the corresponding full branching time logic for $L$ is defined to be the set of state formulae generated by $S_1, S_2, S_3, P_1,$ and PRULES. We thus have the following general theorem:

**Theorem 6.5.** Given any model checking algorithm LMCA for any system of linear time logic there is a model checking algorithm BMCA of the same order of complexity (in both the structure and formula size) for the corresponding full branching time logic which trivially subsumes the linear time logic in expressive power. □

7. Model Checking for Generalized Fair Computation Tree Logic

In most cases, the formalism of FCTL should provide ample generality because we typically reason about behaviors of concurrent systems under a single fairness assumption over the entire system. In some applications, however, we might wish to reason about one portion of a system under one type of fairness and about another portion under a different type of fairness. For example, we might wish to reason about a CSP program where we assume that one type fairness is imposed on the scheduling of enabled guarded commands while another type of fairness is assumed for the scheduling of *pairs* of processes mutually able to rendezvous. This type of reasoning under a combination of different fairness constraints is not accommodated by the FCTL formalism. However, multiple fairness constraints are permitted in the Generalized Fair Computation Tree Logic (GFCTL) where each path quantifier is associated with a (possibly) different fairness specification $\phi_i$, and, the arguments to the $\bigcirc$ and $\bigcirc$ operators are arbitrary GFCTL subformulae.

The results of section 4 show that we can do model checking on structure $M$ for FCTL specification $(p_0, \phi_0)$ in time $O(|M| \cdot |p_0| \cdot |\phi_0|^2)$, provided $\phi_0$ is in canonical form. In particular, this bound holds for each of the FCTL formulae $E_{\phi}Xp$, $E_{\phi}[p \land q]$, and $E_{\phi}[\neg(p \land q)]$, where $p,q$ are propositional formulae. If we were to measure the complexity in terms of the expanded formulae $p'$ ($E[\phi_0 \land Xp]$, $E[\phi_0 \land (p \land q)]$, or $E[\phi_0 \land \neg(p \land q)]$, respectively), it would be $O(|M| \cdot |p'|^2)$. Thus, we have an algorithm for LMCP over the language of path formulae $L = \{ (\phi_0 \land Xp), (\phi_0 \land (p \land q)), (\phi_0 \land \neg(p \land q)) : \phi_0$ is any FCTL fairness constraint in canonical form and $p,q$ are propositional formulae $\}$ of time complexity $O(|M| \cdot |p|^2)$, where $M$ is the input structure, and $p^n \in L$ is the input
linear time formula. Since L is precisely the set of linear time formulae corresponding to the basic modalities of GFCTL, applying Theorem 6.5 we have established

**Theorem 7.1.** BMCP for GFCTL with input structure M and input formula p' can be solved in time \( O(|M| \cdot |p'|^2) \), provided that each fairness formula in p' is in canonical form.

8. Finite Automata on Infinite Strings

There is an extensive literature for finite automata on infinite strings, and the reader is referred to [MU63], [McN66], [RA69], [RA70], [HR74], [ST82], and [ES84] for detailed discussions. In order to present our results regarding testing emptiness, we content ourselves with a brief review of the following definitions:

A **finite automaton** \( \mathcal{A} \) on infinite strings consists of a tuple \((\Sigma, S, \delta, s_0)\) - where \( \Sigma \) is the finite input alphabet, \( S \) is the finite set of states, \( \delta : S \times \Sigma \rightarrow \) PowerSet(S) is the transition function, and \( s_0 \in S \) is the start state - plus an acceptance condition as described subsequently. A run \( r \) of \( \mathcal{A} \) on infinite input string \( x = a_1a_2a_3\ldots \) is an infinite sequence \( r = s_0s_1s_2s_3\ldots \) of states such that \( \forall i \geq 0 \delta(s_i; a_{i+1}) \supseteq \{s_{i+1}\} \). We let \( In \ r \) denote the set of states in \( S \) that appear infinitely often along \( r \).

For a Buchi automaton acceptance is defined in terms of a distinguished set of states, \( \text{GREEN} \): \( x \) is accepted iff there exists a run \( r \) on \( x \) such that \( In \ r \cap \text{GREEN} \neq \emptyset \). Acceptance for a pairs automaton is defined with respect to a finite list \(((\text{RED}_1, \text{GREEN}_1), \ldots, (\text{RED}_k, \text{GREEN}_k))\) of pairs of sets of states: \( x \) is accepted iff there exists a run \( r \) on \( x \) such for some pair \( i \in [1:k] \), \( In \ r \cap \text{RED}_i = \emptyset \) and \( In \ r \cap \text{GREEN}_i \neq \emptyset \). For a complemented pairs automaton acceptance is also defined using a finite list of pairs \(((\text{RED}_1, \text{GREEN}_1), \ldots, (\text{RED}_k, \text{GREEN}_k))\). However, it accepts input \( x \) iff there exists a run \( r \) on \( x \) such that the above pairs condition is false. Finally, for a designated subsets automaton acceptance is defined in terms of a family \( \mathcal{F} = \{S_1, \ldots, S_k\} \subseteq \text{PowerSet}(S) \) of subsets of \( S \). It accepts iff there exists a run \( r \) such that \( In \ r \in \mathcal{F} \).

All but the last acceptance condition can be readily visualized in terms of flashing lights controlled by the automaton. If we think of a Buchi automaton flashing a green light upon entering any state in \( \text{GREEN} \), then it accepts iff there exists a run which causes the green light to flash infinitely often. We can think of a pairs automaton as having pairs of colored lights where the red light of the \( i^{\text{th}} \) pair is flashed upon entering any state of set \( \text{RED}_i \), and the green light of the \( i^{\text{th}} \) pair is flashed upon entering any state of \( \text{GREEN}_i \), etc.; then we see that it accepts iff there exists a run which causes, for some pair \( i \in [1:k] \), the \( \text{RED}_i \) light to flash only finitely often and the \( \text{GREEN}_i \) light to flash infinitely often. Analogously, a complemented pairs automaton is seen to accept iff for all pairs \( i \in [1:k] \), there exist infinitely many flashes of the \( \text{GREEN}_i \) light implies that there exist infinitely
many flashes of the RED$_1$ light.

In order to test emptiness of a finite automaton $A = (\Sigma, S, \delta, s_0)$, we note that its transition diagram may be viewed as defining a finite structure $M = (S, A, L)$. There is an arc $(s, t)$ in $A$ iff there is an arc $(s, t)$ in the transition diagram. (Note: because we are testing emptiness, we can ignore the symbol labelling the arc $(s, t)$ in $A$. All we care about is if there exists an accepted string, not what string is accepted.) If $A$ is a, say, pairs automaton with acceptance condition given by $((\text{RED}_1, \text{GREEN}_1), ..., (\text{RED}_k, \text{GREEN}_k))$, we let the underlying set of atomic propositions for $M$ be $\{\text{P-RED}_1, \text{P-GREEN}_1, ..., \text{P-RED}_k, \text{P-GREEN}_k\}$. Then let $\text{P-RED}_i$ appear in $L(s)$ for exactly those $s \in \text{RED}_i$ and similarly for $\text{P-GREEN}_i$, $i \in [1:k]$. The runs $r$ of $A$ thus correspond to paths in $M$ starting from $s_0$. It is easy to see that for each $i \in [1:k]$, $\text{In} r \cap \text{GREEN}_i \neq \emptyset$ iff $M, r \models \text{FP-GREEN}_i$ and $\text{In} r \cap \text{RED}_i = \emptyset$ iff $M, r \models \text{G-P-RED}_i$. Thus a run $r$ of $A$ is accepted by the pairs criterion iff the run $r$ viewed as a path in $M$ (which starts at $s_0$) satisfies the fairness constraint $\phi_0 = \forall i \in [1:k] \text{G-P-RED}_i \land \text{FP-GREEN}_i$. So there is an accepting run of $A$ on some input iff there is a path starting at $s_0$ in $M$ meeting the fairness constraint $\phi_0$. Thus, emptiness of $A$ may be tested by running the FSP algorithm with input $M$ and $\phi_0$, and then checking to see if $s_0$ is fair with respect to $\phi_0$. Similarly, for a complemented pairs automaton with acceptance condition $((\text{RED}_1, \text{GREEN}_1), ..., (\text{RED}_k, \text{GREEN}_k))$, the corresponding fairness condition is $\land_{i \in [1:k]} (\text{FP-GREEN}_i \Rightarrow \text{FP-RED}_i)$. And for a Buchi automaton with acceptance condition GREEN, the fairness condition is simply $\text{FP-GREEN}$.

We can also handle a designated subsets automaton with acceptance condition $\mathcal{F} = \{S_1, ..., S_k\}$ where each $S_i = \{s_{i1}, s_{i2}, ..., s_{in_i}\}$. We let the underlying atomic propositions be $\text{P-S}_1, \text{P-S}_{i1}, \text{P-S}_{i2}, ..., \text{P-S}_{in_i}$, $i \in [1:k]$, where $\text{P-S}_i$ appears in $L(s)$ for exactly those $s \in S_i$ and each $\text{P-S}_{ij}$ appears only in $L(s_{ij})$. Then the corresponding fairness specification $\phi_0 = \forall i (\text{FP-S}_{i1} \land \text{FP-S}_{i2} \land ... \land \text{FP-S}_{in_i} \land \text{G P-S}_i).$ In each disjunct the $\text{FP}$ formulae ensure that $S_i \subseteq \text{In} r$ while the $\text{G}$ formula ensures that $\text{In} r \subseteq S_i$.

We leave it to the reader to check that each of these fairness specifications corresponding to an automaton acceptance condition can be succinctly massaged into the canonical form thereby showing that emptiness for any of these acceptance conditions can be tested in (small) polynomial time.

9. Conclusion

We have shown that model checking under fairness assumptions can be handled readily in the framework of branching time. In particular, we have presented a unified approach for efficient model checking under a broad class of generalized fairness constraints in a branching time temporal logic. Our method applies to any type of fairness expressed in the canonical form $\phi_0 = \ldots$
\[ \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n} (Gp_{ij} \lor Fq_{ij}) \]. Since almost all "practical" types of fairness from the literature, including the fundamental notions of impartiality, weak fairness, and strong fairness, can be succinctly written in our canonical form, our approach is potentially of wide applicability. Moreover, our branching time approach can easily be adapted to handle types of fairness (such as fair reachability of a predicate) which cannot even be expressed in a linear temporal logic.

We then showed that the problem of model checking in a branching time logic can be efficiently reduced to the problem of model checking in a linear temporal logic: given a model checking algorithm for a system of linear time logic (in particular, for the usual system of linear time logic over F, G, X, and U), there is a model checking algorithm of the same order of complexity (in both the structure and formula size) for the corresponding full branching time logic which trivially subsumes the linear time logic in expressive power (in particular, for the system of full branching time logic CTL* in which the basic modalities are of the form: A or E followed by an unrestricted formula of linear time logic over F, G, X, and U). Thus, the real issue involved for model checking is not whether to use branching time or linear time, but simply: what are the basic modalities of my branching time logic? I.e., what linear time formulae can follow the path quantifiers? (Remark: In a basic modality of a branching time logic, the linear time formula following the path quantifier is a "pure" linear time formula involving no nested path quantifiers.) The results of [SC85] show that when an arbitrary combination (i.e., allowing boolean connectives and nesting) of linear time operators is allowed, the model checking problem is PSPACE-complete. And, as we should expect, for the algorithm of [LP85] it is indeed the linear formula (following the implicit path quantifier) which causes the exponential blowup in the complexity of model checking for linear time logic (and for CTL*). At the other extreme, as we might expect, [CES83] shows that model checking is easy for the simple modalities of CTL where only a single linear time operator is allowed to follow a path quantifier. When we consider modalities of intermediate structural complexity, the results of [SC85] show that model checking is NP-hard even for linear time logic over just F and G. It is quite surprising, however, to note that, while [SC85] shows that even for the simple modality \( E[FP_1 \land \ldots \land FP_n] \) the modal checking problem is NP-hard, for the apparently closely related modalities \( E[F^\infty_1 \land \ldots \land F^\infty_n] \) and \( EGP_1 \land \ldots \land G^\infty_n \) model checking can be done in linear time. (The first modality is related to the second because \( FP \) means "there exists at least one state satisfying \( P \)" while \( F^\infty \) means "there exist infinitely many states satisfying \( P \); the first modality is related to the third because \( GP \) is equivalent to \( FGP \).)

Thus, the infinitary operators \( F^\infty \) and \( G^\infty \) used in describing fairness properties, which are often thought of as causing all sorts of problems with discontinuities, non-definability in first order arith-
metric, etc. (cf. [EC80], [HA84]), can actually simplify the problem of model checking. In trying to account for why $\otimes$ and $\otimes$ seem easier to handle than expected, one notices that these modalities satisfy the property of being oblivious to the addition to or deletion of finite prefixes of paths (Observation 4.1). Indeed, this property was used in an essential way in our polynomial time model checkers for FCTL and GFCTL. One is therefore tempted to attribute the nice behavior of these modalities to the obliviousness property. However, one notices that any boolean combinations of $\otimes$ and $\otimes$ enjoys this obliviousness, and we have already exhibited (Theorem 4.7) a very simple boolean combination $(\bigwedge_{i=1}^{n} (Gp_i \lor Gq_i))$ which is NP-complete.

It thus appears that the relationship between the structural complexity of the basic modalities and the computational complexity of the associated model checking problem is a rather subtle one. We encourage additional research to enhance our understanding of this issue.

10. Appendix

proof of Proposition 4.2. For equivalence (1), $M,s_0 \models_{\phi_o} E_s X p$ iff $M,s_0 \models E[\phi_0 \land X p]$ (by definition of $\models_{\phi_o}$) iff $M,s_0 \models E[X(\phi_0 \land p)]$ (by observation 4.1) iff $M,s_0 \models EXE[\phi_0 \land p]$ (by CTL* semantics) iff $M,s_0 \models EX(\phi_0 \land p)$ (because $p$ is a state formula) iff $\exists(s_0,s_1) \in R$ and $M,s_1 \models [p \land \phi_0]$ iff $\exists(s_0,s_1) \in R$ and $M,s_1 \models [p \land \phi_0]$.

For equivalence (2), $M,s_0 \models_{\phi_o} E_s[p \land q]$ iff $M,s_0 \models E[\phi_0 \land (p \land \phi_0)]$ (by definition of $\models_{\phi_o}$) iff $M,s_0 \models E[p \land (q \land \phi_0)]$ (by observation 4.1) iff $M,s_0 \models E[p \land \phi_0]$ (by CTL* semantics) iff $M,s_0 \models E[p \land (q \land \phi_0)]$ (since $q$ is a state formula) iff $\exists k \geq 0 \exists a$ finite path $(s_0,..,s_k)$ in $M$ such that $\forall i, 0 \leq i < k$ then $M,s_i \models p$ and $M,s_k \models (q \land \phi_0)$ iff $\exists k \geq 0 \exists a$ finite path $(s_0,..,s_k)$ in $M$ such that $\forall i, 0 \leq i < k$ then $M,s_i \models p$ and $M,s_k \models (q \land \phi_0)$.

Finally, for equivalence (3) we first note the linear time equivalence $M,x \models \neg(p \land q)$ iff $M,x \models (\neg p \land \neg q) \lor G \neg q$. Plainly, the right hand side implies the left. To see the converse, if $(p \land q)$ is false on $x$, then either $q$ is always false - $G \neg q$ - or there is a first time $q$ is true, but prior to that time, i.e., in an initial interval where $q$ is false, $p$ is false somewhere - $(\neg q \land \neg p \land \neg q))$. Thus, $M,s \models_{\phi_o} E_s[\neg(p \land q)]$ iff $M,s \models_{\phi_o} E_s[[\neg q \land \neg p \land \neg q)] \lor G \neg q$ iff $M,s \models_{\phi_o} E_s[\neg(p \land q)] \lor E_s[G \neg q]$. 

Proof of Theorem 4.7 continued. [only if part]: Assume that $g$ is satisfiable. Since $g$ is satisfiable, there exists a truth assignment $A$ such that $g$ is true under $A$, i.e. for any factor $C_i$, there is a literal $l_{ij}$ in $C_i$ such that $l_{ij}$ is true under this particular truth assignment. Now consider a cycle $z$ in $M$ formed by states $s, v_{1j_1}, ... v_{nj_n}, t$, such that for all $i, v_{ij_i}$ is true under the assignment $A$.

We will show that $M,z \models_{\phi_0}$ by showing that $\otimes G \neg p_k \lor G \neg q_k$ holds on $z$ for every $k \in [1,n]$. If
\(G - p_k\) holds on \(z\) then \(\neg G - p_k \lor \neg G - q_k\) also holds on \(z\). Hence, we only have to show that when \(G - p_k\) does not hold on \(z\), \(\neg G - p_k \lor \neg G - q_k\) still holds on \(z\). Because \(\neg G - p_k\) does not hold on \(z\), there must be some state \(v\) in \(z\) such that \(p_k \in L(v)\). Note that \(L(s) = L(t) = \emptyset\). Hence \(v = v_{i,j}\) for some \(i \in [1, n]\). By the construction of the labeling function \(L\), we conclude that \(l_{i,j} = x_k\). By the construction of \(z\), \(l_{i,j}\) is true, i.e., the assignment \(A\) assigns true to \(x_k\). Hence \(\neg x_k\) is false under \(A\). Clearly under \(A\), \(l_{i,j} \neq x_k\) for any \(i \in [1, n]\). Again by the definition of \(L\), \(q_k \not\in L(v_{i,j})\), i.e., \(\neg G - q_k\) holds on \(z\). Hence \(\neg G - p_k \lor \neg G - q_k\) holds on \(z\) for any \(k \in [1, n]\). We conclude that \(\Phi_0\) holds on \(z\).

[if part]: Assume that there is a path \(z\) in \(M\) starting from \(s\) such that \(\Phi_0\) holds on \(z\). Let \(z'\) be a suffix of \(z\) starting from state \(s\) such that \(\bigwedge_{i=1}^{n} (G - p_k \lor G - q_k)\) holds on \(z'\). Note that either \(p_k\) or \(q_k\) does not appear on the label of any state on \(z'\). Consider the truth assignment \(A\): \(x_k \rightarrow \{T, F\}\) as follows:

\[
A(x_k) = T \quad \text{if} \quad \exists i, j \mid p_k \in L(v_{i,j}) \\
A(x_k) = F \quad \text{if} \quad \exists i, j \mid q_k \in L(v_{i,j})
\]

It is quite easy to check that \(A\) is consistent in the sense that \(A\) assigns a unique value to each \(x_k\). Furthermore, the assignment caused by any \(L(v_{i,j})\) will guarantee that \(C_i\) is true under the assignment \(A\). Hence \(g\) is satisfiable. This completes our proof.

\[\square\]
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Let AFSP(M, \( \Phi_0 \)) be an algorithm for solving FSP which returns the set of fair states of the input structure M w.r.t. fairness constraint \( \Phi_0 \).

```plaintext
procedure AFMCP(M, (p_0, \( \Phi_0 \)))
     /* M=(S, R, L) is the input structure, and (p_0, \( \Phi_0 \)) is the specification */
     begin
         S' := AFSP(M, \( \Phi_0 \)) /* use algorithm AFSP to identify fair states in M */
         for each s \( \in \) S do if s \( \in \) S' then L(s) := L(s) \cup \{E_\phi Xtrue\};
         for each formula f \( \in \) SF(p_0) do /* Inductively, taking the shortest formula first. */
             case f of the form
                 atomic formula: skip; /* nothing to do */
                 3.1 \( \neg \)p: for each s \( \in \) S do if p \( \in \) L(s) then L(s) := L(s) \cup \{\neg p\};
                 3.2 p \& q: for each s \( \in \) S do if p, q \( \in \) L(s) then L(s) := L(s) \cup \{p \& q\};
                 3.3 E_\phi Xp: for each s \( \in \) S do if \exists (s, t) \in IR[p, E_\phi Xtrue \in L(t)] then L(s) := L(s) \cup \{E_\phi Xp\};
                 3.4 E_\phi[p \cup q]:
                     EU := empty set;
                     for each s \( \in \) S do
                         if q, E_\phi Xtrue \in L(s) then begin L(s) := L(s) \cup \{E_\phi[p \cup q]\};
                         EU := EU \cup \{s\}
                         end;
                     while EU is not empty do
                         begin
                         remove an element t from EU;
                         D := \{s \in S: (s, t) \in IR and p \in L(s) and E_\phi[p \cup q] \in L(s)\};
                         for each s \( \in \) D do L(s) := L(s) \cup \{E_\phi[p \cup q]\};
                         EU := EU \cup D;
                         end of while;
                 3.5 E_\phi[\neg(p \cup q)]:
                     Label the states of M with \( \neg \)p, \( \neg \)q, \( \neg \)p \& \( \neg \)q if appropriate according to 3.2 and 3.3.
                     Label the states of M with E_\phi[\neg(p \cup \neg q)] if appropriate according to 3.5.
                     S' := \{s \in S: \neg q \in L(s)\};
                     M' := (S', R[S' \times S'], L[S']);
                     /* X|Y denotes the mapping X restricted to domain Y */
                     FS' := AFSP(M', \( \Phi_0 \));
                     for all s \( \in \) FS' do L(s) := L(s) \cup \{E_\phi \neg q\};
                     for all s \( \in \) S do
                     if E_\phi \neg q \in L(s) or E_\phi[\neg q] \cup \{\neg p \& \neg q\} \in L(s) then L(s) := L(s) \cup \{E_\phi[\neg(p \cup q)]\};
                     end of cases;
     end of procedure;
```

Figure 1: Reduction Algorithm
Recursive Boolean Procedure AFC(C, \(\phi_0\))
/* input: C=(S, R, L) is a strongly connected structure, and
   \(\phi = \bigwedge \bigvee_{i=1}^{k} (Fp_i \vee Gq_j)\) is a fairness constraint
output: true - if C is a fair component
false - otherwise */
begin
1  if k=0 then return(true);
2  for i:=1 to k do
   begin
3    p_occurs[i] := false;
4    for each s \in S do if C, s \models \phi_i then p_occurs[i] := true;
5   if p_occurs[i]=false then
   begin
    \(\phi' := \bigwedge_{j=1}^{i-1} (Fp_j \vee Gq_j) \land \bigwedge_{j=i+1}^{k} (Fp_j \vee Gq_j)\);
    S' := \{s \in S: M, s \models \phi'\};
    C' := (S', R|S' \times S', L|S');
    X := \{D: D is a total strongly connected component of C'\};
    for each D \in X do if AFC(D, \(\phi'_0\))=true then return(true);
   end
8  return(false)
end;

Figure 2: Fair Component Detection Algorithm

procedure AFSP(M, \(\phi_0\));
/* input: M=(S, R, L) is a structure, and
   \(\phi = \bigwedge_{i=1}^{n} (Fp_i \vee Gq_i)\)
output: S' -- the set of fair states of structure M */
begin
S' := \emptyset;
let X:=\{C: C is a total strongly connected component of M\};
for each C \in X do if AFC(C, \(\phi_0\)) then S' := S' \cup \{s: s is a state of C\};

/* calculate the set of states in S which can reach some state in S' */
CLOSE := S';
while CLOSE\neq\emptyset do
begin
remove an element t from CLOSE;
D := \{s: (s, t) \in R \land s \in S'\};
S' := S' \cup D;
CLOSE := CLOSE \cup D
end;
return(S');
end;

Figure 3: Algorithm for Calculating Fair States.
Figure 4  Structure $M = (S, R, L)$
(a) Global state transition graph for two processes mutual exclusion problem.

(b) Global state graph after termination of model checking algorithm

Figure 5