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Abstract

This paper presents many different parallel formulations of the A*/Branch-and-Bound search algorithm. The parallel formulations primarily differ in the data structures used. Some formulations are suited only for shared-memory architectures, whereas others are suited for distributed-memory architectures as well. These parallel formulations have been implemented to solve the vertex cover problem and the TSP problem on the BBN Butterfly parallel processor. Using appropriate data structures, we are able to obtain fairly linear speedups for as many as 100 processors. We also discovered problem characteristics that make certain formulations more (or less) suitable for some search problems. Since the best-first search paradigm of A*/Branch-and-Bound is very commonly used, we expect these parallel formulations to be effective for a variety of problems. Concurrent and distributed priority queues used in these parallel formulations can be used in many parallel algorithms other than parallel A*/branch-and-bound.

*This work was supported by Army Research Office grant # DAAG29-84-K-0060 to the Artificial Intelligence Laboratory, and Office of Naval Research Grant N00014-86-K-0763 to the computer science department at the University of Texas at Austin.
1 Introduction

Heuristic search is an important technique that is used to solve a variety of problems in Artificial Intelligence (AI) and other areas of computer science[9,31,32]. Search techniques are useful when one is able to specify the space of potential solutions, but the exact solution is not known beforehand. In such cases a solution can be found by searching the space of potential solutions. Clearly, if many processors are available, then they can search different parts of the space concurrently. Investigation of parallelism in different AI search procedures is an active area of research [13,15,29,22,12,10,36,4,20,23,2,7].

For many problems, heuristic domain knowledge is available, which can be used to avoid searching some (unpromising) parts of the search space. This means that parallel processors following a simple strategy (such as divide the search space statically into disjoint parts and let each one be searched by a different processor) may end up doing a lot more work than a sequential processor. This would tend to reduce the speedup that can be obtained by parallel processing. If the amount of work done by a sequential processor is $W_s$ and the total amount of work done by N parallel processors is $W_p$, then the redundancy factor due to parallel-control-strategy is given by $\frac{W_s}{W_p}$ and the upper bound on the speedup is $N \frac{W_p}{W_s}$. However, due to other factors such as communication overhead, etc., the actual the speedup may be less than $N \frac{W_p}{W_s}$.

We have been investigating the use of parallel processing for speeding up different heuristic search algorithms [13,29,27,14]. In this paper, we discuss a number of parallel formulations of the A* state-space search algorithm. As discussed in [16,30], A* is essentially a “best-first” branch-and-bound algorithm. The parallel formulations presented in this paper are also applicable to many other best-first branch-and-bound procedures. The parallel formulations primarily differ in the data structures used to implement the OPEN list (priority queue) of the A* algorithm. Some formulations are suited only for shared-memory architectures, whereas others are suited for distributed-memory architectures as well. The effectiveness of different parallel formulations is also strongly dependent upon the characteristics of the problem being solved. We have tested the performance of these formulations on the 15-puzzle[31], the traveling salesman problem(TSP), and the vertex cover problem (VCP) [1] on the BBN Butterfly multiprocessor. The results for the 15-puzzle and VCP are very similar; hence we only present the results for the VCP and TSP. Although both TSP and VCP are NP-hard problems[5], they generate search spaces that are qualitatively different from each other. We also present a preliminary analysis of
the relationship between the characteristics of the search spaces and their suitability to various parallel formulations.

BBN Butterfly is composed of up to 256 processor memory pairs. Each processor's local memory is accessible to other processors via a fast switch; hence it is essentially a shared-memory multiprocessor. It is easy to emulate distributed memory multiprocessors on a shared-memory multiprocessor. We study the suitability of different parallel formulations for both shared-memory and distributed-memory multiprocessors.

Section 2 gives a brief description of A*. Section 3 presents a simple parallel formulation of A* and evaluate its performance on the traveling salesman problem and the vertex cover problem. This simple formulation results in contention for a shared data structure. Section 4 presents many different ways of parallelizing A* that do not suffer from this drawback and evaluate their performance. Section 5 presents an analysis of the problem characteristics that lead to good performance. Section 6 discusses related research. Section 7 contains concluding remarks.

2 The A* Algorithm

We assume familiarity with the A* algorithm. See [31] for a good introduction to A*. We will also use the terminology presented in [31]. Here we provide a brief overview of the algorithm.

A* is used to find a least-cost path between a start state and a (set of) goal state(s) of a given state-space graph. The state-space graph is implicitly specified by the start state, a move generator (a procedure that can generate successors of any given state in the state-space graph) and a function to recognize the goal-state(s).

A* maintains two lists OPEN and CLOSED. OPEN contains those nodes whose successors have not been generated yet. CLOSED contains those nodes whose successors have been generated. The process of generating successors of a node m is also referred to as "expanding m". For a node m in OPEN, g(m) is the cost of the current best path from start state to m, h(m) is a heuristic estimate of the cost of the shortest path between m and a goal state, and f(m) = g(m) + h(m) is the overall cost of the node m.

In each iteration, A* selects a most promising node n (i.e., the node with the smallest f-value) from the OPEN list for expansion, generates its successors and puts the node n into
CLOSED and its successors into OPEN.\footnote{Since there can be more than one path by which a particular node can be reached from the start node, this step is a bit more complicated. See [31] for details.} Whenever a goal-node is chosen for expansion, A* terminates with n as the solution. It was proved in [31] that if the heuristic estimate h is admissible, then A* would terminate with an optimal solution (if a solution exists). Since the only operations done on OPEN are deletions of smallest cost element and insertion of elements, OPEN is essentially a priority queue, and is often implemented as a heap\cite{1}. The heap implementation allows insertions and deletions in $O(\log N)$ steps, where N is the size of OPEN.

3 A Centralized Parallel Search Strategy

Given n processors, the simplest parallel strategy is to let each parallel processor work on one of the current best nodes in the OPEN list. We shall call it a centralized strategy because each processor gets work from the global OPEN list. As discussed in \cite{8}, this strategy should not result in much redundant search. There are two problems with this approach.

(1) The termination criterion of sequential A* does not work any more; i.e., if a current processor picks up a goal-node m for expansion, then the node m is no longer guaranteed to be the best goal node. But the termination criterion can be easily modified to ensure that termination occurs only after a best solution has been found\cite{20,33}.

(2) Since OPEN will be accessed by all the processors very frequently, it will have to be maintained in a shared memory that is easily accessible to all the processors. Hence distributed-memory architectures such as the Hypercube\cite{37} are effectively ruled out. Even on shared memory architectures, contention for OPEN limits the performance to $T_{exp}/T_{access}$, where $T_{exp}$ is the average time for one node expansion, and $T_{access}$ is the average time spent in accessing OPEN per node expansion. Note that the access to CLOSED does not cause contention, as different processors would manipulate different nodes.

We have implemented this scheme for solving the Traveling Salesman Problem (TSP) and the vertex cover problem (VCP). Next we discuss these implementations and present performance results.
3.1 Performance Results for the TSP

The Traveling Salesman Problem can be stated as follows: Given a set of cities and inter-city distances, find a shortest tour that visits every city exactly once and returns to the starting city. TSP can be solved using the A*/Branch-and-Bound algorithm. A number of heuristics are known for the TSP. We have used the LMSK heuristic[19] in our experiments. Although the LMSK heuristic is quite powerful, it is not as good as the assignment heuristic[18,38]. We chose LMSK primarily because it was easy to implement and was adequate to show the power of different data structures and parallel control strategies discussed in this paper.

We implemented parallel A* (with the LMSK heuristic) using the centralized control strategy on BBN Butterfly. OPEN was implemented as a heap. We tested the parallel version for up to 100 processors on Butterfly. The cost matrices for TSP instances were generated by a uniform random number generator. We found the average redundancy factor due to the centralized control strategy to be over .95 even for 100 processors.

Figure 1 gives the actual speedup obtained for problems of different granularities ($T_{exp}$). $T_{exp}$ is the time needed to compute the LMSK heuristic of the generated nodes in each iteration of A*. This grows as $O(M^2)$, where M is the number of cities in the TSP. The speedup is fairly linear for small number of processors, but saturates at $\frac{T_{exp}}{T_{access}}$. This shows that the centralized parallel strategy is quite effective for parallelizing the TSP instances of large granularity. On problems with smaller granularities, the contention for OPEN shows up.

To reduce the contention for OPEN, we implemented it as a concurrent heap[25,26]. On a concurrent heap, OPEN needs to be locked only for $O(1)$ time, which allows $O(\log N)$ processors to access OPEN simultaneously. Fig. 2 shows the improvement in performance due to the concurrent heap.

3.2 Performance Results for the Vertex Cover problem (VCP)

The vertex cover problem can be stated as follows: Given an undirected graph $G = (V,E)$ ($V$ denotes the set of vertices, and $E$ denotes the set of edges), find the smallest subset of vertices such that they cover all the edges in $E$. The start state of the state space of the VCP is a null cover. Each state is a partial cover of the graph. From any state, its two successors can be created by including or excluding the next vertex. If a vertex is
Figure 1: Performance of the centralized parallel control strategy on the TSP
Figure 2: Performance of the centralized parallel control strategy with concurrent heap
excluded, then all of its neighbors are included in the partial cover. For any state \( n \), \( g(n) \) is the number of vertices already included in the partial cover \( n \), and \( h(n) \) is the minimum number of vertices that must be added to \( n \) to create a cover. The \( h \) function for the VCP is readily computed\(^2\).

We implemented parallel A* to solve the VCP on BBN Butterfly and tested it on many randomly generated instances of the vertex cover problem. These instances were chosen to have 50 to 80 vertices to ensure that the search trees of these instances are reasonably large. The VCP is prone to speedup anomalies, as there are a lot of nodes in its state-space tree that have the same cost as that of its least-cost solution. Hence, the speedup depends upon when the actual solution is encountered by the search (sequential or parallel). The phenomenon of speedup anomalies in best-first branch-and-bound has been extensively studied in [17,34,21]. Our recent work\(^3\) shows that it is possible to expect superlinear speedup on the average.\(^3\) To study the speedup behavior in absence of anomaly, we modified the A* algorithm to find all optimal solutions of the VCP.

The redundancy factor due to the centralized control strategy for the vertex cover problem is consistently around 1. But the speedup obtained is very poor and tapers off around 8. The reason for the poor performance is that the node expansion in the vertex cover problem is very cheap; hence all the processors spend a good part of their time adding or removing elements from OPEN causing contention for the shared data structure. Even if OPEN is implemented as a concurrent heap, the speedup would taper off around 24. This clearly shows that the centralized strategy is not good for small granularity problems such as the VCP.

Next we present many different decentralized control strategies that work even for problems for which the node expansion time is small. In these strategies, the OPEN list is implemented as a distributed priority queue.

\(^2\)the computation of \( h(n) \) for a node is done using an algorithm given in [40].

\(^3\)Although the work reported in [28] deals with average superlinear speedup in depth-first search, it is also applicable to best-first search. If many nodes in the state-space graph have the same cost, then heuristic function does not provide any discrimination among them, and the search tend to become depth-first.
4 Distributed Strategies

One way to avoid the contention due to centralized OPEN is to let each processor have its own local OPEN list. Initially, the search space is statically divided and given to different processors (by expanding some nodes and distributing them to the local OPEN lists of different processors). Now all the processors select and expand nodes simultaneously without causing contention on the shared OPEN list as before. In the absence of any communication between individual processors, it is possible that some processors may work on a good part of the search space, while others may work on bad parts that would have been pruned by the sequential search. This would lead to a high redundancy factor and poor speedup. The communication schemes discussed in the next three sections try to ensure that each processor works on a good part of the search space.

4.1 The Blackboard Communication Strategy

In this strategy, there is a shared BLACKBOARD through which nodes are switched among processors as follows. After selecting a (least f-value) node from its local OPEN list, the processor proceeds with its expansion only if it is within a “tolerable” limit of the best node in the BLACKBOARD. If the selected node is much better than the best node in the BLACKBOARD, then the processor transfers some of its good nodes to the BLACKBOARD. If the selected node is much worse than the best node in the BLACKBOARD, then the processor transfers some good nodes from the BLACKBOARD to its local OPEN list. In each case, a node is reselected for expansion from local OPEN.

The choice of tolerance is important, as it affects the number of nodes expanded as well as the amount of node switching between local OPEN lists and the BLACKBOARD. If the tolerance is kept low then nodes will be switched frequently between local OPEN lists and the BLACKBOARD unless the best nodes in all the OPEN lists happen to have the same cost. If the tolerance is high then the node switching would happen less frequently, thus reducing contention on the global BLACKBOARD. But in this case a processor can possibly expand nodes that are inferior to nodes waiting to be expanded in other processors.

\footnote{these OPEN lists can be implemented as heaps to allow \(O(\log N)\) access time}
4.2 The Random Communication Strategy

In this strategy, each processor periodically puts the newly generated successors of the selected node into the OPEN list of a randomly selected processor. This ensures that if some processor has a good part of the search space, then others get a part of it.\(^5\) This strategy can be easily implemented on distributed-memory systems with low diameter (such as Hypercube[37], Torus[3]) as well as shared memory multiprocessors such as the Butterfly. If the frequency of transfer is high, then the redundancy factor can be small; otherwise it can be very large. The choice of frequency of transfer is effectively determined by the cost of communication. If communication cost is low (e.g., on shared-memory multiprocessors) then it would be best to perform communication after every node expansion.

4.3 The Ring Communication Strategy

In this strategy, different processors are assumed to be connected in a virtual ring. Each processor periodically puts the newly generated successors of the selected node into the OPEN list of one of its neighbors in the ring.\(^6\) This allows transfer of good work from one processor to another. This strategy is well suited even for distributed-memory machines with high diameter (e.g., ring). Of course, it can be equally easily implemented on low diameter networks and shared memory architectures. As in the previous scheme, the cost of communication determines the choice of frequency of transfer.

4.4 Performance Results

We implemented the three communication schemes to solve the TSP and VCP on the Butterfly parallel processor. Experiments were run on the same problem instances that were used with the centralized scheme. In the case of the ring and random communication schemes, the exchanges were done after each node expansion. In the case of the blackboard strategy, the tolerance factor was kept quite low. Results are shown in Figures 3 and 4. The blackboard scheme does very well for both problems. The random communication scheme does very well for the VCP and only moderately well for the TSP. The ring communication scheme has a reasonable performance on the VCP but does very poorly on the TSP.

\(^5\)This strategy is very similar to the one in which periodically, a processor puts some of its best nodes into the OPEN list of a randomly selected processor.

\(^6\)This strategy is very similar to the one in which periodically, a processor puts some of its best nodes into the OPEN list of one of its neighbors in the ring.
performance drop for the ring communication and the random communication scheme is primarily due to the increased redundancy factor. If nodes are transferred less frequently in the ring and random communication strategies, or if the tolerance factor for the blackboard strategy is made high, then the speedup drops significantly in all cases.\textsuperscript{7} Hence it seems that a tightly coupled architecture (such as the Butterfly) would perform much better than loosely coupled architectures on all the formulations.

5 Analysis of Performance

Here we present a discussion of a certain feature of the state spaces of the TSP and VCP that explains the difference in performance of distributed communication strategies on the two problems.

In $A^*$, if the heuristic is consistent\textsuperscript{31}, then the cost of the nodes expanded in successive iterations never goes down (it either goes up or stays the same). Let $V_i$ be the set of nodes expanded by $A^*$ after the cost has gone up $i$th time but before it has gone up $i+1$th time.

\textsuperscript{7}These results are not shown in the speedup graphs.
Figure 4: Performance of the Distributed Strategies on the VCP
Clearly the cost of each node in $V_i$ (for any $i$) is the same, and the heuristic function does not provide any discrimination among different nodes in $V_i$. $V_0$ represents the expanded nodes that have the same cost as the start node. If the cost goes up $L$ times in the search, then $V_L$ is the set of nodes expanded whose cost is the same as the optimal solution. Note that the heuristic functions used in the TSP and the VCP (and most other problems solved by branch-and-bound) are consistent. Figure 5 plots $V_i$ for an instance of the VCP and an instance of the TSP. Plots for the other instances are very similar in each case. Clearly, for the VCP, $V_i$ grows very rapidly, and for the TSP it grows very slowly. For the VCP, expansions of nodes in $V_L$ represents a very large fraction (nearly 75 percent) of the total work done by A*. Since all the nodes in $V_L$ have the same cost, the heuristic function does not provide much discrimination between these nodes, and the loose coupling of the random and ring communication schemes seem to be good enough. For the TSP, there are only a few nodes at each cost ($L$ is 54, and most of the $V_i$ have between 50 and 400 nodes); hence the communication scheme should be "tightly-coupled" to be able to effectively utilize the heuristic guidance. Note that the rapid growth of $V_i$ does not mean that the heuristic is bad. In a 65-node VCP, it reduces the search space from $2^{65}$ to around 11300 nodes. The LMSK heuristic used for a 25-city TSP reduces the search space from $25 + 2^{25}$ to roughly 3600 nodes. Interestingly, even for the 15-puzzle $V_i$ grows very rapidly, and its performance on the distributed communication schemes is very similar to that of the VCP.

It is easy to see that IDA* [11] outperforms A* on those problems for which $V_i$ grows very rapidly. We have already presented a parallel implementation of IDA* that is able to provide virtually unlimited speedup (for large enough problems) on a variety of architectures [20,14]. Also IDA*, unlike A* requires very little memory, hence can solve large problem instances without running out of memory.

The speedup anomalies on the VCP are fully explained by the fact that a large number of nodes have the the cost equal to that of the optimal solution. Hence, the amount of work done by any search scheme (sequential or parallel) depends upon when the set of nodes leading to the optimal solution are expanded. Although a number of researchers have investigated the phenomenon of speedup anomalies in best-first branch-and-bound, all of them hypothesized that the phenomenon is unlike to occur in real problems [21,17,34]. Since, for the VCP (and the 15-puzzle), $V_i$ grows very rapidly, and the length of the solution grows linearly with problem size, for large problem instances the speedup anomaly can be
The Vertex Cover Problem

Figure 5: Number of nodes expanded at different costs
very pronounced.

6 Related Research

Many of the parallel formulations of A*/Branch-and-Bound presented in this paper have been investigated by other researchers as well. The centralized scheme has been studied in [24,35,6]. Parallel A* with the centralized scheme for solving the TSP is essentially the same as Mohan's parallel algorithm for TSP in [24]. Mohan reported a speedup of 8 on 16 processors on the Cm*. Our results show that for high granularity problems such as TSP, this scheme can provide several orders of magnitude speedup on commercially available multiprocessors. The use of concurrent heap further extends the upper limit on the speedup obtained using the centralized approach. We have also investigated various means of artificially increasing the granularity of the problem (i.e., increase $T_{exp}$). These results are not presented in this paper.

A number of researchers have suggested distributed strategies similar to the random communication scheme [40,3], and the ring communication scheme [39,41]. Wah and Ma [41] found the ring communication scheme to give good speedup on the vertex cover problem and hypothesized that this could be a good strategy for best-first Branch-and-Bound in general. Our work has clearly shown that these strategies are effective only for those problems in which the search space has many nodes of the same cost.

To the best of our knowledge the blackboard communication strategy for parallel A* has not been investigated before. The blackboard strategy clearly outperforms the other two distributed strategies for both problems, and works well even for problems with low granularity. The only drawback of the blackboard strategy is that it requires a shared-memory architecture, which is more expensive to construct than the distributed memory architectures such as ring or hypercube.

7 Concluding Remarks

We have presented many different ways of parallelizing the A* algorithm, and have studied their performance on the Vertex Cover problem (VCP) and the Traveling Salesman

---

8One such scheme is: pick one node from OPEN, generate a large number of nodes, and then put them back into OPEN.
Problem (TSP). The performance of different formulations depends on the characteristics of the problems.

The centralized scheme has a very low redundancy factor, but causes contention for the centralized OPEN (implemented as a simple heap or as a concurrent heap) unless the granularity of the problem is large. In the distributed schemes, each processor has its own OPEN list (the OPEN list is implemented as a distributed heap); hence there is no contention for shared data structures. But the redundancy factor can be large, as some processors may have all the good nodes while others may have only bad nodes. The communication strategies (blackboard, ring, random) try to make sure that all of the local OPEN lists (priority queues) have even distribution of good nodes. Clearly, the blackboard communication strategy does a very effective job of evenly distributing good nodes. Contrary to the belief of many researchers, the random and ring communication strategies are not very effective in this respect. Hence they can perform well only on those problems in which the search space has many nodes of the same cost (e.g., the 15-puzzle, the VCP). For other problems (such as the TSP), they have a large redundancy factor, and give poor speedup. The centralized control strategy and the distributed strategy with blackboard communication can be implemented only on tightly-coupled multiprocessors, whereas the ring and the random communication strategies can be implemented on loosely-coupled architectures as well.

It is expected that all the parallel control strategies presented in this paper would be applicable to many other problems solvable by A*/branch-and-bound. Concurrent and distributed priority queues used in these parallel formulations can be useful in many parallel algorithms other than parallel A*/branch-and-bound. Our work has demonstrated that it is possible to exploit parallelism in search to get several orders of magnitude speedup on commercially available multiprocessors. Given that each processor in these systems is an off-the-shelf microprocessor, these parallel processors can be cost effective high performance computing engines for solving AI search and optimization problems.
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