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Abstract

This research will improve understanding of the interaction between data skew and scalability in parallel join algorithms. Previous work in this area assumes that data are uniformly distributed, but data skew is widespread in existing databases.

This research makes three major contributions:

1. Several distinct types of skew are identified. Previous work treats skew as a homogeneous phenomenon, but simple analytic analysis shows that each type of skew has a different effect on response time.

2. The relative partition model of skew is defined. It is a simple analytic model that allows worst-case analysis of each type of data skew. The use of this model is demonstrated in an analysis of the sort-merge join algorithm.

3. A systematic plan for investigating skew and scalability. The interplay between simple analytic models and detailed simulations is vital: Analytic models bound the results expected from simulation, while more detailed simulation results validate the analytic models.

Keywords: skew, scalability, joins, performance, parallelism, database, multicomputers.
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1 Introduction

Larger applications and cheaper hardware have generated great interest in parallel architectures and algorithms. Database processing is no exception: The join operation is important not only in traditional relational databases, but in logic and object-oriented systems as well. Furthermore, because the join is a computationally expensive operation, it is a good candidate for parallel implementation.

While there has been a great deal of research on parallel joins, nearly all of it assumes that data is uniformly distributed among processors at every stage of the join. Under these idealized conditions, join algorithms are quite scalable [11,13,19]. That is, performance increases approximately in proportion to the number of processors.

However, in more realistic situations, data skew will be present. At some point in the algorithm data will not be partitioned evenly between processors. The limited work done on data skew and join algorithms suggests that data skew can severely limit scalability. It is difficult to quantify this problem because existing characterizations of skew are very rough approximations.

Scalability of joins in the presence of skew has yet to be studied systematically. This report describes several advances in the study of this problem. More precise definitions of both skew and scalability are offered. Furthermore, several distinct types of skew are identified. The relative partition model, a simple analytic model of skew, is defined. This new model is also to demonstrate that each type of skew has different effects on performance. Finally, a methodology for investigating scalability of join algorithms in the presence of data skew is outlined.

This work draws on several areas within computer science. It is database research in that the join is a fundamental relational operation. Architectural issues must be considered as well. The concept of scalability comes from the study of parallel programming. This is also performance research in two ways: data skew is similar to service time variation; and performance measures, primarily response time, are used to connect skew and scalability. Figure 1 illustrates the intersection of these specialties.

The remainder of this report is organized as follows. Section 2 covers concepts in scalability, while section 3 provides background on data skew. Representative algorithms and architectures are covered in sections 4 and 5, respectively. Section 6 lists the research issues related to skew and scalability, and section 7 considers methods for investigating these problems. In section 8, the relative partition model is used to obtain best-case and worst-case estimates of response time for one join algorithm. These calculations also demonstrate how data skew increases response time. Finally, section 9 summarizes current research activity in the area of skew and scalability.

2 Scalability

The general topic of scalability encompasses two related sets of concerns: architecture and algorithms. Both are discussed below:
2.1 Architecture and Scalability

For a study of scalability, the primary independent variable is system size. Appropriate units for system size are essential if results are to be interpreted in a consistent and straightforward manner. Typically, system size is measured by counting CPU’s. In numerical applications, this approach works well. However, the characteristics of relational processing are different, and counting CPU’s is less satisfactory.

For join algorithms, disk performance is often a bottleneck, so the number of disks must be considered in computing system size. Another complication is that CPU’s often vary in the amount of memory and type of peripherals attached to them. Performance can also be affected by auxiliary processors, such as communications and sort processors.

How should these disparate resources be mapped onto the single axis of system size? The approach taken here is to constrain how resources are added to the system. System size is measured in terms of nodes. A node may contain one or more processors, peripherals, and memory. That is, nodes constitute replicated groups of resources. The system architecture (nodes and communication subsystem) must be inductive in the sense defined by Lipovski and Malek[29]. The restriction to inductive architectures provides an unambiguous measure of system size, but still permits a wide range of configurations.

Inter-node communications is assumed to have little influence on scalability. This is a reasonable assumption because the communication subsystem is by far the least utilized resource in any system considered. Results of performance studies on the GAMMA[14] and Teradata [16] systems indicate that communications subsystem is never a bottleneck.
2.2 Measuring Scalability for Algorithms

2.2.1 The Speedup Efficiency Metric

In discussing formal measures of scalability, we begin with the case where all steps in the computation can be run in parallel. Let $n$ be the number of nodes, and let $T(n, K)$ represent the response time for some problem of size $K$ on a system with $n$ nodes. The problem size is fixed regardless of the value of $n$.

Scalability is frequently evaluated by calculating the speedup ratio $R$:

$$ R(n, K) = \frac{T(1, K)}{T(n, K)} $$  \hspace{1cm} (1)

The *ideal* response time is:

$$ T_{\text{ideal}}(n, K) = \frac{T(1, K)}{n} $$  \hspace{1cm} (2)

The ideal speedup ratio is:

$$ R_{\text{ideal}}(n, K) = \frac{T_{\text{ideal}}(1, K)}{T_{\text{ideal}}(n, K)} = n $$  \hspace{1cm} (3)

In practice, ideal speedup is never obtained. Intuitively, an implementation is scalable if the actual speedup is within a constant multiplicative factor of the ideal speedup. To make this idea quantitative, one can use the notion of speedup efficiency $\mathcal{E}$ (this presentation follows that of [8,7]).

$$ \mathcal{E}_{\text{fixed}}(n, K) = \frac{R_{\text{actual}}(n, K)}{R_{\text{ideal}}(n, K)} = \frac{R_{\text{actual}}(n, K)}{n} $$  \hspace{1cm} (4)

Note that $T_{\text{ideal}}(1, K) \equiv T_{\text{actual}}(1, K)$. Applying the definition of $R_{\text{actual}}$, one obtains:

$$ \mathcal{E}_{\text{fixed}}(n, K) = \frac{T(1, K)}{nT_{\text{actual}}(n, K)} $$  \hspace{1cm} (5)

Equation 5 defines speedup efficiency in terms of observable quantities.

Response time is an absolute measure that is affected by many factors. The same algorithm and the same inputs may be run on two computer systems and the response time will differ, due to differences in hardware performance, software overhead, communications bandwidth, and so on. In contrast, the speedup efficiency is a relative measure, with performance in the single node case serving as a reference point. Use of $\mathcal{E}$ factors out many of the implementation characteristics that affect response time. Thus, even if implementation differences between two algorithms preclude direct comparisons of response time, it is still possible to use $\mathcal{E}$ to compare their scalability.
2.2.2 Scalability Limited by Amdahl's Law

In most cases, a computation has some components that must be run on a single processor. According to Amdahl’s Law [2], all computations contain a serial component, $t_{\text{serial}}$ and a parallel component, $t_{\text{parallel}}$. That is:

$$T(1, K) = t_{\text{serial}} + t_{\text{parallel}}$$  \hspace{1cm} (6)

The serial component imposes a lower bound on the response time, so that:

$$T(n, K) \geq t_{\text{serial}} + \frac{t_{\text{parallel}}}{n}$$  \hspace{1cm} (7)

If this lower bound on response time is applied to the definition of speedup efficiency, one obtains:

$$\mathcal{E}_{\text{fixed}}(n, K) \leq \frac{t_{\text{serial}} + t_{\text{parallel}}}{nt_{\text{serial}} + t_{\text{parallel}}}$$  \hspace{1cm} (8)

This equation implies that no algorithm is infinitely scalable: by raising $n$, the speedup efficiency $\mathcal{E}$ can be reduced below an arbitrary value.

2.2.3 Proportional Problem Size

Recently Gustafson and others [21] have advocated a different view of scalability. They argue that the size of a problem tends to expand as resources expand. That is, users will tolerate some range of response times, and will expand problem size to absorb additional processing power.

In Gustafson's model, the serial component is constant regardless of problem size, and the parallel component at each node is constant. Thus, for a problem of size $nK$, run on a single processor, the response time is:

$$T(1, nK) = t_{\text{serial}} + nt_{\text{parallel}}$$  \hspace{1cm} (9)

The scaled speedup is:

$$S_{\text{scaled}} = \frac{T(1, nK)}{T(n, nK)} \leq \frac{t_{\text{serial}} + nt_{\text{parallel}}}{t_{\text{serial}} + t_{\text{parallel}}}$$  \hspace{1cm} (10)

The speedup efficiency is then bounded by:

$$\mathcal{E}_{\text{scaled}} \leq \frac{t_{\text{serial}} + nt_{\text{parallel}}}{n(t_{\text{serial}} + t_{\text{parallel}})}$$  \hspace{1cm} (11)

Under this formulation, it can be seen that the bound on $\mathcal{E}_{\text{scaled}}$ asymptotically approaches:

$$\frac{t_{\text{parallel}}}{t_{\text{serial}} + t_{\text{parallel}}}$$  \hspace{1cm} (12)
From above. Also note that $S_{scaled} = n\epsilon_{scaled}$.

2.2.4 Limitations of Fixed-Problem Size

Compared to the scaled problem size approach, the fixed-size method has two principal disadvantages. First, as the number of nodes increases, the total amount of memory in the system increases, so that a larger fraction of the input relations can be cached in memory. If join algorithms always exploit all available memory, then scaling up the system qualitatively changes the algorithm. This effect is seen in [11], where increasing the number of nodes increases total memory to the point where some disk I/O could be eliminated, resulting in a superlinear speedup. ($\epsilon > 1.0$)

A second problem is that as the number of nodes increases, the problem size at each node may become trivially small. This exaggerates the impact of inter-node coordination and other overhead components.

$\epsilon_{scaled}$ will be the primary metric used in this study. It represents a more realistic approach to scalability, and it avoids some of the complications inherent in the fixed problem approach.

3 Data Skew

3.1 Types of Data Skew

This section discusses the various ways data skew can arise. In the following discussion, a partition means the part of a (input or output) relation assigned to a node. If hashing is used, a partition may contain more than one hash bucket.

**tuple population skew** The initial distribution of tuples varies between partitions. For example, tuples may be partitioned by clustering attribute, in user specified ranges. Even if the populations are initially the same, differing rates of insertions and deletions may unbalance them over time. A mathematical model of this process is described in [22].

**selectivity skew** This occurs when the selectivity of local selection and projection predicates varies between nodes. A selection predicate that includes a range selection on the partitioning attribute is an obvious example.

**hash function skew** Hash function skew is a property of the hash function and not the data. It occurs when the number of possible hash key values mapped to each hash bucket varies. That is, the range of the hash function (bucket numbers) is less uniformly distributed than the range (hash key values).
join key skew  This occurs when join key values are not uniformly distributed among tuples. For example: join key values follow a normal distribution. Join key skew is a property of data. If join skew is present, hash bucket sizes may vary even if there is no hash function skew.

3.2 Evidence for Data Skew

There is a variety of evidence for data skew. Skew has been observed in studies of existing data bases, such as [32,35,9]. It can be mathematically demonstrated that initially uniform data will probably become skewed by updates [22]. Corporate research and development groups are beginning to recognize the importance of skew, as shown by recent work on skew-resistant parallel algorithms for partitioning[24], sorting [31], and merging[45].

3.3 Models of Data Skew

Several options for modeling data skew are considered below. Let $K$ be the size of a relation and $N$ be the number of granules (or nodes). The sizes of individual granules are denoted by $k_i$, while $k_{max}$ is the largest granule. Skew is quantified by the skew factor $Q$. The exact interpretation of $Q$ will vary with the model and the type of skew.

The first two models presented here are suitable for analytic modeling.

3.3.1 The “absolute-partition” Model of Skew

Lakshmi and Yu [26,27] model skew by assuming that a fixed portion of a relation is assigned to one node. For simplicity, data are assumed to be uniformly distributed among the other $n - 1$ nodes. That is,

$$k_{max} = Q \quad k_i = \frac{K - Q}{N - 1}$$

(13)

where $1/n < Q < 1$.

This approach is not well-suited for a study of scalability. To see why, consider the ratio between the largest and smallest data partitions, $r$.

$$r = \frac{k_{max}}{k_i} = \frac{Q}{\frac{1-Q}{n-1}} = \frac{Q}{1-Q(n-1)}$$

(14)

Since $Q$ is fixed, it can be seen that $r$ increases proportionally with $n$. That is, in this model, data becomes more skewed as $n$ increases. This is counterintuitive and makes it difficult to separate scalability limitations from the artificial increase in skew.
3.3.2 The “relative partition” Model of data skew

To avoid the problems described above, the fraction $Q$ can be defined in terms of the mean partition size. That is, let

$$k_{\text{max}} = Q \left( \frac{K}{N} \right) \quad k_i = K \frac{N - Q}{N - 1}$$

(15)

Where $1 < Q < N$.

While the relative partition model may seem to be an excessive simplification, it is actually a reasonable approximation. This is due to the nature of join algorithms: there are multiple phases with barrier synchronization between phases. In many cases there is one data granule per node.

In a computation of this sort, the response time for each phase is determined by the Q-node—the one with the largest workload. Processing time for the other granules has little effect on the response time for each phase, since all nodes must wait for the Q-node to finish.

More formally, the response time $T$ for a phase is:

$$T = f(K, Q)$$

Where $f$ is a (possibly nonlinear) function of $Q$, the skew factor, and $K$, the per-node cardinality. Increasing either variable will increase the response time. The skew factor $Q$ expresses the extent to which the largest granule exceeds the average granule in processing time.

The relative partition model exploits this characteristic by focusing on the largest granule and treating all others as of uniform size. Figure 2 shows this simplification. The left side shows the actual distribution of granule sizes, while the right side depicts the simplified distribution used by the relative partition. Again, the model is accurate as long as the size of the largest granule is captured.

Figure 3 shows how the relative partition model can also model join key skew. In this case, skew is represented by assigning a larger join selectivity to the Q-node.
3.3.3 Modeling Data Skew with Random Variables

A more sophisticated approach is to model skew as a random variable. This leads to a more detailed model that is better implemented as a simulation. This approach allows one to draw on a considerable body of work on the characteristics of random distributions. See, for example, [28]. Also, many simulation packages support generation of random variables [39,40].

The interpretation of a random variable varies with the type of skew being modeled. Let $X$ be a random variable. In a model of tuple population skew, $X$ is the tuple population. For selectivity skew, $X$ is the selectivity. For join key skew, $X$ is the value of the join attribute.

In this investigation, three distributions will be used: uniform, normal, and Zipf. The merits of each are discussed below:

**uniform** The uniform distribution is often used when there is no empirical evidence to suggest anything else. The only parameters are the minimum and maximum values of the random variable. In the present case, it could be used to model tuple population skew or selectivity skew.

**normal** Many phenomena follow a normal distribution. A multivariate normal distribution is advocated in [9]. Haas[22] also makes a strong case for the normal distribution.

**Zipf** The Zipf distribution has been observed in a variety of disciplines[47,17,37]. The Zipf distribution corresponds to the "80-20 rule", the idea that 80 percent of the references are to 20 percent of the data.

3.4 Measures of Skew

It would be useful to have measures of skew that can be applied to any distribution. Two candidates are the variance and range.
range If samples from a random variable $X_i$ represent the sizes of a group of data granules (such as hash buckets), then $X_{max}$ is the largest granule. Let $Q$ be the ratio between $X_{max}$ and the average value of $X_i$.

Where there is only one data granule for each node, the response time for each node is determined by the granule size. Optimal response time (and utilization) are achieved when all granules are the same size – the no-skew case. As $Q$ increases, the data become more skewed, response time increases, and utilization decreases. This situation corresponds to the relative partition model (see equation 15).

variance In cases where each node processes many granules, variance in granule size is a better measure of skew. It is a common result of queueing theory that response time increases with variance in service time, which would be proportional to granule size in most cases.

Both range and variance can be derived from the mathematical definition of all the skew models discussed above. They can also be estimated from observed data.

4 Parallel Join Algorithms

For a join to be efficient, processing of non-joinable tuples must be minimized. This is especially true in parallel applications, because of the added costs of transmitting tuples between nodes.

All the algorithms discussed here use a partitioning hash function. As the first stage of join algorithms, both relations are hashed on the join attribute. Because the same hash function is used on both relations, a tuple will not join with any tuples outside of the bucket to which it is hashed. Furthermore, once the contents of each hash bucket have been delivered to the node that will perform the join, there is no need for inter-node communication until the tuples in each bucket are joined.

Examples of this class of join algorithms include sort-merge [38], hybrid hash (or GAMMA) [15], GRACE [25] and H-semijoin[11] Analytical studies by Richardson et. al. [36] indicate the performance advantages of the hash-based partitioning technique.

Filtering is another important technique for improving join performance. Either bit filtering [3,44] or semijoin filtering may be used to avoid transmitting and processing non-joinable tuples. Bit filters are relatively cheap to compute, but they do not eliminate all non-joinable tuples. Semijoin filters are computationally more expensive, but they do eliminate all non-joinable tuples.

5 Architectural Issues

Both architecture and algorithms affect scalability, so architecture cannot be ignored. In this research, multicomputer systems are of interest. These systems are composed of nodes that communicate exclusively by message passing. Each node has local CPU, memory and disk, and may
have auxiliary processors. This architecture is also known as a shared nothing architecture. The only shared resource is the interconnection network.

There are three motivations for this interest in multicomputers:

1. Most parallel join performance studies have been done on multicomputers.

2. Multicomputer architectures are more scalable than multiprocessors

3. Performance differences between multicomputers and multiprocessors are diminishing.

These arguments are discussed in more detail in [46].

There are several examples of systems used for parallel processing of database queries. For the most part, they function as "backends", receiving commands from a host system and returning results to it. Such systems include:

**Teradata** Teradata is described in [42,43,34,33]. Its performance is evaluated in [16].

**GAMMA** Gamma is an experimental system developed by the University of Wisconsin at Madison. It is described in [13,18]. Design alternatives for Gamma are evaluated in [19]. A benchmark is reported in [14], with a performance analysis in [12]. A second generation Gamma system is currently under construction [20].

**ARBRE** The Almaden Research Backend Relational Engine (ARBRE) project is described in [30]. Unlike the other systems described here, it distinguishes between virtual nodes (sites) and physical processors. This separation permits considerable configuration-independence in software design.

**Bubba** The goal of the Bubba project at MCC [1,10,6], is to produce a high performance database system from commodity parts by the early 1990's. Relations in Bubba are stored on a variable number of nodes, depending on various performance considerations[10]. A prototype Bubba system, the Experimental Vehicle (EV), has been constructed[41].

**summary** The systems presented above have many similar characteristics:

- All have architectures such that system size can be described in number of nodes.
- All use message passing for interprocess and internode communication.
- A minimum of specialized hardware is employed. The custom hardware is concentrated in the communications subsystem.
• All systems can be incrementally scaled up by adding a few nodes (their architectures are inductive).

• Internode communication is not a performance bottle neck.

• Relations horizontally partitioned.

6 Research Issues

This research seeks to answer two related questions:

1. How does data skew limit join scalability?

2. What is the best way to preserve scalability when data are skewed?

6.1 Understanding Skew and Scalability

Developing a comprehensive theoretical framework for skew and scalability is difficult because it is a complicated and multifacted problem. There are many factors to consider, and few research results on the relative importance of these factors. While some first-order theoretical approximations can be made, a more empirical approach is needed to investigate the problem in detail.

In preliminary analytic analysis and subsequent experimentation, some of the issues to consider include:

• Are some algorithms less sensitive to skew than others?

• Does the type of the skew have any effect? There are preliminary indications (see section 8) that the effects of skew vary with the type of skew, but this area needs further study.

• How accurate are simple analytical models? It can be expected that assumptions of uniform data distribution will lead to optimistic performance and scalability estimates. Simple analytic models can also predict worst-case performance. However, very little is known about the accuracy of these results compared to those from more detailed models, such as simulation.

• What are the properties of the speedup efficiency $\mathcal{E}$, especially the relationship between $\mathcal{E}$ and parameters describing data skew (variance and range).

6.2 Dealing with Skew

In investigating ways to alleviate the effects of data skew, the most important questions are:

• are there algorithms insensitive to skew?
• when does it become worthwhile to dynamically redistribute data?

• can existing algorithms be modified, or are new ones needed?

7 Methods of Analysis

There are three major techniques for analyzing the performance of join algorithms. They are, in
increasing difficulty of use, complexity analysis, analytic models, and simulation. While complexity
analysis and analytic models can provide some valuable first-order results, the problem of skew and
scalability is sufficiently complex that only simulation can provide the detail required to adequately
analyze the problem.

7.1 Complexity Analysis

The first step in comparing algorithms is to determine their time complexity. Complexity analy-
sis reveals the asymptotic growth of algorithm's time requirement as input size expands. If two
algorithms have different asymptotic growth, the one with the lower exponent (slower growth) is
preferred.

Basic time complexity analysis assumes an algorithm is executed sequentially on a single node.
However, if one assumes that the algorithm has no serial components, then the operation count at
each node of a $N$ node system is roughly $1/N$ of the system total. That is, the complexity at the
nodes is reduced by $O(N)$ in the parallel case. This provides an upper bound on the performance
improvement that can be expected from implementing a parallel version of an algorithm.

Let $\|R\|$ be the cardinality of the larger relation $R$, and $\|S\|$ be the cardinality of the smaller
relation $S$. Then the per-node cardinalities can be defined as $K_R \equiv \|R\|/N$ and $K_S \equiv \|S\|/N$.

Assume that there are at least $N$ distinct join attribute values, and that these values are
uniformly distributed among the tuples of both relations. That is, given $V$ ($V > N$) join attribute
values, there are $\|R\|/V$ tuples with each value in $R$, and $\|S\|/V$ tuples in $S$. Since $K_R$ and
$K_S$ would be $O(10^3)$ or larger in any realistic application, the requirement that each node have
joinable tuples is certainly reasonable. This assumption excludes extreme cases where only a few
nodes perform the entire join.

The naive nested loop is $O(N K_R K_S)$ while sort-merge and H-semijoin are $O(K_R K_S)$. (see
[46] for a detailed complexity analysis of these algorithms) This demonstrates that while complexity
analysis is useful for rejecting obviously inferior algorithms, it can not select between several
promising ones.

Furthermore, complexity analysis cannot model important aspects of parallel join algorithms,
such as skew, pipelining, and data dependent results (such as join selectivity)
7.2 Analytic Methods

Analytic methods can model pipelining and data dependent effects. Also, analytic models of the no-skew case and worst-case skew can provide performance bounds.

However, analytic methods have limitations. The most important is the need to make a number of simplifying assumptions; these assumptions preclude modeling data skew in full detail.

Analytic models typically make a number of uniformity assumptions. The principal ones are:

- Tuples are evenly distributed among nodes.
- Join key values are evenly distributed among tuples.
- All data granules are of uniform size.

Adding data skew to the model violates these assumptions. The uniformity assumptions imply that all instances of a class of data granules (e.g., hash buckets) are identical. This interchangability substantially simplifies modeling. Under skew conditions, each granule is unique in size and other characteristics, such as distribution of join keys. Therefore, each granule and each node must be considered separately; the simplifications used in most analytic models can no longer be justified.

If analytic models are modified to incorporate skew, they tend to become less realistic in other respects. For example, Lakshimi and Yu [26,27] introduce a simple model of skew that does not include pipelining.

7.3 Simulation

For modeling skew effects at the level of detail needed for this study, simulation is the most practical method. With data skew, each data granule must be modeled explicitly. Nodes must also be modeled explicitly, since each has a different workload.

In principle, analytic methods could be used to obtain most of these results. However, the number of details and the complexity of the models employed make it more practical and less error prone to use a simulation to perform all the calculations. Furthermore, simulation software can automatically collect a variety of statistics to aid interpretation of the results.

The system simulated is deterministic. Once data granules, algorithm and architecture are defined, simulation will proceed without use of random variables. Granule characteristics can be defined in two ways. Profiles of data skew may be collected from real databases, or synthetic data may be generated using random distributions.

8 Example: The Sort-Merge Join Algorithm

This section uses the relative partition model of data skew to calculate response time of the sort-merge join algorithm in the presence of various types of data skew.
There are several motivations for showing these calculations in full. Beyond demonstrating the use of the relative partition model, (see section 3.3.2) these calculations show that skew does indeed degrade performance, and that each type of skew has different effects on performance.

8.1 Notation

Let the node with the larger number of tuples be the Q-node. Also, the larger hash bucket is called the Q-bucket.

Important dimensions in these calculations are:

\[ N \quad \text{The number of nodes.} \]
\[ \|R\| \quad \text{The larger relation to be joined} \]
\[ K_R \quad \text{denotes the cardinality of } R \]
\[ K_R \quad \text{The number of tuples stored at each node} \]
\[ K_R \equiv \|R\|/N \]
\[ S \quad \text{The smaller relation to be joined} \]
\[ \|S\| \quad \text{the cardinality of } S \]
\[ K_S \quad \text{is the per-node cardinality for } S \]
\[ K_S \equiv \|S\|/N \]

The following constants represent time required for basic operations:

\[ t_{disk} \quad \text{time to read or write a disk track} \]
\[ t_{msg} \quad \text{time to send a message} \]
\[ t_{send} \quad \text{time to send a message} \]
\[ t_{recv} \quad \text{time to receive a message} \]
\[ t_{hash} \quad \text{time to hash a tuple} \]
\[ t_{merge} \quad \text{time to merge two tuples of the same relation} \]
\[ t_{join} \quad \text{time to create semi-join or join output tuple} \]
\[ t_{scan} \quad \text{time to scan an input tuple during merge-join} \]

Other values used in the calculations include:
\(L_R\) length of an \(R\)-tuple in bytes.
\(L_S\) \(S\)-tuple length in bytes.
\(L_{key}\) key length in bytes.
\(L_{tag}\) tagged key length in bytes.
\(\alpha_R\) The local predicate selectivity for \(R\).
\(\alpha_S\) The local predicate selectivity for \(S\).
\(\rho_{join}\) join selectivity
\(D\) bytes per disk track
\(M\) memory size in bytes
\(m\) message size in bytes

In the relative partition model, each type of skew is represented as follows:

**initial tuple population** A disproportionate number of tuples are stored on one node. Specifically, there are \(QK\) tuples on one node, where \(K\) is the per-node cardinality.

**predicate selectivity** In this case, all nodes have the same initial population. However, during local selection (filtering), one node selects nodes with probability \(Q\alpha\), where \(\alpha\) is the average selection probability.

**hash function skew** Unless stated otherwise, the number of hash buckets is equal to the number of nodes. Tuples are \(Q\) times more likely to be hashed to the \(Q\)-bucket than to any other.

**join key skew** In this scenario, one partial join (one bucket) has a join selectivity of \(Q_RQ_S\rho_{join}\), while the other partial joins have a selectivity of \(N - Q_RQ_S\rho_{join}/N - 1\)

### 8.2 The Sort-Merge Algorithm

For the purposes of this analysis, the sort-merge algorithm may be divided into three phases. Each phase must finish before the next can start. Within each phase, there are several steps; these steps can be overlapped (pipelined). The steps of the algorithm are:

1. **Filter and Hash:** The following procedure is performed for both the \(R\)-relation and the \(S\)-relation.

   (a) Read a track from disk
   (b) Apply local selection and projection predicates
   (c) calculate hash bucket
   (d) send to sort-merge site for that bucket (actually, tuples are collected in a buffer and sent once the buffer is full)
(e) store at sort-merge node. Write tuples to disk when they fill a track.

2. Sort Hash Buckets: Sort procedure is carried out for R and S separately
   (a) Retrieve tuples from disk until memory is full
   (b) sort tuples
   (c) Write sort run on disk.

3. Merge-Join
   (a) read a track from each run of R and S.
   (b) merge tuples from R tracks
   (c) merge tuples from S tracks
   (d) merge-join R and S tuples
   (e) write join output tuples to disk.

To simplify the analysis, two assumptions are made:

Assumption 1 The tuples on each disk track can be filtered, hashed, transmitted to the join sites, and received there in less than the time required to read or write a track.

Assumption 2 Bit filtering is not used.

8.3 Uniform Case

Filter and Hash Phase  The time required to process a track at the storage node has three components: local filtering (selection and projection), hash calculation, and transmission to join site. For the R relation, these sum to:

\[
\frac{D}{L_R} t_{\text{filter}} + \frac{D}{L_R} \alpha_R t_{\text{hash}} + \left( \frac{N - 1}{N} \right) \frac{D \alpha_R}{m} t_{\text{send}}
\]  

Similarly for S:

\[
\frac{D}{L_S} t_{\text{filter}} + \frac{D}{L_S} \alpha_S t_{\text{hash}} + \left( \frac{N - 1}{N} \right) \frac{D \alpha_S}{m} t_{\text{send}}
\]  

The time required to receive the tuples at the join site is

\[
\left( \frac{N - 1}{N} \right) \frac{D \alpha_R}{m} t_{\text{recv}}
\]  

for R, and:
\[
\left(\frac{N - 1}{N}\right) \frac{D\alpha S}{m} t_{recv}
\]

For S. Thus, assumption 1 can be stated more precisely as:

\[
t_{disk} > \frac{D}{L_R} t_{filter} + \frac{D}{L_R} \alpha_R t_{hash} + \left(\frac{N - 1}{N}\right) \frac{D\alpha R}{m} \left( t_{send} + t_{recv} \right)
\]

and

\[
t_{disk} > \frac{D}{L_S} t_{filter} + \frac{D}{L_S} \alpha_S t_{hash} + \left(\frac{N - 1}{N}\right) \frac{D\alpha S}{m} \left( t_{send} + t_{recv} \right)
\]

If the constraints in equation 20 hold, then all computation and communication can be overlapped with disk I/O, and the time required to complete the first phase is:

\[
2 \left( \frac{K_R}{D} L_R + \frac{K_S}{D} L_S \right) t_{disk}
\]

**Sort Phase** In the general case, relation partitions on each node will be too large to sort in memory (\(K_S > M\)). Therefore, they must be divided into runs, each of which are sorted separately. Runs from both relations are then merged and merge-joined.

The number of sort runs for \(R\) is \(K_R\alpha R L_R / M\). Since there are \(M/K_R\) tuples per run, the time to sort each run is:

\[
\frac{M}{L_R} \log_2 \left( \frac{M}{L_R} \right) t_{sort}
\]

The total sort time for \(R\) becomes:

\[
K_R\alpha R \log_2 \left( \frac{M}{L_R} \right) t_{sort} + \frac{2K_R\alpha RL_S}{D} t_{disk}
\]

The last term in the equation reflects the time needed to read and write each tuple. Similarly, the time for \(S\) is:

\[
K_S\alpha S \log_2 \left( \frac{M}{L_S} \right) t_{sort} + \frac{2K_S\alpha SL_S}{D} t_{disk}
\]

**Merge-Join** It is assumed that there is sufficient buffering so that no operation waits for the completion of a disk read. Each tuple must go through about \(\log_2(K_R\alpha R L_R / M)\) merge steps (comparisons). Thus, the time for the merge stage, including disk reads, is:

\[
K_R\alpha R \log_2 \left( \frac{K_R\alpha RL_R}{M} \right) t_{merge} + \frac{K_R\alpha RL_R}{D} t_{disk}
\]
The result for $S$ is similar:

$$K_S s \alpha_s \log_2 \left( \frac{K_S s L_R}{M} \right) t_{merge} + \frac{K_S s L_S}{D} t_{disk}$$

(26)

Reading and scanning the input tuples for the merge join requires

$$K_R \alpha R t_{scan} + K_S s t_{scan}$$

(27)

The time required to write the joinable tuples is:

$$K_R \alpha R K_S s \rho_{join} t_{join} + \frac{K_R \alpha R K_S s \rho_{join} (L_S + L_R - L_{key})}{D} t_{disk}$$

(28)

Summing the results from equations 21, 23, 24, 25, 26, 27 and 28 yields the response time for the uniform case:

$$R_U = \left( (2 + 3 \alpha_R) K_R L_R + (2 + 3 \alpha_S) K_S L_S + K_R \alpha R K_S s \rho_{join} (L_R + L_S - L_{key}) \right) \frac{t_{disk}}{D}$$

$$+ \left( K_R \alpha R \log_2 \left( \frac{M}{L_R} \right) + K_S s \log_2 \left( \frac{M}{L_s} \right) \right) t_{sort}$$

$$+ \left( K_R \alpha R \log_2 \left( \frac{K_R \alpha R L_R}{M} \right) + K_S s \log_2 \left( \frac{K_S s L_S}{M} \right) \right) t_{merge}$$

$$+ (K_R \alpha R + K_S s) t_{scan} + K_R \alpha R K_S s \rho_{join} t_{join}$$

(29)

### 8.4 Tuple population skew

In this case, response time increases because one node has to read more tuples from disk. The time for disk I/O during the filter and hash phase becomes:

$$2 \left( \frac{Q_R K_R L_R}{D} + \frac{Q_S K_S L_S}{D} \right) t_{disk}$$

(30)

It is assumed that the extra tuples from the Q-node are uniformly distributed among to all join buckets. Therefore the sort and merge join phases have the same time requirements as the uniform case.

The response time then becomes:

$$R_{TPS} = \left( (2 Q_R + 3 \alpha_R) \frac{K_R L_R}{D} + (2 Q_S + 3 \alpha_S) \frac{K_S L_S}{D} \right) t_{disk}$$

$$+ \frac{K_R \alpha R K_S s \rho_{join} (L_R + L_S - L_{key})}{D} t_{disk}$$

$$+ \left( K_R \alpha R \log_2 \left( \frac{M}{L_R} \right) + K_S s \log_2 \left( \frac{M}{L_s} \right) \right) t_{sort}$$
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\[ + \left( K_R \alpha_R \log_2 \left( \frac{K_R \alpha_R L_R}{M} \right) + K_S \alpha_S \log_2 \left( \frac{K_S \alpha_S L_S}{M} \right) \right) t_{\text{merge}} \]
\[ + (K_R \alpha_R + K_S \alpha_S) t_{\text{scan}} + K_R \alpha_R K_S \alpha_S \rho_{\text{join}} t_{\text{join}} \]  \hspace{1cm} (31)

Note that the only change from equation 29 is in the first \( t_{\text{disk}} \) term.

### 8.5 Selectivity Skew

Under this scenario, each node has the same number of tuples stored on disk. However, on one node, tuple are Q times more likely to be selected by the local selection predicate. While the time to read and filter the tuples is the same, more time is required to hash and transmit tuples on the Q-node.

Selectivity skew will not increase response time unless the additional tuples on the Q-node cause assumption 1 to become invalid. In this case, the constraint expressed by equation 20 becomes:

\[ t_{\text{disk}} > \frac{D}{L_R} t_{\text{filter}} + \frac{Q_R D \alpha_R}{L_R} t_{\text{hash}} + \left( \frac{N - 1}{N} \right) \frac{Q_R D \alpha_R}{m} (t_{\text{send}} + t_{\text{recv}}) \]

and

\[ t_{\text{disk}} > \frac{D}{L_S} t_{\text{filter}} + \frac{Q_S D \alpha_S}{L_S} t_{\text{hash}} + \left( \frac{N - 1}{N} \right) \frac{Q_S D \alpha_R}{m} (t_{\text{send}} + t_{\text{recv}}) \]  \hspace{1cm} (32)

Again, it is assumed that the hash function distributes the extra tuples from the Q-node evenly among all hash buckets, so that the response times for the sort and merge-join phases are the same as the uniform case. Thus, as long the conditions in 32 hold, the response time is the same as the uniform case (see equation 29).

### 8.6 Hash Function Skew

In this case, skew occurs when a disproportionate number of tuples are hashed to one bucket, called the Q-bucket. The response time for the disk reading, filtering, hashing, and message passing steps are all the same as the uniform case. However, the sort and merge-join phases are delayed by processing the Q-bucket.

**Sort Phase** On the Q-node, the number of sort runs for \( R \) becomes \( Q_R K_R \alpha_R L_R / M \). Since there are \( M / K_R \) tuples per run, the time for each run is:

\[ \frac{M}{L_R} \log_2 \left( \frac{M}{L_R} \right) t_{\text{sort}} \]  \hspace{1cm} (33)

Thus the total sort time for \( R \) becomes
\[ Q_R K_R \alpha_R \log_2 \left( \frac{M}{L_R} \right) t_{\text{sort}} + \frac{2Q_R K_R \alpha_S S L_S}{D} t_{\text{disk}} \]  

(34)

The last term in the equation reflects the time of reading and writing each tuple. Similarly, the sort time for \( S \) is:

\[ Q_S K_S \alpha_S \log_2 \left( \frac{M}{L_S} \right) t_{\text{sort}} + \frac{2K_S \alpha_S S L_S}{D} t_{\text{disk}} \]  

(35)

**Merge-Join** Each tuple must go through about \( \log_2(Q_R K_R \alpha_R L_R/M) \) merge steps (comparisons). Thus, the time required to merge all the sort runs of \( R \) is:

\[ Q_R K_R \alpha_R \log_2 \left( \frac{Q_R K_R \alpha_R L_R}{M} \right) t_{\text{merge}} \left( \frac{Q_R K_R \alpha_R L_R}{D} \right) t_{\text{disk}} \]  

(36)

Where the last term represents the time need to read sort runs stored on disk. The result for \( S \) is similar:

\[ Q_R K_S \alpha_S \log_2 \left( \frac{Q_S K_S \alpha_S L_S}{M} \right) t_{\text{merge}} \left( \frac{Q_S K_S \alpha_S L_S}{D} \right) t_{\text{disk}} \]  

(37)

Reading and scanning the input tuples for the merge join requires

\[ Q_R K_R \alpha_R t_{\text{scan}} + Q_S K_S \alpha_S t_{\text{scan}} \]  

(38)

The time needed to write the joinable tuples is:

\[ Q_R K_R \alpha_R Q_S K_S \alpha_S \rho_{\text{join}} t_{\text{join}} + \frac{Q_R K_R \alpha_R Q_S K_S \alpha_S \rho_{\text{join}} (L_S + L_R - L_{\text{key}})}{D} t_{\text{disk}} \]  

(39)

Summing the results from equations 21, 34, 35, 36, 37, 38 and 39 yields the response time:

\[ R_{\text{HFS}} = \left( (2 + 3Q_R \alpha_R) \frac{K_R L_R}{D} + (2 + 3Q_S \alpha_S) \frac{K_S L_S}{D} \right) t_{\text{disk}} + \frac{Q_R Q_S K_R \alpha_R K_S \alpha_S \rho_{\text{join}} (L_R + L_S - L_{\text{key}})}{D} t_{\text{disk}} + \left( Q_R K_R \alpha_R \log_2 \left( \frac{M}{L_R} \right) + Q_S K_S \alpha_S \log_2 \left( \frac{M}{L_S} \right) \right) t_{\text{sort}} + \left( Q_R K_R \alpha_R \log_2 \left( \frac{Q_R K_R \alpha_R L_R}{M} \right) + Q_R K_S \alpha_S \log_2 \left( \frac{Q_S K_S \alpha_S L_S}{M} \right) \right) t_{\text{merge}} + (Q_R K_R \alpha_R + Q_S K_S \alpha_S) t_{\text{scan}} + Q_R Q_S K_R \alpha_R K_S \alpha_S \rho_{\text{join}} t_{\text{join}} \]  

(40)
8.7 Join Key Skew

In algorithms with hash partitioning, join key skew has almost the same effect as hash function skew. Join key skew occurs when some join key values occur more frequently than others. In the worst case, all the most common key values will hash to the same bucket (for both relations).

If there is no hash function skew, each bucket will have an equal number of key values. That is, the domain of the hash function will be evenly divided. Thus, the Q-bucket will hold more tuples than other buckets. In this case, all hash buckets contain the same number of tuples.

R-Tuples are $Q_R$ times more likely to hash to the Q-bucket than any other. The Q-bucket will also receive $Q_S$ times more S-tuples than other buckets. Thus, the response time for the sort phase is the same as for hash function skew. (see equations 34, 35, 36, and 37).

In the merge-join phase, the time to scan the tuples is also the same, as the hash function skew. (see equation 38)

The time to write the joinable tuples on the Q-node becomes:

$$Q_R Q_S K_R K_S \alpha_R \alpha_S \rho_{\text{join}} t_{\text{join}} + \frac{Q_R Q_S K_R \alpha_R K_S \alpha_S \rho_{\text{join}} (L_R + L_S - L_{\text{key}})}{D} t_{\text{disk}}$$

(41)

The response time is obtained by adding equations 21, 34, 35, 36, 37, 38 and 41 to obtain:

$$R_{JKS} = \left( (2 + 3Q_R \alpha_R) \frac{K_R L_R}{D} + (2 + 3Q_S \alpha_S) \frac{K_S L_S}{D} \right) t_{\text{disk}}$$

$$+ \frac{Q_R Q_S K_R \alpha_R K_S \alpha_S \rho_{\text{join}} (L_R + L_S - L_{\text{key}})}{D} t_{\text{disk}}$$

$$+ \left( Q_R K_R \alpha_R \log_2 \left( \frac{M}{L_R} \right) + Q_S K_S \alpha_S \log_2 \left( \frac{M}{L_S} \right) \right) t_{\text{sort}}$$

$$+ \left( Q_R K_R \alpha_R \log_2 \left( \frac{Q_R K_R \alpha_R L_R}{M} \right) + Q_R K_S \alpha_S \log_2 \left( \frac{Q_S K_S \alpha_S L_S}{M} \right) \right) t_{\text{merge}}$$

$$+ (Q_R K_R \alpha_R + Q_S K_S \alpha_S) t_{\text{scan}} + Q_R Q_S K_R \alpha_R K_S \alpha_S \rho_{\text{join}} t_{\text{join}}$$

(42)

Note that equations 40 and 42 are identical.

8.8 Effect of Skew on Response Time

The amount of increase in response time varies with the type of skew. We can gain some understanding of this effect by fixing $Q_R$ and $Q_S$ and calculating the response time for each type of skew. This approach varies the type of skew for a fixed amount of skew. By subtracting the response time for the uniform case, the increase in response time for each skew type can be found.

**Tuple Population Skew**  The increase for tuple population skew is found by subtracting equation 29 from equation 31:
\[ R_{TPS} - R_U = \frac{2(Q_R - 1)K_R L_R}{D} t_{disk} + \frac{2(Q_S - 1)K_S L_S}{D} t_{disk} \]  

(43)

Selectivity Skew  As discussed previously, \( R_{SS} = R_U \). (see section 8.5)

Hash Function Skew  The total increase in response time for hash skew (from equations 29 and 40) is:

\[ R_{HS} - R_U = \frac{3\alpha_R (Q_R - 1) K_R L_R}{D} t_{disk} + \frac{3\alpha_S (Q_S - 1) K_S L_S}{D} t_{disk} \]

\[ + \frac{(Q_R Q_S - 1) K_R \alpha_R K_S \alpha_S \rho_{join} (L_R + L_S - L_{key})}{D} t_{disk} \]

\[ + \frac{(Q_R - 1) K_R \alpha_R \log_2 \left( \frac{M}{L_R} \right)}{D} t_{sort} + (Q_S - 1) K_S \alpha_S \log_2 \left( \frac{M}{L_S} \right) t_{sort} \]

\[ + (Q_R - 1) \left( K_R \alpha_R \log_2 \left( \frac{K_R \alpha_R L_R}{M} \right) \right) t_{merge} + Q_R K_R \alpha_R \log_2 (Q_R) t_{merge} \]

\[ + (Q_S - 1) \left( K_S \alpha_S \log_2 \left( \frac{K_S \alpha_S L_S}{M} \right) \right) t_{merge} + Q_S K_S \alpha_S \log_2 (Q_S) t_{merge} \]

\[ + (Q_R - 1) K_R \alpha_R t_{scan} + (Q_S - 1) K_S \alpha_S t_{scan} \]

\[ + (Q_R Q_S - 1) K_R K_S \alpha_R \alpha_S \rho_{join} t_{join} \]  

(44)

In evaluating the increase in response time for hash function skew, non-linear effects are apparent. Both the merge and join output components of the response time increase by greater than linear factors. The \( \log_2 (Q_R) \) and \( \log_2 (Q_S) \) terms for the merge times are indications of this increase. The join output time increases by the product of the two skew factors.

Join Key Skew  As discussed previously, \( R_{JKS} = R_{HFS} \).

Conclusions  The most fundamental result of this analysis is that different types of skew have different effects on response time. This becomes apparent when equations 43 and 44 are compared. This result calls into question the assumption that the source of skew can be ignored.

9 Summary

Data skew can degrade performance and scalability of parallel join algorithms. Current theory is deficient because it ignores data skew.

This report describes several contributions to research on this topic:
1. Systematic classification of skew types.

2. The relative partition model of data skew

3. An analytic demonstration that different types of skew have different effects on performance.

Work is in progress to examine skew and scalability. One goal of this work is to compare join algorithms under a uniform set of assumptions. In measuring scalability, the most important independent variable is \( N \), the number of nodes. With respect to skew, the key variables are the source (type) of skew, distribution (model of skew), and the parameters describing that distribution. In all cases, the major dependent variable is \( \mathcal{E} \), the speedup efficiency. The scaled problem size method will be used to evaluate scalability.

Research would proceed naturally in three stages. The first stage will establish a baseline of test cases with "no-skew" assumptions. Next, these same cases will be evaluated (by analytic and simulation methods) under skewed conditions. This will reveal the impact of skew. Finally, the algorithms under test will be modified to make them skew-resistant, and a third set of cases will be examined.
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