Figure 6.3: CPU time versus maximum transfer length for **GRA** and **Tree** for complete binary tree architectures with 64 senders.

Figure 6.4: Penalty paid for using **GRA** versus maximum transfer length for complete binary tree architectures with 64 senders.
Figure 6.5: CPU time versus user link capacity for GRA and Tree for complete binary tree architectures with 64 senders.

Figure 6.6: Penalty paid for using GRA versus user link capacity for complete binary tree architectures with 64 senders.
6.3 Discussion

The experiments described in the previous section show that as the number of users is increased, the **GRA** algorithm can provide substantial savings in average execution time over **Tree** (upto 50%, or an asymptotic factor of $n$ improvement) for a relatively small average penalty (about 5% increase in schedule length). This behavior is almost independent of the lengths of the transfers involved. The insensitivity to transfer lengths is as expected, since although longer transfer lengths will lead to longer schedules, they will in general not increase the switching complexity, or number of feasible transfers that are calculated; each feasible transfer will simply be re-used for a greater number of time slots.

The running time of **GRA** follows that of **Tree** as the user link capacities are increased. The discussion in sec. 5.6 applies to **GRA** also. It is interesting to note that as user link capacities are increased, the maximum penalty, in terms of schedule length, for using **GRA** increases quite sharply, while the average penalty remains in the 10-15% range. Clearly as link capacities increase the optimal algorithm has greater opportunities for maximizing the number of parallel data transfers at every time slot, while the heuristic does not backtrack to try to take advantage of these opportunities once a set of feasible transfers has been found. Further study is needed to fully understand the differences between the average and maximum penalties, and the effect of increasing the user link capacities even further.

Taking a broader view, the results of this chapter constitute one exploration of a design space for constructing heuristics to solve **TreeDTS**. It is possible to
design a different heuristic, for instance simply by changing the ordering that is applied to the edges of the resource graph in the Greedy Tree Algorithm. As a concrete example, consider the following promising heuristic: sort the edges by their congestion, i.e., calculate for each edge the ratio of the transfer length for that edge to the minimum of the capacities of its end users, and examine those edges with the highest congestion ratios first. Call this heuristic the Maximum Congestion First, or MCF heuristic. The MCF heuristic is myopic in the same sense that GRA is: only part of the input instance information is examined. MCF is also simplistic in the same sense that GRA is: no backtracking is done to improve on the initial choices made by the algorithm. However, MCF would give rise to different, probably better, performance in terms of schedule length, while paying a greater penalty in terms of execution time, than GRA. An experimental evaluation of MCF, very similar in style to that described in this chapter for GRA, could then be carried out to test and quantify its behavior.

This example shows a general characteristic of the process of designing heuristics to solve optimization problems. There are two classes of design parameters: the amount of the (input) state space that is examined, and the complexity of the function applied to it. In the case of the GRA and MCF, both these parameters are changed: MCF examines more of the state space, as well as applies a slightly more complex function to it, than GRA. One can envision a range of heuristics that can be systematically designed, each appropriate for different input parameters and applications, as the design parameters are systematically varied.
Chapter 7

Scheduling in Extended Hierarchical Architectures

In this chapter we extend the range of problems that can be solved still further. The first extension solves a generalization of the problem of scheduling in tree architectures that was studied in Chapter 5. In the following section we consider tree architectures in which some transfers do not traverse the root of the tree, i.e., both local and remote transfers are permitted. When this possibility is specified in our model, the architecture graph is no longer a tree. This problem has applications both for parallel I/O and satellite communications scheduling. We obtain an approximation algorithm that solves more general cases of the problem than the best previous heuristic, has the same performance guarantee, but a better time complexity.

The second extension in this chapter considers tree architectures in which preemptions may take place arbitrarily, and not only at pre-specified integer boundaries. This problem is applicable to data transfers in systems with continuous media, such as those in current and proposed multimedia systems. We show that the Tree algorithm can be modified slightly to solve this problem. The last extension we mention is that of tree-structured architectures in
which the users communicate via transceivers. This problem has applications in packet radio networks. Sasaki [125] has proved that an approximation algorithm can be designed for this problem. The Tree algorithm modified to handle arbitrary preemptions is used as a subroutine in the solution.

7.1 Systems with local and remote data transfers

In this section we consider an extension to the TreeDTS problem in which the architecture graph permits both local and remote transfers i.e., transfers that pass through the root of the tree architecture (remote transfers), as well as transfers that only traverse the root of a subtree (local transfers). This is an important extension as it occurs frequently both for the parallel I/O application as well as the communications switching application. In the case of the parallel I/O application it occurs in shared-bus systems such as the Sequent [100] and potentially also in systems such as Hector [138] and interconnection networks such as KYKLOS [102]. In the case of communications networks it occurs for intersatellite transfers [7, 53, 54].

We first define the problem formally in our model, and discuss how it arises in the parallel I/O and intersatellite communications application. We then show how the graph-theoretic nature of our specification facilitates the systematic decomposition of the problem into a number of subproblems, allowing us to obtain a heuristic solution. This solution also applies to a special case of the intersatellite communication problem studied earlier by Bertossi et al [7], and provides the same upper bound on makespan but better time complexity than the best heuristic available previously.
7.1.1 Specification of the problem

A formal specification of the problem in the model is as follows. See Fig. 7.1 for an example.

\[ \text{LocalRemoteDTS} = (PG, AG, RG, f, Preempt) \]

where the 5-tuple is defined as follows.

\[ PG = (T, Ep, Lp) \text{ has } |T| = m \text{ tasks, of length } Lp(t) \in N \text{ for all } t \in T, \text{ and } |Ep| = 0, \text{ i.e., no precedence constraints.} \]

\[ AG = (R, Ea, La) \text{ has } |R| = n + 3b \text{ vertices, with } n \text{ vertices of type } SUSER \]

and \( RUSER \) \( b \) vertices each of type \( MUX \) and \( DMUX \), and \( b \) vertices of type \( NULL \). Each \( NULL \) vertex is the root of a three-level tree which can be specified exactly as the architecture graph of \( TreeDTS \), with \( N \) leaves of each type \( SUSER \) and \( RUSER \). (Hence \( n = 2bN \)). One of the \( NULL \) vertices, called the system vertex, has an incoming arc from the root of every other \( DMUX \) subtree to the root of its \( MUX \) subtree and an outgoing arc from the root of its \( DMUX \) subtree to the root of every other \( MUX \) subtree. (These arcs are called inter-bus links, a name suggested by the parallel I/O application). The capacity is \( La(e) = 1 \) for all \( e \in Ea \) except those arcs incident on the \( NULL \) vertices; for the latter arcs \( La(e) \geq 1 \) and, for the parallel I/O application, represents the bus capacity.

\[ RG = (R, Er, Lr) \] is a bipartite graph, where \( Er \) is a set of arcs from \( SUSER \) to \( RUSER \) vertices only, leaving the assignment of other resources implicit,
Figure 7.1: \( AG \) for the scheduling problem with local and remote transfers, \textit{LocalRemoteDTS}.

and \( L_r \) is a bijection from \( E_r \) to \( T \). \( RG \) is further restricted in that if the only path between a pair of \textit{SUSER} and \textit{RUSER} vertices in \( AG \) contains more than one inter-bus link, there is no arc between those vertices in \( RG \).

\( f \) is makespan.

\textit{Preempt} is true.

We discuss two applications which give rise to the \textit{LocalRemoteDTS} problem.
7.1.2 The parallel I/O application

The bus I/O scheduling problem consists of scheduling the data transfers among processors and peripheral devices connected via a collection of hierarchically organized buses. Examples of such architectures include the commercially successful Sequent [100] and the research prototype Hector [138]. The Sequent system (Fig. 7.2) has a two-tier arrangement of buses. A single fast system bus connects processors and main memory. Several relatively slow I/O buses, e.g. SCSI or Multibus (see [68]), connect I/O devices to the system bus. Each bus permits at most one data transfer to be in progress at any given time.

Two types of I/O transfers may take place. Data transfers from one I/O device to another on the same bus are called *local* transfers, while those among
main memory and I/O devices on separate buses are called remote transfers. A remote transfer requires simultaneous possession of an I/O device, a system bus, an I/O bus, and either a memory unit or another I/O device. A local transfer requires two I/O devices and a local bus. An example of an application requiring local transfers is 3D visualization of scientific data (e.g. [144]), for which a fast disk may supply data to a high-performance graphics workstation connected to a common local bus. A more mundane example is the periodic backup of files from disks to tape. Each transfer consists of a number of fixed-size units (e.g. disk blocks) which we call packets, and transfers can be preempted at packet boundaries. It is assumed that each I/O device or memory unit has one port and is either a sender or a receiver of data.

As mentioned in Chapter 3, given the increasing data transfer demands of new applications programs, there are likely to be multiple parallel buses in future bus-oriented parallel architectures, as in the IBM RP3 [115]. Even if only one bus is available, however, if the bus bandwidth is high enough it can be time-shared to effectively provide many parallel I/O transfers. An example of a bus for which this is possible is the Sequent system bus, which has a bandwidth of 53 MB/s.

7.1.3 The intersatellite communications application

The intersatellite communications scheduling problem [7] consists of scheduling the data transfers among a set of zones on the ground via a network of satellites, ground-satellite links and intersatellite links (ISL). Each zone communicates with one satellite. Each ground-satellite link and each ISL is
Figure 7.3: Example ISL communications system

bidirectional and allows at most one transfer in each direction at any given time. Both local transfers between zones connected to the same satellite, as well as intersatellite transfers between zones connected to different satellites, are possible (see Fig. 7.3). Data for a single transfer is transmitted as fixed-length packets which may be interspersed on the communications links with packets from other transfers. It is assumed that there is no intersatellite transfer required between two zones if their respective satellites are not connected by an ISL.

Bertossi et al [7] have shown that the ISL communication scheduling problem is NP-complete for an arbitrary number of satellites even for highly restricted ISL network topologies, and zero ISL propagation delay. They conjecture [7] that the special case of just two satellites and zero ISL delay, which we call the SimpleISL problem, is also NP-complete, and propose two suboptimal
heuristics. Both heuristics generate schedules of at most twice the optimal schedule length. That is, the upper bound on the makespan, $UB(1) = 2 \ LB$, where $LB$ is a lower bound on the makespan defined as follows. Let $L(u, v)$ be the total intersatellite traffic from satellite $u$ to satellite $v$, $ST(u)$ the total traffic sent from zone $u$, and $RT(u)$ the total traffic received at zone $u$. Then,

\[
LB = \max \{ \max \{ L(i, j) : 1 \leq i, j \leq b \land i \neq j \}, \max \{ ST(i) : 1 \leq i \leq n \}, \max \{ RT(i) : 1 \leq i \leq n \} \}
\]

The time complexity of the first heuristic is $O(n^{4.5})$, and of the second is $O(n^{8.5})$.

The ISL problem has also been formulated as a modified open-shop by Ganz and Gao [53] for the case of arbitrary ISL propagation delay, and a heuristic has been proposed. The modified open-shop formulation models each uplink as a processor and each downlink as a job. Since each local data transfer requires an uplink and a downlink simultaneously it is modeled as one operation of a job on a processor. Since the transfers through a downlink may occur in any order, the operations of jobs on processors are modeled as not having any technological constraints, i.e., as an open shop.

The difficulty with this formulation arises in its modeling of intersatellite transfers, which require three resources (uplink, downlink and ISL) simultaneously. Each direction of an ISL is modeled as a processor and a job consisting of only one operation which executes on that processor. Thus an intersatellite transfer assumes implicitly that two processors are used simultaneously, and
this assumption is enforced when each time slot is scheduled by the heuristic solution [53].

From our viewpoint the problem specification in our model is preferable to the open-shop formulation as the former clearly and explicitly specifies precisely which transfers require which three resources simultaneously. (This approach subscribes to software engineering principles which advocate a clean separation between the specification of a program and its implementation).

An assumption made by Ganz and Gao [53] is that the ISL propagation delay \( \delta \) is the same for all ISL. In addition, an intersatellite transfer of length \( t \) time units is assumed to require the uplink and downlink for \( t + \delta \) time units and the ISL for \( t \) units. We assume that an intersatellite transfer requires all three links for time \( t + \delta \).

SimpleISL is the same as LocalRemoteDTS except that \( b = 2 \), and, since a zone may send and receive data simultaneously, each zone is represented as one SUSER vertex and one RUSER vertex. In the following section we describe a heuristic to solve LocalRemoteDTS and SimpleISL.

7.1.4 The decomposition heuristic

The heuristic we use to solve LocalRemoteDTS is to decompose the architecture graph into trees and apply the solution used for TreeDTS. One set of trees allows only local transfers to take place, and one tree allows the remote
Figure 7.4: Applying the decomposition heuristic

transfers to take place. An example of the decomposition is shown in Fig. 7.4.

Decomposition Heuristic.

Input: Scheduling problem LocalRemoteDTS.

Output: A schedule satisfying LocalRemoteDTS.

Step A. Decompose LocalRemoteDTS to b Local data transfer problems

1. Let $AG' = (R, Ea', La')$ with $Ea' = Ea - \{e : e \text{ is an inter-bus link}\}$
to obtain a forest $AG' = \{AG''(1), AG''(2), ..., AG''(b)\}$. $La'$ is $La$
restricted to $Ea'$.
2. For $1 \leq i \leq b$, let $RG''(i) = (R'''(i), Er'''(i), Ln'''(i))$ be $RG$ restricted to
the vertices in $AG(i)$. 
3. For $1 \leq i \leq b$, let $PG'(i) = (T'(i), Ep'(i), Lp'(i))$ with $T'(i)$ restricted to the arcs of $Er'(i)$, i.e., $T'(i) = \{t : t \in Lr'(i)\}$, and $Ep'(i)$ and $Lp'(i)$ restricted to $T'(i)$.
4. For $1 \leq i \leq b$, there is a scheduling problem $LocalDTS(i) = (PG(i), AG(i), RG(i), f, Preempt)$.

Step B. Decompose $LocalRemoteDTS$ to one Remote data transfer problem

1. Let $AG'' = (R'', Ea'', La'')$ be constructed as follows. Denote the $NULL$ system vertex as $s$, its $MUX$ child as $MT$ and its $DMUX$ child as $DT$. Then $R'' = R - \{v : v \in NULL - \{s\}\}$. Let $E$ be $Ea$ restricted to $R''$ and with all inter-bus links deleted. Let $F = \{(u, MT) : u \neq MT \land u$ is a $MUX$ vertex\}$. Similarly let $G = \{(DT, u) : u \neq DT \land u$ is a $DMUX$ vertex\}$. Then $Ea'' = E \cup F \cup G$. $La''$ is $La$ restricted to $Ea''$ and with unit capacities for arcs in $F \cup G$.
2. Let $RG'' = (R', Er'', Lr'')$ with $Er'' = Er - \{e : e \in Er'(i), 1 \leq i \leq b\}$, and $Lr''$ restricted to $Er''$.
3. Let $PG'' = (T'', Ep'', Lp'')$ where $T'' = \{t : t = Lr''\}$, and $Ep''$ and $Lp''$ are restricted to $T''$.
4. Obtain a scheduling problem $RemoteDTS = (PG'', AG'', RG'', f, Preempt)$.

Step C. Schedule Local data transfers. For each $LocalDTS(i)$, call the Tree algorithm.

Step D. Schedule Remote data transfers. Call the Tree algorithm to solve $RemoteDTS$. 
End Heuristic.

**Theorem 7.1** The decomposition heuristic solves an instance of LocalRemoteDTS in time $O(n^4)$, providing a schedule with an upper bound on the makespan of $UB(2) = 2 \cdot LB$.

**Proof.** The heuristic clearly terminates, and from the construction it is plain that the $b+1$ scheduling problems $LocalDTS(i)$ and $RemoteDTS$ are special cases of $TreeDTS$. Recall that the time complexity of the $Tree$ algorithm is $O(n^4 C)$ where $n$ is the number of user nodes and $C$ is the average capacity of the user links. For $LocalRemoteDTS$ the user nodes are $SUSER$ and $RUSER$ vertices and the user links are the arcs incident upon them, so $C = 1$. For $LocalDTS(i)$ the number of user nodes is $2N = n/b$ while for $RemoteDTS$ it is $n$, so that the time complexity of the decomposition heuristic is $O(n^4)$. The length of the schedule generated by the heuristic has an upper bound given by

$$UB(2) = \max\{L(i,j) : 1 \leq i, j \leq b \land i \neq j\}$$
$$+ \max\{\max\{ST(i) : 1 \leq i \leq n\}, \max\{RT(i) : 1 \leq i \leq n\}\}$$
$$\leq 2 \cdot LB$$
$$= UB(1) \quad \square$$

The decomposition heuristic is a generalization of the heuristics of Bertossi et al [7]. For the SimpleISL problem the decomposition heuristic compares favorably with those Bertossi et al, which have the same upper bound on schedule length and have time complexities of $O(n^{4.5})$ and $O(n^{8.5})$. 
Our approach to the scheduling problem for local and remote transfers also illustrates the use of the scheduling model to obtain effective solutions to scheduling problems by graphical decomposition of the abstract specification.

7.2 Systems allowing arbitrary preemption

In this section we briefly note that the Tree algorithm can be modified to solve problems in which the traffic demand is non-integer or the system allows preemption at arbitrary boundaries. This may be useful for data transfers involving continuous media, which is becoming more commonly used in multimedia applications.

It turns out that the proof of correctness, and the time complexity, of Tree derived in need to be modified only slightly. The lower bound on the schedule length becomes:

\[ L'(r) = \max_{e \in E} \frac{t_r(e)}{c(e)} \]

The definition of network link lower bound and network link capacity are changed to:

\[ b^*_h(e) = \begin{cases} c(e), & \text{if } e \in E \text{ and } \frac{t_r(e)}{c(e)} = L'(r) \\ 0, & \text{otherwise} \end{cases} \]

\[ c^*_h(e) = \begin{cases} 0, & \text{if } e \in E \text{ and } t_r(e) = 0 \\ c(e), & \text{otherwise} \end{cases} \]
Similar changes to other definitions and proofs, most of which are straightforward, show that \textbf{Tree} remains optimal for solving \textit{TreeDTS} with arbitrary preemptions, and the time complexity remains $O(Cn^4)$. For details, see Sasaki and Jain [125].

### 7.3 Applications to packet radio and transceiver systems

An important extension to the \textit{TreeDTS} problem is the case where users communicate through \textit{transceivers}. A transceiver is a device that can transmit and receive, but not both at the same time. This problem has applications for packet radio networks and other communications networks. Special cases of the problem have been studied by Hajek and Sasaki as well as Choi and Hakimi [66, 25].

The paper by Sasaki and Jain [125] shows that the \textbf{Tree} algorithm modified to handle arbitrary preemptions, mentioned above, can be used as a subroutine to approximately solve a special case of \textit{TreeDTS} with transceivers. The modified algorithm has a time complexity of $O(Cmn^2)$. The proof is due to Sasaki.

### 7.4 Conclusions and future work

The previous work related to the results in this chapter has already been discussed; it can be found in [7, 66, 25, 53, 54, 125].
Our contributions in this chapter can be summarized as follows. Firstly, we have found an approximation algorithm for the problem of data transfers in tree architectures when both local and remote transfers are allowed. This problem has important applications for parallel I/O as well as intersatellite communications. Our algorithm generalizes previous work that was done in the context of intersatellite communications, provides a performance guarantee at least as good as that provided by the previous best heuristic, and has better time complexity. Secondly, we have shown that the Tree algorithm can be modified to apply to tree architectures in which preemption can occur arbitrarily. Such systems may become more prevalent in the future with the spread of continuous media in multimedia systems. Finally, we mention that the Tree algorithm has been shown to provide a heuristic for data transfer scheduling in systems with transceivers.

For future work, we suggest two questions. The first is to determine the operating parametres for which the heuristic for local and remote transfers, as well as the Tree algorithm for continuous media, provide practical solutions for the parallel I/O application. The second is to resolve the open question of whether SimpleISL, the intersatellite communication problem with two satellites for which we have provided a heuristic, is NP-complete.
Chapter 8

Scheduling Tasks Under Mutual Exclusion and Precedence Constraints

A natural extension to the data transfer problem $DTS$ is to allow the specification of logical constraints between tasks. In this chapter we will consider two types of constraints: mutual exclusion constraints and precedence constraints. Informally, a mutual exclusion constraint between two tasks means that in any legal schedule they are not permitted to execute simultaneously. Note that precedence constraints are logically stronger than mutual exclusion constraints, as they additionally specify the order in which tasks must occur.

While the scheduling of tasks with precedence constraints has been studied extensively (e.g. see Chapter 2 and [56, 112]), to our knowledge the previous work on mutual exclusion constraints is very limited, despite its practical applicability to parallel computing. Thus we first concentrate on developing results for scheduling tasks under mutual exclusion constraints, and in sec. 8.2 we present some results on the NP-completeness of precedence-constrained scheduling.
8.1 Mutual exclusion constraints

Mutual exclusion constraints on tasks are very common in parallel programs, and represent a natural and practical means of expressing synchronization requirements. The CODE parallel programming environment, for instance, provides a limited form of mutual exclusion constraints for this purpose [15], [140], [141]. We surmise that mutual exclusion constraints may also be useful for expressing scheduling constraints on problems drawn from many other application areas, including the communications switching application.

An advantage of our model (see Chapter 2) over simpler classification schemes is the ability to perform graph transformations to the problem specifications so as to prove that two problems are related in the sense that a solution to one is a solution to the other. In this section we demonstrate this by showing the scheduling problem for data transfers in systems with tree-structured architectures (TreeDTS) is related to scheduling data transfers in the presence of limited mutual exclusion constraints. The limited mutual exclusion constraints are a superset of those allowed in the CODE 1.2 parallel programming environment [140]. We thus obtain an algorithm producing optimal-length schedules for this application of parallel I/O scheduling in a parallel programming environment.

8.1.1 Problem definition

We consider the data transfer scheduling problem in which each data transfer operation involves a distinct pair of resources drawn from two disjoint resource
sets, and each transfer may be required to be logically mutually exclusive with a (restricted) set of other transfers. For simplicity we assume in the following that the architecture provides a direct dedicated link between every pair of communicating entities.

In our model the problem is specified as follows:

$$\text{LimMutex} = (PG_1, AG_1, RG_1, f_1, \text{Preempt}_1)$$

where the elements of the 5-tuple are defined as follows.

$$PG_1 = (T, Ep, Lp)$$ where \(|T| = n\), \(Lp(t)\) is the length of task \(t \in T\), and \(Ep\) is a set of hyperedges. Recall that in the model hyperedges represent mutual exclusion constraints between tasks, i.e., no two tasks included in the same hyperedge may execute simultaneously. We will introduce a hierarchy of restrictions on \(Ep\) below.

$$AG_1 = (R, Ea, La)$$ with \(|R| = 2n\) contains vertices of type \(\text{SUSER}\) and \(\text{RUSER}\) corresponding to sending users and receiving users respectively. For ease of exposition we assume the number of both sending users and receiving users is equal to \(n\), although this restriction can easily be relaxed. \(Ea\) forms a complete directed bipartite graph from vertices of type \(\text{SUSER}\) to vertices of type \(\text{RUSER}\), and \(La(e) = 1\) is the link capacity for all \(e \in Ea\).

$$RG_1 = (R, Er, Lr)$$ where \(Er\) is a set of arcs from vertices of type \(\text{SUSER}\) to those of type \(\text{RUSER}\) such that no two edges share a vertex. \(Lr\) is a bijection from \(Er\) to \(T\).
$f_1$ is makespan.

$Preempt_1 = true$.

**Terminology.** The abbreviation *mutex* stands for “mutual exclusion constraint”; the plural is *mutexes*. Vertices and hyperedges in $PG$ will sometimes be called the entities they represent, i.e., tasks and mutexes, and vice versa. A set of vertices in $PG$ (i.e., tasks) connected by a hyperedge is called a *mutex set*. A task $t \in T$ is said to participate in a mutex if it is a member of a mutex set in $PG$. The degree of a graph $G$ is denoted $\text{degree}(G)$.

### 8.1.2 Limited Mutual Exclusion Constraints

Allowing arbitrary mutexes between tasks can lead to very complex restrictions which are difficult for run-time systems to enforce efficiently, let alone schedule optimally; to our knowledge there are no published scheduling results in this area. It is necessary to consider limited mutexes that provide a trade-off between expressibility and efficiency. We consider three successively looser restrictions.

**R1.** A task may participate in at most one mutex, i.e., $\text{degree}(PG_1) \leq 1$.

**R2.** There are no hyperedge cycles of odd length in $PG_1$ and $\text{degree}(PG_1) \leq 2$.

**R3.** A task may participate in at most 2 mutexes, i.e., $\text{degree}(PG_1) \leq 2$. 
Clearly, $R1 \implies R2$, and $R2 \implies R3$. In Fig. 8.1 we show examples of precedence graphs satisfying $R1 - R3$. Restriction $R1$ is implemented in the CODE 1.2 parallel programming environment [140]. We will show that there exist instances of the LimMutex problem satisfying $R3$, but not $R2$, which cannot be scheduled using the Tree algorithm of Chapter 5.

8.1.3 Transformation

We will transform LimMutex into the problem Tree* defined below, which is an instance of TreeDTS. The basic idea is that the mutual exclusion constraints in LimMutex are converted to architecture constraints. For an example of this transformation, see Fig. 8.2.

$$\text{Tree}^* = (PG_2, AG_2, RG_2, f_2, \text{Preempt}_2)$$
Figure 8.2: Example mutex transformation

where

\[ PG_2 = (T, Ep, Ip) \] has \(|T| = n \) and \( Ep = \{ \} \), as in TreeDTS. \( Preempt_2 = Preempt_1 \) and \( f_2 = f_1 \), and both variables are as in TreeDTS. \( RG_2 = RG_1 \), and hence this is a special case of TreeDTS where no two arcs share a vertex since there are no resource assignment conflicts. \( AG_2 = (R, Ea, La) \) is a special case of TreeDTS (see Fig. 5.1) in which all arcs not connected to the root have capacity 1, and the arcs entering and leaving the root have capacity \( n \).

An informal explanation of the transformation is given here (see Theorem 8.1 below for the proof). The basic idea is that the two sets of leaves of the architecture graph of Tree* represent data senders and receivers respectively, and the interior vertices model the mutual exclusion constraints of LimMutex.
Figure 8.3: Example $PG$ satisfying $R3 \land \neg R2$

For instance, a $MUX$ vertex with two incoming unit-capacity arcs from two senders, but a single outgoing arc of unit capacity, will allow only one of the senders to transfer data at any given time.

Both $MUX$ and $DMUX$ interior vertices can be introduced to model mutexes, and each sender and each receiver can be connected to an interior vertex. Since each data transfer task involves a distinct sender-receiver pair, it would thus seem that each task can be allowed to participate in two mutexes; in other words, restriction $R3$ would seem to suffice. However, the tree topology of the architecture graph requires that every path from a sender to a receiver include the root vertex. This necessitates the stronger restriction $R2$ on mutexes. Fig. 8.3 shows an example for which $R3$ is satisfied but $R2$ is violated, and an instance of $Tree^*$ cannot be constructed.
Theorem 8.1 An instance of LimMutex satisfying R2 can be transformed to an instance of Tree*.

Proof. (Follows from Lemmas 8.1 - 8.3 below.) For convenience PG1, the precedence graph of LimMutex, is converted to a mutex graph containing edges but no hyperedges. Condition R2 can then be stated as an equivalent condition R2' on the mutex graph (see Lemma 8.1). The key step of the proof is contained in Lemma 8.2, which shows that, provided the mutex graph satisfies R2', each vertex in the mutex graph (i.e., each mutex in PG1) can be systematically represented as an interior vertex of type MUX or DMUX in AG2 so that adjacent vertices in the mutex graph are assigned different types. This process is called typing, and an algorithm for performing it is given. Once the interior vertices have been consistently typed, it is a straightforward construction to obtain AG2 (see Lemma 8.3). □

Def. Given a precedence graph G = (V, E, L) containing only hyperedges, the corresponding mutex graph is MG = (V', E', L') where V' = \{m_i : e_i \in E\}, E' = \{(m_i, m_j) : e_i, e_j \in E \land e_i \cap e_j \neq \{\}\}, and L' : V' \rightarrow 2^V is a labeling function such that L(m_i) = \{u : e_i is incident on u\}.

Vertices of MG may also be called mutexes. We state a condition R2' on the mutex graph.

R2'. There are no cycles of odd length in the mutex graph MG corresponding to PG1.
Lemma 8.1 $R2 \equiv R2'$.

Proof. Clearly $\text{degree}(PG_1) \geq 3 \Rightarrow \neg R2'$, and if there are cycles of odd length in $PG_1$ so are there in $MG$. Hence $\neg R2 \Rightarrow \neg R2$. Proving $\neg R2 \Rightarrow \neg R2$ is equivalent to showing that if $MG$ has an odd cycle and $\text{degree}(PG_1) \leq 2$ then $PG_1$ also has an odd cycle, which follows from the construction of $MG$.

We assign a type $MUX$ or $DMUX$ to each vertex in the mutex graph $MG$ using the Typing Algorithm given below. We will see that in order to subsequently construct a tree, the typing algorithm must assign different types to adjacent vertices in the mutex graph, which can only be done if the mutex graph satisfies $R2'$.

**Def.** A vertex set $M \subseteq V'$ of a mutex graph $MG = (V', E', L')$ is said to be *consistently typed* if for all $m, m' \in M$ such that $(m, m') \in E'$, $\text{type}(m) \neq \text{type}(m')$. A mutex graph is said to be consistently typed if the set of all its vertices is consistently typed.

**Typing Algorithm.**

**Input.** Mutex graph $MG = (V', E', L')$ satisfying $R2'$.

**Output.** Type function $\text{type} : V' \rightarrow \{MUX, DMUX\}$.

Let $\text{type}(m_1) = MUX$ for some $m_1 \in V'$

Let $A_1 = (V_1, E_1)$ with $V_1 = \{m_1\}$.
\[ i = 1 \]

Repeat

Choose some \( m \in V' - V_i \) such that for some \( m' \in V_i \), \( (m, m') \in E' \).

Let \( \text{type}(m) \) be the opposite of \( \text{type}(m') \)

Let \( A_{i+1} = (V_{i+1}, E_{i+1}) \) with \( V_{i+1} = V_i \cup \{m\} \) and \( E_{i+1} = E_i \cup \{(m, m')\} \).

\[ i = i + 1 \]

Until all vertices in \( V' \) are typed.

End algorithm.

**Lemma 8.2** Given a mutex graph satisfying \( R2' \), the Typing Algorithm produces a consistently typed mutex graph.

*Proof.* By induction on the sequence \( A_1, \ldots, A_p \). Wlog assume that the mutex graph \( MG = (V', E', L') \) is strongly connected. Then by the construction so are all the \( A_i \).

**basis.** Clearly \( A_1 \) is consistently typed.

**hyp.** \( A_i \) is consistently typed.

**ind.** Let \( m \) be the unique element of \( V_{i+1} - V_i \). By construction there exists a vertex \( m' \in V_i \) such that \( (m, m') \in E' \) and \( \text{type}(m) \neq \text{type}(m') \). Suppose there exists \( m'' \in V_i \) such that \( (m, m'') \in E' \) and \( \text{type}(m) = \text{type}(m'') \). Then there exists a path of mutexes \( (m' = n_1, n_2, \ldots, n_i = m'') \) in \( A_i \) since \( A_i \) is
strongly connected; in addition, \( \text{type}(n_i) \neq \text{type}(n_{i+1}) \), for \( 1 \leq i < q \), since \( A_i \) is consistently typed. The path \((n_1, n_2, ..., n_q)\) followed by \( m \) is a cycle of odd length, contradicting \( R2' \).

\[ \square \]

**Lemma 8.3** An architecture graph \( AG_2 \) satisfying Tree* can be constructed from a consistently typed mutex graph \( MG = (V', E', L') \).

**Proof.** By construction of \( AG_2 = (V_2, E_2, L_2) \).

**Vertices of \( AG_2 \).** Let \( V_2 = S \cup R \cup M \cup D \cup \{MT, DT, r\} \) defined as follows. \( S \) and \( R \) are sets of \( n \) vertices each of type \( SUSER \) and \( RUSER \) respectively. Set \( M = \{m_i : m_i \in V' \land \text{type}(m_i) = MUX\} \), and \( D = \{d_i : d_i \in V' \land \text{type}(d_i) = DMUX\} \). Set the types of the roots of the multiplexer tree, the demultiplexer tree, and of \( AG_2 \) as \( \text{type}(MT) = MUX \), \( \text{type}(DT) = DMUX \), and \( \text{type}(r) = NULL \).

**Arcs of \( AG_2 \).** Let \( E_2 = E_S \cup E_R \cup E_M \cup E_D \cup E_X \cup \{(MT, r), (r, DT)\} \) defined as follows. Add arcs from sending users to a vertex \( m \in M \) if transfers from that user participate in \( m \), i.e., let \( E_S = \cup m \in ME_m \) where \( E_m = \{(s_i, m) : s_i \in S \land v_i \in L'(m)\} \). Similarly let \( E_R = \cup d \in DE_d \) where \( E_d = \{(d, r_i) : r_i \in R \land v_i \in L'(d)\} \). Add arcs from the MUX vertices to the root of the multiplexer subtree, i.e., let \( E_M = \{(m, MT) : m \in M\} \). Similarly, let \( E_D = \{(DT, d) : d \in D\} \). Finally, connect sending users whose transfers do not participate in mutexes directly to the root of the multiplexer subtree, and similarly for receivers, i.e., let \( E_X = \{(s, MT) : s \in S \land \text{degree}(s) = 0\} \cup \{(DT, s) : s \in R \land \text{degree}(s) = 0\} \).
Labels of $AG_2$. Set the arc capacities of all links except those incident on the $NULL$ vertex to 1, i.e., for all $e \in E_2 - \{(MT, r), (r, DT)\}$ let $L_2(e) = 1$. Let $L_2((MT, r)) = L_2((r, DT)) = n$.

\[\square\]

8.2 Precedence constraints

In this section we consider the problem of scheduling data transfers under the presence of precedence constraints. Clearly, this is an especially important problem for the parallel I/O application. We will show, however, that even for situations in which tasks are of unit length and the precedence constraints are restricted to be in the form of a tree, the problem is NP-complete. In the following we specify the problem and review some well-known related NP-completeness results. We then observe the NP-completeness of our problem, and suggest avenues for further work.

We specify a restricted form of the precedence-constrained data transfer scheduling problem which we will later show to NP-complete.

\[\text{TreePrec}DTS = (PG, AG, RG, f. Preempt)\]

where

\[PG = (T, E_p, L_p)\] has, for all $t \in T$, $L_p(t) = 1$, and is a tree.

\[AG = (R, E_a, L_a)\] is a complete bipartite graph.
\( RG = (R, Er, Lt) \) is a bipartite graph with \(|Er| = |T|\).

\( f \) is makespan, \( Preempt \) is true.

We contrast the \( TreePrecDTS \) problem with two related scheduling problems, one of which is the well-known Resource Constrained Scheduling problem for multiprocessors [55, 56], a special case of which we call \( TreeRCMS \), specified as follows.

\[
TreeRCMS = (PG, AG', RG', f, Preempt)
\]

where \( PG, f \) and \( Preempt \) are as for \( TreePrecDTS \).

\( AG' = (R, Ea, La) \) is a bipartite graph, i.e., \( R \) is partitioned into a set of \('processors', \( R_p, \) and a set of \('other resources', \( R_r, \) but \( Ea = \{ \} \).

\( RG' = (R, Er, Lt) \) has \( R = R_p \cup R_r \) and \( Er = \{ \}, \) i.e., the assignment of tasks to resource instances is not specified. The task resource requirement \( tr \) is that each task requires one processor and some number of other resources, i.e., for all \( t \in T, \) there exists \( k, 0 < k \leq |R_r|, \) such that \( tr(t) \in R_p \times R_r^k. \)

It is known that \( TreeRCMS \) is NP-complete [55]. However, we note that in \( TreeRCMS \) the assignment of tasks to resources has to be computed as well as a schedule minimizing the makespan. Therefore it might be possible that if the assignment is fixed, finding the schedule is not NP-complete. In fact,
this turns out not to be the case, as shown by considering a related problem, 
Processor-Bound Multiprocessor Scheduling with tree precedences [64], which we call \textit{TreePBMS}.

\[
\text{TreePBMS} = (PG, AG''', RG''', f, Preempt)
\]

where \(PG\), \(f\) and \(Preempt\) are as for \textit{TreePrecDTS} and \textit{TreeRCMS}.

\(AG''' = (R, Ea, La)\) consists of \(|R|\) distinguished vertices, with \(Ea = \{\}\).

\(RG''' = (R, Er, Lr)\) has \(|Er| = |T|\) consisting of self-loops on each vertex.

Thus \textit{TreePBMS} differs from \textit{TreePrecDTS} and \textit{TreeRCMS} in that each task requires only one resource, but also differs from \textit{TreeRCMS} in that the assignment of tasks to resource instances is known. Goyal [64, 56] has shown, using a reduction very similar to that used by Garey and Johnson [55], that \textit{TreePBMS} is NP-complete.

\textbf{Observation.} \textit{TreePrecDTS} is NP-complete.

The observation follows from the NP-completeness of \textit{TreePBMS}, and noting that \textit{TreePrecDTS} is a special case of \textit{TreePBMS}.

\subsection{Further work}

Since the \textit{TreePrecDTS} problem is of practical interest, it is useful to look for approximation algorithms for its solution. We are currently investigating
several such schemes [79].

A way of specifying the problem that may be useful for future work is to "merge" the resource and precedence graphs. Informally, the precedence graph is augmented by adding a hyperedge connecting any tasks that require the same resource instance (i.e., edges in the resource graph that have a common vertex). Then the edges of the resource graph can be deleted, since resource conflict information is already captured in the extended precedence graph. Note that the extended precedence graph can be simplified: if two vertices are connected by a directed edge, they need not be connected by a hyperedge even if they have a resource conflict. This extended precedence graph may be useful for designing heuristics that consider both the precedence and resource constraints between tasks simultaneously. (It can, of course, also be applied to problems in which there are no resource conflicts but tasks have logical mutual exclusion constraints as well as precedence constraints).

8.3 Discussion

8.3.1 Previous related work

The related work on precedence constrained scheduling [55, 64, 56, 98, and references therein] has already been reviewed in sec. 8.2 and Chapter 2.

To our knowledge, there has been no previous work on scheduling of tasks with explicit mutual exclusion constraints. Of course, implicit mutual exclusion constraints, such as situations where every task is mutually exclusive to
every other task since they all require the same resource, have been studied extensively. For instance, some of the recent work on scheduling in the presence of “exclusion constraints” between two tasks (e.g. [145]) actually refers to the restriction that if one task is executing, on a single processor, it may not be preempted by the other. Similarly, general resource constraints implicitly define mutual exclusion constraints between tasks (e.g., see [130, 128] and references therein). However, by specifying the mutual exclusion constraints implicitly, their logical structure is not apparent and cannot be exploited. Thus general resource-constrained scheduling is NP-complete for the non-preemptive case and requires high-degree polynomial linear programming solutions in the preemptive case [56, 130]. In contrast, by considering the structure of explicit mutual exclusion constraints, we are able to specify a hierarchy of constraints that can occur in practice, and obtain a polynomial-time solution.

Almost all the previous work on logical constraints between tasks has focused on precedence constraints, which are logically stronger than mutual exclusion constraints and do not capture the synchronization requirements of tasks in some applications, particularly parallel programming. Some recent work has started to address this issue by weakening precedence constraints. Berger and Cowen [6] consider tasks which may be subject to precedence constraints (the usual partial order), as well as “concurrency constraints” (tasks that must be scheduled in the same time step) and “weak precedence constraints” (tasks that must be scheduled before, or at the same step as, some other task). They do not consider mutual exclusion constraints and simultaneous resource requirements, however.
8.3.2 Conclusions and further work

We have presented NP-completeness results for the problem of scheduling data transfers under the presence of tree-structured precedence constraints.

We have also presented a solution to the problem of scheduling data transfer tasks when the tasks are subject to a restricted set of logical mutual exclusion constraints. Such constraints arise naturally in the parallel I/O application, and to our knowledge have not been previously systematically studied. While our results are limited to mutual exclusion constraints of a restricted class, they do apply to those allowed in the CODE 1.2 parallel programming environment. Further, the technique used in this chapter, of systematically transforming formal problem specifications, is promising and likely to be applicable to more general classes of mutual exclusion constraints, as well as other problems.

For further work, we suggest two questions. The first is whether the optimal algorithm we have developed, or a fast approximation algorithm based upon it, could be used in parallel programming environments such as CODE. The situation is quite promising since the mutual exclusion constraints are explicitly and deterministically specified by the user, and since an automatic programming system generates all the synchronization code, the algorithm could be used without the user having to be aware of it. The second question is whether tasks with mutual exclusion constraints could be combined with tasks under the constraints of Berger and Cowen's model [6], i.e., "concurrency constraints" and "weak precedence constraints". This would further
weaken the model of task interaction (compared to the usual model of partial orders, i.e., precedence constrained tasks) and allow scheduling in more realistic situations for applications such as parallel I/O.
Chapter 9

Conclusions and Further Work

We have studied the scheduling of data transfers, a problem of increasing importance in high-performance parallel computers and communications systems, particularly with the advent of advanced applications such as volume visualization and multimedia information systems.

Data transfer scheduling gives rise to an important and interesting class of simultaneous resource scheduling problems. We have defined a general graph-theoretical model for precisely specifying and classifying scheduling problems, and demonstrated its coverage of a wide range of traditional and simultaneous multiple resource scheduling problems. We have used the model for the recognition of the similarity of seemingly different problems from different application areas, for the systematic transformation of one problem specification into that of a seemingly different problem, and for the systematic decomposition of a problem specification into solvable subproblems.

We have obtained optimal and approximate algorithms for a wide range of problems, including communication architectures in which resources are fully
connected, communication architectures with a tree topology, and tree architectures in which both local and remote data transfers are permitted. We have also obtained results for scheduling data transfers under the presence of mutual exclusion constraints and precedence constraints. All these results either solve more general instances of the scheduling problem, or have better time complexity, or provide better approximations than previously known solutions, or all three. Finally, we have undertaken extensive experimental evaluations of our algorithms and determined the situations under which they operate best.

The results we have obtained are generally applicable to both parallel computers and communications systems. Specifically, they are applicable to certain types of shared-bus multiprocessor systems such as the Sequent [100], Encore [143], and the IBM RP3 [115]; bus-oriented local area networks such as the Ethernet; TDMA satellite switches [75]; hierarchical switching systems [39]; tree-structured multiprocessor architectures such as the Sequent [100], Tree Machine [133], KYKLOS [102], and Hector [138]; and intersatellite communications systems [7].

For future work, we have posed specific questions at the end of each chapter that relate to the topics studied in that chapter. Here we state some questions of broader practical and theoretical concern.

1. What is the range of architectures and exclusion constraints for which we can obtain optimal, polynomial-time solutions? In particular, can architectures such as the hypercube and mesh-based systems be covered? Is it possible to design and evaluate faster near-optimal solutions?
2. Is it possible to integrate data partitioning and allocation with data transfer scheduling so as to provide a better comprehensive approach to managing parallel I/O?

3. Is it desirable to integrate routing and scheduling of data transfers, in computer networks and multiprocessor architectures such as the hypercube? Is it possible to exploit the similarity of the solution techniques used for some routing and scheduling problems?

4. Can effective parallel algorithms be developed to perform data transfer scheduling?

5. Can the reasoning about the equivalence and transformation of scheduling problem classes using our scheduling model be formalized further into inference rules or general theorems?
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