Abstract

In programming language semantics, the introduction of unbounded nondeterminacy, which amounts to the introduction of noncontinuous predicate transformers, is needed for dealing with such concepts as fair interleaving. With the semantics of the repetition given as the strongest solution of a fixpoint equation, the weakest precondition expressed in closed form would then require transfinite ordinals. Here, however, it is shown that, even in the case of unbounded nondeterminacy, the fundamental theorem about the repetition can be proved by a simple and quite elementary argument.
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Introduction

Notation In this text, the letters $B, P, Q, R, X,$ and $Y$ stand for predicates on the state space of a program and square brackets are used as a notation for universal quantification of the enclosed over the program variables. The letter $S$ stands for a statement and $\text{DO}$ for the repetitive construct $\text{do } B \rightarrow S \text{ od ; for any statement } S$ and predicate $R$, $\text{wp}(S, R)$ is the predicate such that starting $S$ in any state satisfying it leads to a finite computation that ends in a state satisfying $R$ (see [3]). (End of Notation.)

Requiring $\text{DO}$ to be semantically equivalent to its first unfolding

$$\text{if } B \rightarrow S; \text{DO } \parallel \neg B \rightarrow \text{skip } fi$$

yields that $\text{wp}(\text{DO}, \neg B \land P)$ is a solution of the equation in predicate $X$

$$(0) \quad [X \equiv (B \land \text{wp}(S, X)) \lor (\neg B \land P)]$$
Explanation  Equation (0) follows from the required semantic equivalence and

(i) the semantic definition of \( \text{skip} \), viz
\[
[\wp(\text{skip}, R) \equiv R] \quad \text{for all } R;
\]

(ii) the semantic definition of statement concatenation, viz.
\[
[\wp("S_0; S_1", R) \equiv \wp(S_0, \wp(S_1, R))] \\
\text{for all } S_0, S_1, \text{ and } R;
\]

(iii) the semantic definition of the alternative construct, in particular
\[
[\wp("\text{if } B \rightarrow S_0 \text{ }\&\text{ } \neg B \rightarrow S_1 \text{ }\&\text{ } \emptyset", R) \equiv \\
(B \land \wp(S_0, R)) \lor (\neg B \land \wp(S_1, R))] \\
\text{for all } B, S_0, S_1, \text{ and } R.
\]

For further details, see [3]. (End of Explanation.)

Notation and terminology. With the exception of \( \wp \), functional application is denoted by juxtaposition and iterated functional composition by exponentiation.

"\( X \) is at least as strong as \( Y \)" means "\( [X \Rightarrow Y] \)".

"predicate transformer \( f \) is monotonic" means
\[
[X \Rightarrow Y] \Rightarrow [fX \Rightarrow fY] \quad \text{for all } X \text{ and } Y.
\]

"predicate transformer \( f \) is or-continuous" means
\[
[f(\text{En}; n \geq 0: R_n) \equiv (\text{En}; n \geq 0: f R_n))] \quad \text{for any weakening sequence of predicates, i.e. such that}
\]
\[
(\forall n; n \geq 0: [R_n \Rightarrow R_{n+1}]).
\]
(End of Notation and terminology.)
For monotonic predicate transformer \( f \), the equation \([X \equiv fX]\) in \( X \) has a strongest solution (see [8]). If, in addition, \( f \) is or-continuous, its strongest solution is given in closed form by

\[(1) \quad (\text{En: } n \geq 0: f^n \text{ false})\]

**Proof sketch.** To show that (1) is at least as strong as any solution of \([X \equiv fX]\), \( f \)'s monotonicity suffices; the proof is most easily carried out by mathematical induction on \( n \). To show that (1) is itself a solution of \([X \equiv fX]\), we need \( f \)'s or-continuity (which implies its monotonicity).

(End of Proof sketch.)

The predicate \( \text{wp}(D0, \neg B \land P) \) is (see [5]) defined as the strongest solution of (0). Because \( \text{wp}(S, X) \) is a monotonic function of \( X \), so is the right-hand side of (0); hence its strongest solution exists. If, in addition, \( \text{wp}(S, X) \) is an or-continuous function of \( X \), so is the right-hand side of (0), and an expression of the form of (1) gives a closed expression for \( \text{wp}(D0, \neg B \land P) \).

In programming terms, or-continuity of \( \text{wp} \) is the same as nondeterminacy being bounded. The assumption of bounded nondeterminacy is a usual one to make: the closed form for \( \text{wp}(D0, \neg B \land P) \), which is then available, is traditionally considered an advantage because it readily caters for the avoidance of fancy—and in practice cumbersome (see [1], [2]).
techniques like transfinite induction.

Since unbounded nondeterminacy cannot be implemented, the restriction to or-continuity has for a long time been regarded as quite reasonable. It has, however, led to theorems in which the restriction to or-continuity has been introduced not because the theorems demanded it but for the sake of their proofs. The restriction also became a nuisance in the mathematical treatment of abstract programs. Firstly, an abstract program may well contain the as yet unrefined statement "establish P", where P, viewed as equation, may have infinitely many solutions, an observation we owe to [0]. Secondly, the modelling of concurrency as a "fair" interleaving of atomic actions introduces unbounded nondeterminacy (see [6]).

We are therefore very pleased to show for the main theorem about the repetitive construct an elementary proof that, though not relying on or-continuity, does not require transfinite formalisms.

The theorem

Notation In the sequel, x and y stand for elements of a set D. Set-membership will be denoted by the infix operator "in" (with a higher
binding power than the logical operators: our convention can thus be summarized by \( x \in D \land y \in D \). Function \( t \) is a mapping from the state space (of the program) to \( D \), i.e. in each point of the state space, the value of \( t \) is an element of \( D \) which can be summarized by \([t \in D]\). Let \( C \) be a subset of \( D \); note that then \( t \in C \) stands for a predicate that may be true in some points of the state space, and false in others. (End of Notation.)

For the notion "well-founded," we refer to the appendix, in which we show that well-foundedness is the same as the validity of a proof by mathematical induction. For that reason, the design of a well-founded set that carries the argument is a regularly recurring theme in arguments about algorithms. The best-known (but very special) well-founded set is the set of the natural numbers with "<" with its traditional meaning; in the theorem as formulated below, \( D \) could be the set of integers with the subset of the natural numbers as \( C \).

After the above preliminaries we are ready to formulate the -well-known-

Theorem  Let \((D,<)\) be a partially ordered set; let \( C \) be a subset of \( D \) such that \((C,<)\) is well-founded; let statement \( S \), predicates \( B \) and \( P \), and function \( t \) on the state space
satisfy:

the predicate transformer $wp(S,?)$ is monotonic;

$$[t \in D]$$

(2) $[P \land B \Rightarrow t \in C]$

(3) $[P \land B \land t=x \Rightarrow wp(S, P \land t<x)]$ for all $x$

then

(4) $[P \Rightarrow wp(DO, \neg B \land P)]$

where $wp(DO, \neg B \land P)$ is defined as the strongest solution of the equation in $X$

(0) $[X \equiv (B \land wp(S, X)) \lor (\neg B \land P)]$

In the above, the well-informed reader will recognize in $P$ the "invariant" of the repetition and in $t$ its "variant function", which is the vehicle for the termination argument.

The proof

The theorem is proved by showing $[P \Rightarrow Q]$ for any $Q$ that solves (0). We do so by showing separately

(i) $[P \land \neg t \in C \Rightarrow Q]$

(ii) $[P \land t \in C \Rightarrow Q]$. 
Proof of (i)

true
= \{ (2) and predicate calculus \}
  [P \land \neg t \in C \Rightarrow \neg B \land P]
\Rightarrow \{ [\neg B \land P \Rightarrow Q] \text{ since } Q \text{ solves (0)} \}
  [P \land \neg t \in C \Rightarrow Q]

(End of Proof of (i).)

Proof of (ii)

This part of the proof uses the fact that C is well-founded. First we manipulate our demonstrandum so as to make it amenable to a proof by mathematical induction:

  [P \land t \in C \Rightarrow Q]
= \{ predicate calculus, in particular the one-point rule \}
  [(\forall x: t=x: P \land x \in C \Rightarrow Q)]
= \{ range and term manipulation \}
  [(\forall x: x \in C: P \land t=x \Rightarrow Q)]
= \{ interchange of universal quantifications \}
  (\forall x: x \in C: [P \land t=x \Rightarrow Q])

In view of C's well-foundedness, the latter is proved by deriving — for any x in C —

(5)  [P \land t=x \Rightarrow Q]

from

(6)  (\forall y: y \in C \land y<x: [P \land t=y \Rightarrow Q]).

To this end we observe:
(6)  
\[
\{ \text{interchange of universal quantifications} \}
\]
\[
[(\forall y : y \in C \land y \prec x : P \land t = y \Rightarrow Q)]
\]
= \{ \text{range and term manipulation} \}
\[
[(\forall y : t = y : P \land y \in C \land y \prec x \Rightarrow Q)]
\]
= \{ \text{one-point rule} \}
\[
[P \land t \in C \land t \prec x \Rightarrow Q]
\]
\[
=\{\{P \land \neg t \in C \land t \prec x \Rightarrow Q\} \text{ on account of (i)}\}
\]
\[
[P \land t \prec x \Rightarrow Q]
\]
\[\Downarrow\]
\[
\{ \text{wp} (S, ?) \text{ is monotonic} \}
\]
\[
[wp (S, P \land t \prec x) \Rightarrow wp (S, Q)]
\]
\[\Downarrow\]
\[
\{ (3) \}
\]
\[
[P \land B \land t = x \Rightarrow wp (S, Q)]
\]
= \{ \text{predicate calculus} \}
\[
[P \land t = x \Rightarrow (B \land wp (S, Q)) \lor \neg B]
\]
= \{ \text{predicate calculus} \}
\[
[P \land t = x \Rightarrow (B \land wp (S, Q)) \lor (\neg B \land P)]
\]
= \{ Q \text{ solves (0)} \}
\[
[P \land t = x \Rightarrow Q]
\]
= \{ \text{definition} \}
\[
(5) \quad \cdot \quad \text{ (End of Proof of (ii).)}
\]

And this concludes the proof of our theorem.

\textbf{Conclusion}

As far as we are aware, Floyd (see [4]) has been the first one to formulate termination arguments in terms of well-founded sets; he did, however, restrict
himself to deterministic programs, for which the natural numbers suffice.

In the fix-point theory that became en vogue during the seventies, continuity was strictly adhered to, with the result that, again, the natural numbers sufficed (see [7]).

To the best of our knowledge, the above argument is the first one to connect well-foundedness in its full generality to a non-operational notion of termination, i.e. to the strongest solution of a fix-point equation. Its simplicity should dispel the myth that the restriction to continuity for the sake of convenience is justified.

Finally we would like the reader to regard the effectiveness and austere rigour of our argument as a plea for the calculational proof method employed.
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A short appendix on well-foundedness

In the following,

\((C, <)\) is a partially ordered set,
\(x, y\) are elements of \(C\),
\(S\) is a subset of \(C\), and
\(Q\) is a predicate on \(C\),

where \(S\) and \(Q\) are coupled by

\[(7) \quad Q \ x \equiv \neg \ x \in S, \quad \text{or} \quad S = \{x | \neg Q \ x\} ;
\]
as a result, we have

\[(8) \quad S = \emptyset \equiv (\forall x : x \in C : Q \ x) .
\]

"\(x\) is a minimal element of \(S\)" means

\(x \in S \land (\forall y : y < x : \neg y \in S) .
\]

"\(C\) is well-founded" means that any non-empty subset of \(C\) contains a minimal element.

We observe

"\(C\) is well-founded"

\[= \{\text{definitions of minimal element, well-foundedness and } \emptyset\} \]
\[(\forall S :: S \neq \emptyset \equiv
\quad (\exists x : x \in C : x \in S \land (\forall y : y < x : \neg y \in S))) \]
\[= \{\text{predicate calculus, de Morgan in particular}\} \]
\[(\forall S :: S = \emptyset \equiv
\quad (\forall x : x \in C : \neg x \in S \lor (\exists y : y < x : y \in S))) \]
(\forall Q \exists (\forall x : x \in C : Q x) \equiv
(\forall x : x \in C : Q x \lor (\exists y : y \prec x : \neg Q y)))

={\text{definition of mathematical induction}}

"mathematical induction over } C \text{ is valid".}

Among mathematicians, well-foundedness is not as well-known as it deserves to be; there is, for instance, after half a century not yet a Dutch name for it. One cannot escape the impression that Emmy Noether, besides being Jewish and female, had the additional disadvantage of having been preceded by Georg Cantor with his stress on countability.
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