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We congratulate the authors on an interesting and technically 

innovative article. The article illustrates the sophistication re 

quired to deal with statistical issues of data integration involv 

ing diverse government databases, especially in the economics 

domain; furthermore, it fits within a broader program of work 
on the creation of longitudinal economic datasets for secondary 

analysis, for which Abowd in particular has provided leader 

ship (see, e.g., Abowd and Lane 2004; Abowd and Woodcock 

2001, 2004). The article has also stimulated us to think about 
more general issues regarding probabilistic model-based meth 

ods for linkage?the primary topic of our joint research. 

1. RECONSIDERING THE PROBLEM 

Abowd and Vilhuber show that certain "flow" statistics con 

nected with longitudinal studies are surprisingly sensitive to 

linkage errors. To illustrate their main point, consider the fol 

lowing simplified problem. Suppose that we are presented with 
a set of TV tuples (a?, ?y, c?), where a? and c? describe the em 

ployee / filling some position x in the first and third quarters of 

2003, b[i describes the employee i! filling position x in the sec 

ond quarter, and i may or may not be identical to i!. To resolve 
these ambiguities, we clean the data by applying a probabilistic 
linkage method (Fellegi and Sunter 1969; Winkler 2002) to the 
collection of (/, /') pairs, which links together some fraction p 
of the most-similar pairs. 

Now consider using the linked data to count the number of 

"recalls," occasions in which an employee left her job and then 
returned after one quarter. The best estimate for this from the 

linked data will be R = N(l 
? 

p). Because true recalls are likely 
to be rare, however, a small number of linkage errors could eas 

ily lead to an estimate quite different from the true recall rate 

(proportionally speaking). A statistic that is even more sensi 
tive to linkage errors (in absolute terms) is the number of "job 
changes," which would be estimated as C ? 2Np. Many other 
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natural statistics not specifically measuring changes in employ 
ment status (e.g., average starting salary) will also be biased by 
linkage errors. 

In the terminology of Abowd and Vilhuber, (?z/,cz) is a 
"hole"?a possible gap in /'s employment history?and b\> is 

a "plug." The main technical contribution of their article is a 

data-cleaning method that corrects longitudinally linked em 

ployment histories by looking for "plugs" to match an incor 
rect "hole." The technique substantially improves the accuracy 
of estimates of flow variables (like "job changes" in our fore 

going example). Another contribution is a detailed analysis of 
their data, which shows that errors in flow variables can be sub 

stantial (up to 15% in one case) even given relatively accurate 
initial longitudinal links. The analysis also suggests that some 
errors are exacerbated, rather than ameliorated, by aggregation. 

The problem considered by Abowd and Vilhuber is much 
more complex than the simple case just outlined, and raises a 

number of technical issues regarding the linkage of "holes" to 

"plugs." This problem requires formulation (either implicitly or 

explicitly) of two models, one model for employment histories 
in which the hole is erroneous and hence should be filled with 
a plug; and another for histories in which the hole is a true al 
ternation between two different employees, / and /'. 

The error model for holes is complicated by the fact that in 
Abowd and Vilhuber's data, job histories can be of any length. 
This raises the possibility of sequentially correlated errors, for 

instance, data-entry mistakes that are copied over several quar 
ters. This issue is finessed by considering holes and plugs that 

span a single quarter. This restriction is justified by an obser 
vation that longer gaps are less common; also, long gaps due 

to systematic errors, such as a wrong social security number 

(SSNs) in the employer database, cannot be easily corrected by 
a matching method. However, although this is a reasonable re 

striction to consider, a limitation of the study is that there is no 

analysis of how longer holes might affect flow statistics. 
The model proposed for true alternations between two em 

ployees is quite simple. It is assumed that the start and end times 
of the one-quarter jobs are uniformly distributed, which implies 
that the expected time worked in a real one-quarter job is only 
one month. Reflection suggests that this assumption is not suit 

able for at least some jobs (e.g., jobs that are undesirable to 
leave unfilled), so ideally this model should be grounded em 

pirically, perhaps by survey data for a similar population. It is 
unclear how sensitive the model is to this assumption, however; 

indeed, other evidence suggests that the proposed edits are still 

quite conservative. 

We have a few other comments and suggestions regarding 
this specific application: 

Some data sources are thought to be more accurate than 

others. How do we build that into the matching and cor 
rection process? 

Many record linkage methods assume a one-to-one map 

ping between the objects to be linked (in this case, holes 
and plugs). Errors resulting from fraudulent use of a sin 

gle SSN by multiple people violate this assumption and 
this problem suggests the need to develop a more elabo 

rate model, for example, a Bayesian mixture of models of 

different complexities, as we will describe in the next sec 
tion. 

The discussion in section 4.4 suggests that Abowd and 
Vilhuber are actually missing many edits. Their approach 
seems to follow the "do no harm" rule, which may or may 
not be appropriate. 
The related literature on statistical disclosure limitation 
tries to see how much an intruder can infer from masked 

data (cf. Fienberg, Makov, and Sanil 1998; Labert 1993). 
It is interesting to ask the extent to which the corruption 
of the data in the present context provides "protection" 
against such an intruder. 

In summary, Abowd and Vilhuber provide an excellent case 

study of how linkage and statistical analysis interact, and of 
how understanding that interaction can be used to drive devel 

opment of new and better linkage methods. 

2. A MORE GENERAL LESSON 

The interaction between data cleaning and linkage explored 
in this article suggests to us that there may be other situations 
in which data cleaning cannot be performed well without con 

sidering what sort of statistical analyses will be applied to the 
cleaned data. The most general lesson of Abowd and Vilhuber's 
article may be that data cleaning and analysis can be, and should 
be, more tightly coupled than is usually done in practice. 

One interesting coupling is suggested by the work of Winkler 
and Scheuren (1996), who described a method called "analytic 
linkage" for jointly finding links between two sets of records 
and a regression model on the linked data. In their work the 

goal was to use the results of regression to improve the quality 
of linkage; however, one can imagine variants of the method 

that optimize the linkage decisions to improve the regression 
model. 

To carry the coupling one step further, we note that in almost 

all uses of data cleaning, the end result is a single "clean" data 

base, against which all subsequent analysis is performed. From 
a Bayesian standpoint, data cleaning would ideally result in a 

posterior distribution over possible "clean" databases that are 

consistent with the observed raw data, rather than a single data 

base. Subsequent statistical analysis would then be performed 
via queries to this posterior distribution. 

Let us return to our very simple example. Suppose that the 

result of linkage was a distribution D over the fraction p of pairs 
(/, i') that should be linked. This distribution could be used to 

compute probability intervals for estimates of the number of 
recalls, R, or job changes, C, rather than simply point estimates. 

For more realistic problems, this sort of integration of data 

cleaning and analysis would require more general methods 

for representing and reasoning about uncertainty over the data 

cleaning process. This is a difficult task, particularly for dataseis 

describing complex relationships between objects, as is the case 
in the longitudinal data considered by Abowd and Vilhuber. 

However, there are many reasons to believe that the approach 
could be practical in the not-too-distant future. Although a 
"clean" relational database is still by far the most efficient 

way to store large amounts of information, there has been 

steady and continual progress in representing and reasoning 
with uncertainty about data (e.g., Buntine 1994; Domingos and 
Richardson 2004; Friedman, Getoor, Koller, and Pfeffer 1999; 
Heckerman, Chickering, Meek, Rounthwaite, and Kadie 2000). 
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Representing uncertainty about how records should be linked 
introduces additional complications, because this implies un 

certainty about the number of objects in the world. However, 

Pasula, Marthi, Milch, Russell, and Shpitser (2002) recently de 

scribed a Markov chain Monte Carlo (MCMC) technique that 

allows sampling from a posterior over RPN structures associ 

ated with different numbers of objects. The method that they 
describe has not been applied to databases containing more 

than a few hundred objects; however, in earlier work, Cohen, 

Kantz, and McAllester (2000) described an 0(N\ogN) search 

technique for finding a "clean" database than is locally optimal 
with respect to posterior probability, and the data structures that 

they described could be adapted to MCMC sampling as well. In 

fact, the Abowd-Vilhuber approach of providing a single clean 

database might be viewed as a maximum a posteriori (MAP) 

approximation to the full Bayesian approach. What we might 
want to do is have multiple draws from the posterior distribu 

tion, in the spirit of "multiple imputation," which again relates 
to issues concerning protection against statistical disclosure (cf. 

Raghunathan, Reiter, and Rubin 2003). 
To be practical for large-scale problems, these sorts of 

representations of data cleaning uncertainty will have to be 

combined with conventional schemes for storing data whose 
attributes and identity are not in question. We note that in 

Abowd and Vilhuber's dataset, the vast majority of the lon 

gitudinal links are based on apparently uncorrupted SSNs, and 

only 800,000 of 96,000,000 records are modified by their data 

cleaning method. 

This Bayesian framework for representing the output of data 

cleaning clearly requires refinement and the imposition of many 

approximations to make it practical for large datasets. Because 

of this, it is still essential to obtain a good understanding of 
which data cleaning decisions most effect the analyses that will 
be performed on the data and the effect of those decisions on the 

bias and accuracy of derived statistics. Abowd and Vilhuber's 
article is an excellent step toward achieving this understanding. 
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We appreciate the time and effort that the discussants have 

spent providing us with concise and useful comments and sug 

gestions. We are also grateful to both Alastair Hall and Torben 

Andersen, successive JBES editors, for inviting us to this fo 
rum and for supporting us in our endeavor. The discussants each 

came to the table with a different background, and we appreci 
ate the wide range of concerns that they raised. The comments 

contain many specific questions regarding the data-correction 

procedures and analyses presented in our article. All commen 
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