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INTRODUCTION TO TENSORS
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REVIEW OF THE SVD

• Singular Value Decomposition (SVD):
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THE CP DECOMPOSITION
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Canonical Polyadic Decomposition (CP)
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CP VIA ALTERNATING LEAST SQUARES



H MATRIX



MATRICIZED TENSOR TIMES KHATRI RAO 
PRODUCT



MTTKRP 

Dimension Tree Optimization for N-
MTTKRPS
• Node = set of matrix and tensor
• Edge = computation
• Leaf Node = completed MTTKRP

Translations
• PM = Partial MTTKRP = GEMM
• mTTV = multiple Tensor Times Vector = 

multiple GEMV



PARTIAL MTTKRP = GEMM



MULTIPLE TENSOR TIMES VECTOR = GEMV



DISTRIBUTED MODEL



DISTRIBUTED MODEL



STRONG SCALING

• Tensor = 1023×1344×33
• Proc grid = p×(×1
• ( = {1,2,4,8,16,32}



WEAK SCALING

• 4-way tensor
• Low Rank = 32
• !×!×!×! ∶ ! = {1,2,3,4}
• Tensor is 128!×128!×128!×128!



LINEAR SYSTEM SOLVE



LINEAR SOLVE TESTS



END

• Manipulating BLAS for tensor operations is clunky
• What is the right way to think about/present tensor operations?
• MTTKRP, tensor contraction with low rank tensor? Matrix 

Multiply?

Parallel Nonnegative CP Decomposition of Dense Tensors. 
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