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Abstract
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nigues and algorithms used in realistic image synthesis. This includes path tracing,
bidirectional path tracing, Metropolis light transport, scattering equations, irradi-
ance caching and photon mapping.
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Chapter 1

Introduction

Realistic image synthesis is increasingly important in areas such as entertainment
(movies, special effects and games), design, architecture and more. A common
trend in all these areas is to request more realistic images of increasingly complex
models. Monte Carlo ray tracing based techniques are the only methods that can
handle this complexity. Recent advances in algorithms and compute power has
made Monte Carlo ray tracing the natural choice for most problems. This is a
significant change from just a few years back when the (finite element) radiosity
method was the prefered algorithm for most graphics researchers.

Monte Carlo ray tracing has several advantages over finite element methods. A
recent list from [22] includes:

e Geometry can be procedural

No tessellation is necessary

It is not necessary to precompute a representation for the solution

Geometry can be duplicated using instancing

Any type of BRDF can be handled

Specular reflections (on any shape) are easy

Memory consumption is low

The accuracy is controlled at the pixel/image level
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e Complexity has empirically been found to blog N) where N is num-
ber of scene elements. Compare this wittV log V) for the fastest finite
element methods [11].

In addition one might add that Monte Carlo ray tracing methods can be very
easy to implement. A basic path tracing algorithm which has all of the above
advantages is a relatively straightforward extension to ray tracing.

The main problem with Monte Carlo ray tracing is variance seen as noise in the
rendered images. This noise can be eliminated by using more samples. Unfortu-
nately the convergence of Monte Carlo methods is quite slow, and a large number
of samples can be necessary to reduce the variance to an acceptable level. Another
way of reducing variance is to try to be more clever; a large part of this course ma-
terial is devoted to techniques and algorithms for making Monte Carlo ray tracing
more efficient.

1.1 Purpose of this Course

The purpose of this course is to impart upon the attendies a thorough understanding
of the principles of Monte Carlo ray tracing methods, as well as a detailed overview
of the most recently developed methods.

1.2 Prerequisites

The reader is expected to have a good working knowledge of ray tracing and to
know the basics of global illumination. This includes knowledge of radiometric
terms (such as radiance and flux) and knowledge of basic reflection models (such
as diffuse, specular and glossy).

1.3 Acknowledgements

Funding for the authors of these notes include DARPA DABTB63-95-C0085 and
an NSF Career Award (CCR9876332).
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Chapter 2

Fundamentals of Monte Carlo
Integration

This Chapter discussd&donte Carlo integrationwhere random numbers are used

to approximate integrals. First some basic concepts from probability are reviewed,
and then they are applied to numerically estimate integrals. The problem of esti-
mating the direct lighting at a point with arbitrary lighting and reflection properties
is then discussed. The next Chapter applies Monte Carlo integration to the direct
light problem in ray tracing.

2.1 Background and Terminology

Before getting to the specifics of Monte Carlo techniques, we need several defi-
nitions, the most important of which acentinuous random variabjgrobability
density function(pdf), expected valueandvariance This section is meant as a
review, and those unfamiliar with these terms should consult an elementary prob-
ability theory book (particularly the sections on continuous, rather than discrete,
random variables).

2.1.1 One-dimensional Continuous Probability Density Functions

Loosely speaking, aontinuous random variable is a scalar or vector quantity
that “randomly” takes on some value from the real llRe= (—o0, +00). The
behavior ofz is entirely described by the distribution of values it takes. This distri-
bution of values can be quantitatively described byptebability density function

15



p, associated with (the relationship is denoted~ p). The probability that: will
take on a value in some intenval, b] is given by the integral:

b
Probability(z € [a, 5]) / p(@)da. 2.1)

Loosely speaking, the probability density functiprdescribes the relative likeli-
hood of a random variable taking a certain valugj(if;) = 6.0 andp(z2) = 3.0,
then a random variable with densiiyis twice as likely to have a value “near;
than it it to have a value neas. The density has two characteristics:

p(xz) > 0 (Probability is nonnegative) (2.2)
+oo
/ p(z)dz =1 (Probabilitfz € R) = 1). (2.3)

As an example, theanonicalrandom variables takes on values between zero
(inclusive) and one (non-inclusive) with uniform probability (hergform simply
means each value f@ris equally likely). This implies that the probability density

functiong for € is:
1 ifo<g<t
a(&) = { 0 otherwise

The space over whichis defined is simply the intervd, 1). The probability that
¢ takes on a value in a certain interyal b] € [0, 1) is:

b
Probabilitfa < £ < b) = / ldx =b—a.

2.1.2 One-dimensional Expected Value

The average value that a real functipnf a one dimensional random variable with
underlying pdfp will take on is called itsexpected valueE(f(z)) (sometimes
written E f (z)):

E(f(x)) = / f(@)p(z)de.

The expected value of a one dimensional random variable can be calculated by
letting f(z) = x. The expected value has a surprising and useful property: the
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expected value of the sum of two random variables is the sum of the expected
values of those variables:

E(z +y) = E(z) + E(y),

for random variables: andy. Because functions of random variables are them-
selves random variables, this linearity of expectation applies to them as well:

E(f(z) +9(y)) = E(f(x)) + E(g(y))-

An obvious question is whether this property holds if the random variables being
summed are correlated (variables that are not correlated are aadiependent

This linearity property in fact does hoidhether or nothe variables are indepen-
dent! This summation property is vital for most Monte Carlo applications.

2.1.3 Multi-dimensional Random Variables

The discussion of random variables and their expected values extends naturally to
multidimensional spaces. Most graphics problems will be in such higher-dimensional
spaces. For example, many lighting problems are phrased on the surface of the
hemisphere. Fortunately, if we define a meagu@n the space the random vari-
ables occupy, everything is very similar to the one-dimensional case. Suppose the
spaceS has associated measuyrgfor exampleS is the surface of a sphere apd
measures area. We can define apdfS — R, and ifz is a random variable with

x ~ p, then the probability that will take on a value in some regiaf; C S is

given by the integral:

Probabilitfxz € S;) = / p(z)dp (2.4)
Si

Here Probabilityevenj is the probability thaeventis true, so the integral is the
probability thatr takes on a value in the regid.

In graphicsS is often an areadlu = dA = dzdy), or a set of directions (points
on a unit spheredy = dw = sinfdfdg). As an example, a two dimensional
random variabley is a uniformly distributed random variable on a disk of radius
R. Hereuniformly means uniform with respect to area, e.g., the way a bad dart
player’s hits would be distributed on a dart board. Since it is uniform, we know that
p(«) is some constant. From Equation 2.3, and the fact that area is the appropriate
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measure, we can deduce thdty) = 1/(7R?). This means that the probability
thata is in a certain subsef; of the disk is just:

1

——=dA.
. TR?

Probabilitf o € S1) = /
S

This is all very abstract. To actually use this information we need the integral in
a form we can evaluate. SuppaSgis the portion of the disk closer to the center
than the perimeter. If we convert to polar coordinates, thes represented as a
(r,0) pair, andS; is wherer < R/2. Note that just because is uniform does

not imply thattheta or r are necessarily uniform (in factheta is, andr is not
uniform). The differential aredA becomes: dr df. This leads to:

mR?

The formula for expected value of a real function applies to the multidimen-
sional case:

N R o 3o
Probability(r < 5) = / / ——rdrdf = 0.25.
o Jo

B(f(x) = /S F(@)p(e)dn,

Wherex € Sandf : S — R, andp : S — R For example, on the unit square
S =10,1] x [0,1] andp(z,y) = 4zy, the expected value of thecoordinate for

(z,y) ~ pis:

E(z) = /S f(z,y)p(z,y)dA

1 pl
—//4x2yd:):dy
0o Jo
2

"3
Note that heref(z,y) = «.
2.1.4 Variance

The variance V(x), of a one dimensional random variable is by definition the
expected value of the square of the difference betweand £ (z):

V(z) = E([z — E(x)]?).
Some algebraic manipulation can give the non-obvious expression:

V(z) = E(a*) — [E()]*.
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The expressio® ([z — E(x)]?) is more useful for thinking intuitively about vari-
ance, while the algebraically equivalent expression:2) — [E(z)]? is usually
convenient for calculations. The variance of a sum of random variables is the sum
of the varianced the variables are independenthis summation property of vari-
ance is one of the reasons it is frequently used in analysis of probabilistic models.
The square root of the variance is called gtandard deviationo, which gives
some indication of expected absolute deviation from the expected value.

2.1.5 Estimated Means

Many problems involve sums of independent random variableshere the vari-
ables share a common density Such variables are said to belependent iden-
tically distributed(iid) random variables. When the sum is divided by the number
of variables, we get an estimate Bfz):

As N increases, the variance of this estimate decreases. WeNvamte large
enough that we have confidence that the estimate is “close enough”. However,
there are no sure things in Monte Carlo; we just gain statistical confidence that our
estimate is good. To be sure, we would have to have oco. This confidence is
expressed bizaw of Large Numbers

N
. 1
Probability | E(x) = A}im N ZJ:Z =1.
T ia

2.2 Monte Carlo Integration

In this section the basic Monte Carlo solution methods for definite integrals are
outlined. These techniques are then straightforwardly applied to certain integral
problems. All of the basic material of this section is also covered in several of
the classic Monte Carlo texts. This section differs by being geared toward classes
of problems that crop up in Computer Graphics. Readers interested in a broader
treatment of Monte Carlo techniques should consult one of the classic Monte Carlo
texts [18, 50, 17, 68].
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As discussed earlier, given a functign S — R and a random variabte ~ p,
we can approximate the expected valug 0f) by a sum:

1 N
B(f() = | Sl 5 Y ) (2.5)
re i=1

Because the expected value can be expressed as an integral, the integral is also
approximated by the sum. The form of Equation 2.5 is a bit awkward; we would
usually like to approximate an integral of a single functiorather than a product

fp. We can get around this by substituting= fp as the integrand:

1 o g(x)
(RIS et 26

For this formula to be validy must be positive whergis nonzero.

So to get a good estimate, we want as many samples as possible, and we want
the g/p to have a low varianceg(andp should have a similar shape). Choosjng
intelligently is called importance sampling, becausg i large whergy is large,
there will be more samples in important regions. Equation 2.5 also shows the fun-
damental problem with Monte Carlo integratiadiminishing return Because the
variance of the estimate is proportionaltaV, the standard deviation is propor-
tional to1/+/N. Since the error in the estimate behaves similarly to the standard
deviation, we will need to quadrupl€ to halve the error.

Another way to reduce variance is to partitih the domain of the integral,
into several smaller domainS;, and evaluate the integral as a sum of integrals
over theS;. This is called stratified sampling. Normally only one sample is taken
in eachs; (with densityp;), and in this case the variance of the estimate is:

var (ﬁ: 9'(‘”?) ) — iv:var <M> _ 2.7)

-1 pz(xz) i—1 pz(xl)

It can be shown that the variance of stratified sampling is never higher than unstrat-
ified if all strata have equal measure:

/Sip(w)du = %/Sp(a?)du-

The most common example of stratified sampling in graphics is jittering for pixel
sampling [13].
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method sampling function variance | samples needed for
standard error of 0.008

importance| (6 —x)/(16) | 56.8N 1 887,500

importance 1/4 21.3N! 332,812

importance|  (z +2)/16 6.3N 1! 98,437

importance x/8 0 1

stratified 1/4 21.3N 3 70

Table 2.1: Variance for Monte Carlo Estimatefg#x dx

As an example of the Monte Carlo solution of an integraletg(x) to bex
over the interval (0, 4):

4
I:/ rdr = 8. (2.8)
0

The great impact of the shape of the functjpon the variance of thé&V sample
estimates is shown in Table 2.1. Note that the variance is lessened when the shape
of p is similar to the shape af. The variance drops to zerojf= g/I, butI is

not usually known or we would not have to resort to Monte Carlo. One important
principle illustrated in Table 2.1 is that stratified sampling is of@ensuperior to
importance sampling. Although the variance for this stratificatiod mninversely
proportional to the cube of the number of samples, there is no general result for the
behavior of variance under stratification. There are some functions where stratifi-
cation does no good. An example is a white noise function, where the variance is
constant for all regions. On the other hand, most functions will benefit from strati-
fied sampling because the variance in each subcell will usually be smaller than the
variance of the entire domain.

2.2.1 Quasi-Monte Carlo Integration

Although distribution ray tracing is usually phrased as an application of Equa-
tion 2.6, many researchers replace thewith more evenly distributed (quasi-
random) samples (e.g. [12, 37]). This approach can be shown to be sound by
analyzing decreasing error in terms of some discrepancy measure [70, 67, 37, 45]
rather than in terms of variance. However, it is often convenient to develop a sam-
pling strategy using variance analysis on random samples, and then to turn around
and use non-random, but equidistributed samples in an implementation. This ap-
proach is almost certainly correct, but its justification and implications have yet to
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be explained.

For example, when evaluating a one dimensional integrgbhof we could
use a set ofV uniformly random sample points:q, z2,- -+, zx) 0on [0, 1] to get
an approximation:

1 1 N
| @~ 5 > st

Interestingly, we can replace the poifis, =2, - - - , ) with a set of non-random
points (y1,y2, - -+ ,yn), and the approximation will still work. If the points are

too regular, then we will have aliasing, but having correlation between the points
(e.g. using one dimension Poisson disk sampling), does not invalidate the esti-
mate (merely the Monte Carlo argument used to justify the approximation!). In
some sense, this quasi-Monte Carlo method can be thought of as using the equidis-
tributed points to estimate the height f This does not fit in with the traditional
quadrature approaches to numerical integration found in most numerical analysis
texts (because these texts focus on one-dimensional problems), but is no less intu-
itive once you are used to the idea.

The relative advantages of Monte Carlo versus QMC for graphics is still an
open question. QMC does have better convergence subject to certain conditions,
but these conditions are often not true in graphics. Also, there are rarely enough
samples taken in practice for the asymptotic analysis to apply. To further compli-
cate matters, QMC sometimes produces aliasing. However, this aliasing is some-
times not visually objectionable in often looks better than the noise produced by
traditional Monte Carlo. For more information on this topic, see the recent work
of Alexander Keller.

2.2.2 Multidimensional Monte Carlo Integration

Applying Equation 2.6 to multidimensional integrals is straightforward, except that
choosing the multidimensional sampling points can be more involved than in the
one dimensional case.

As an example in two dimensions, suppose we want to integrate some function
f on the origin centered squafe1, 1]2. This can be written down as a integral
over a single two dimensional variahte

I = dA.
/[MP /()
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Applying Equation 2.6 to this gives us:

where eachr; is a two dimensional point distributed according to a two dimen-
sional densityp. We can convert to more explicit Cartesian coordinates and have a
form we are probably more comfortable with:

I_/—1/ -1 flay)dedy = fo“yz;

xzayz

This is really no different than the form above, except that we see the explicit
components of; to be(x;, y;).

If our integral is over the of radiug, nothing really changes, except that the
sample points must be distributed according to some density on the disk. This is
why Monte Carlo integration is relatively easy: once the sample points are chosen,
the application of the formula is always the same.

2.3 Choosing Random Points

We often want to generate sets of random or pseudorandom points on the unit
square for applications such as distribution ray tracing. There are several methods
for doing this such as jittering and Poisson disk sampling. These methods give us
a set of N reasonably equidistributed points on the unit squate: v1) through
(un,vN).

Sometimes, our sampling space may not be square (e.g. a circular lens), or
may not be uniform (e.g. a filter function centered on a pixel). It would be nice if
we could write a mathematical transformation that would take our equidistributed
points (u;, v;) as input, and output a set of points in our desired sampling space
with our desired density. For example, to sample a camera lens, the transformation
would take(u;, v;) and outputr;, 8;) such that the new points were approximately
equidistributed on the disk of the lens.

There are several ways to generate such non-uniform points, and this section
reviews the three most often used: function inversion, rejection, and Metropolis.
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2.3.1 Function inversion

If the density is a one dimensiong(z) defined over the interval € [Zin, Tmaz),
then we can generate random numherthat have density from a set of uniform
random numbers;, whereg; € [0, 1]. To do this we need the cumulative probabil-
ity distribution functionP(z):

x

Probability o < z) = P(z) = f(2)dp (2.9)

To geta; we simply transforng;:
a; =P71(&) (2.10)

where P~ is the inverse ofP. If P is not analytically invertible then numerical
methods will suffice because an inverse exists for all valid probability distribution
functions.

For example, to choose random pointsthat have the density(z) = 32%/2
on [-1,1], we see thatP(z) = (2® + 1)/2, and P~!(z) = /22 — 1, so we
can “warp” a set of canonical random numbégs, - - - ,¢) to the properly dis-
tributed numbergzy,- - ,xy) = (28 —1,---, /2y — 1). Of course, this
same warping function can be used to transform “uniform” Poisson disk samples
into nicely distributed samples with the desired density.

If we have a random variable = (a,,a,) with two dimensional density
(x,y) defined oNzmin, Tmaz| X [Ymin, Ymaz| then we need the two dimensional
distribution function:

Yy x
Prob(a, < zanday, <y) = F(z,y) = / f@' y)du(x',y)
Ymin Y Tmin
We first choose am; using the marginal distributiof'(, ¥4, ), @nd then choose
y; according taF'(x;, y) / F (zi, Yymaz)- If f(x,y) is separable (expressible@s:)h(y)),
then the one dimensional techniques can be used on each dimension.

For example, suppose we are sampling uniformly from the disk of raglise
p(r,0) = 1/(mR?). The two dimensional distribution function is:

6o 0 2

Prob(r < ro andf < 6g) = F(ro, ) = /O /0 % = %

This means that a canonical pédi, £2) can be transformed to a uniform random
point on the disk{r, §) = (R/&1,27&2).
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To choose random points on a triangle defined by verpggs;, andp2, a more
complicated analysis leads to the transformatica 1 — /1 — &1, v = (1 — u)&2,
and the random point will is:

p = po + u(p1 — po) +v(p2 — po).

To choose reflected ray directions for zonal calculations or distributed ray trac-
ing, we can think of the problem as choosing points on the unit sphere or hemi-
sphere (since each ray directigncan be expressed as a point on the sphere). For
example, suppose that we want to choose rays according to the density:

p(0, ) = ntl cos" 6 (2.12)
2

Wheren is a Phong-like exponemn,is the angle from the surface normal ahd
[0,7/2] (is on the upper hemisphere) ands the azimuthal angle € [0, 2x]).
The distribution function is:

6 10
PO, ) = /0 /0 (0, &) sin 0/d0’ o (2.12)

Thesin ¢’ term arises because on the sphére= sin fdfd¢p. When the marginal
densities are foung (as expected) is separable and we find th@h al2) pair of
canonical random numbers can be transformed to a direction by:
(0, ¢) = (arccos((1 — rl)n%l), 27r9)

One nice thing about this method is that a set of jittered points on the unit square
can be easily transformed to a set of jittered points on the hemisphere with a distri-
bution of Equation 2.11. If is set tol then we have a diffuse distribution needed
for a Monte Carlo zonal method.

For a zonal or ray tracing application, we choose a scattered ray with respect
to some unit normal vectaN (as opposed to the axis). To do this we can first
convert the angles to a unit vectar

d = (cos ¢sinf, sin ¢sin b, cos f)

We can then transfor@to be ani’ with respect ta) by multiplying d by a rotation
matrix R (@' = Ra). This rotation matrix is simple to write down:

Uy Vg Wy
R= 1| uy vy wy
Uy Vz Wy
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(wg, wy, w,), form a basis (an

whered = (ug, Uy, uz), U = (Ug, Uy, vz), W =
X W, U = W X 4, andw = @ x ¥) with

orthonormal set of unit vectors whefie= v
the constraint thaf is aligned with/V:

To getu andv, we need to find a vectdrthat is not collinear withz. To do this
simply seti equal tow and change the smallest magnitude componefitobne.
The i and® follow easily:

. £x
U= ———

[t x 0|
Uv=w XU

As an efficiency improvement, you can avoid taking trigonometric functions of
inverse trigopnometric functions (e.gos arccos #). For example, when = 1 (a
diffuse distribution), the vectat simplifies to

a = (cos (27‘(‘51)\/5, sin (27T§1)\/§_2, V1=E)

2.3.2 Rejection

A rejectionmethod chooses points according to some simple distribution and re-
jects some of them so that they are in a more complex distribution. There are
several scenarios where rejection is used, and we show several of these by exam-
ple.

Suppose we want uniform random points within the unit circle. We can first
choose uniform random points, y) € [—1, 1]? and reject those outside the circle.
If the functionr() returns a canonical random number, then the procedure for this
is:

done = false

while (not done)

= -1+ 2*()

= -1 + 2%r()
(*x + yty < 1)
done = true

end while

X
y
if
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If we want a random number ~ p and we know thap : [a,b] — R, and
that for all z, p(x) < m, then we can generate random points in the rectangle
[a, b] x [0, m] and take those where< p(z):

done = false
while (not done)
X = a + r()*(b-a)

y = rQ)*m
if(y < p)
done = true
end while

A variant of the last methods is common because we can often deal more easily
with boxes than spheres. To pick a random unit vector with uniform directional
distribution, we first pick a random point in the unit sphere and then treat that point
as a direction vector by taking the unit vector in the same direction:

done = false
while (not done)

X = -1+ 2*()
y = -1+ 2%()
z = -1+ 2*%()
if ((length2 =x*x + y*y +z*z) < 1)
done = true
end while
length = sqrt(length2)
X /= length
y /= length
Zz /= length

2.3.3 Metropolis

The Metropolismethod uses randomutationsto produce a set of samples with a
desired density. This concept is used extensively ilMbe&opolis Light Transport
algorithm described later in Chapter 7. Suppose we have a randonupdméa
domainS. Further, suppose for any poimtwe have a way to generate random
y ~ pz. We use the marginal notatign.(y) = p(z — y) to denote this density
function. Now suppose we let; be a random point ity selected with underlying
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densityp(zg — x1). We generaters with densityp(z; — z0) and so in. In
the limit where we generate an infinite number of samples, it can be proven that
the samples with have some underlying density determinedriegardless of the
initial point x.

Now suppose we want to chogesuch that the underlying density of samples
we converge to is proportional to a functigifw) wheref is a non-negative func-
tion with domainS. Further, suppose we can evalugtbut we have little or no
additional knowledge about its properties (such functions are common in graph-
ics). Also suppose we have the ability to make “transitions” frgno x;,; with
underlying density functiom(x; — x;+1). To add flexibility, further suppose we
add the potentially non-zero probability thattransitions to itself, i.e 3,11 = z;.
We phrase this as generating a potential candigatet(z; — y) and “accepting”
this candidate (i.ex;+1 = y) with probability a(z; — y) and rejecting it (i.e.,
xi41 = x;) with probability1 — a(z; — y). Note that the sequene®, =1, z2, . ..
will be a random set, but there will be some correlation among samples. They will
still be suitable for Monte Carlo integration or density estimation, but analyzing
the variance of those estimates is much more challenging.

Now suppose that given a transition functigm — y) and a functionf (z) we
want to mimic the distribution of, can we uséy — x) such that the points are
distributed in the shape gf, or more precisely:

{zo, 1, 22, . .. ~ L
S f

It turns out this can be forced by making sure ih@restationaryin some strong
sense. If you visualize a huge collection of sample paintgou want the “flow”
between two points to be the same in each direction. If we assume the density of
points near: andy are proportional tgf () and f (y) respectively, the the flow in

the two directions as follows should be the same:

{flow(a: —y) =kf(@)tlx—yalz —y)
flow(y — z) =kf(y)tly — z)aly —

&

wherek is some positive constant. Setting these two flows constant gives a con-

straint ona:
aly —z) _ fo)t(z—y)

alx—y)  ftly—z)
Thus if eithera(y — x) ora(z — y) is known, so is the other. Making them bigger
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improves the chance of acceptance, so the usual technique is to set the larger of the
twotol.

An awkward part of using the Metropolis sample generation technique is that it
is hard to estimate how many points are needed before the set of points is “good”.
Things are accelerated if the firat points are discarded, although choosing
wisely is non-trivial. Weights can be added if a truly unbiased distribution is de-
sired, as shown later in the context of Metropolis Light Transport.

2.4 Monte Carlo Simulation

For some physical processes, we have statistical models of behavior at a micro-
scopic level from which we attempt to derive an analytic model of macroscopic
behavior. For example, we often think of a luminaire (a light emitting object) as
emitting a very large number of random photons (really pseudo-photons that obey
geometric, rather than physical, optics) with certain probability density functions
controlling the wavelength and direction of the photons. From this a physicist
might use statistics to derive an analytic model to predict how the luminaire dis-
tributes its energy in terms of the directional properties of the probability density
functions. However, if we are not interested in forming a general model, but instead
want to know about the behavior of a particular luminaire in a particular environ-
ment, we can just numerically simulate the behavior of the luminaire. To do this
we computationally “emit” photons from the luminaire and keep track of where
the photons go. This simple method is from a family of techniques cMieate

Carlo Simulationand can be a very easy, though often slow, way to numerically
solve physics problems.

The first thing that you might try in generating a highly realistic image is to
actually track simulated photons until they hit some computational camera plane
or were absorbed. This would be very inefficient, but would certainly produce a
correct image, although not necessarily while you were alive. In practice, very
few Monte Carlo simulations model the full physical process. Insteadnatog
process is found that is easier to simulate, but retains alhtbertantbehavior of
the original physical process. One of the difficult parts of finding an analog process
is deciding what effects are important.

An analog process that is almost always employed in graphics is to replace
photons with set wavelengths with power carrying beams that have values across
the entire spectrum. If photons are retained as an aspect of the model, then an
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obvious analog process is one where photons whose wavelengths are outside of the
region of spectral sensitivity of the film do not exist.

2.5 Density Estimation

Often in graphics we have a set of random poifitg, 1, ...,z,—1} on some
domain$ and we wish to infer a plausible underlying density functidn). These
problems usually arise in photon tracing applications, although one can also view
Metropolis Light Transport’s final screen reconstruction as density estimation in
screen space.

If the underlying form of the density is known, e.@(z) = az + b on the
interval [0, 1] then this becomes a classic problem based on error metric such as
a least squares fit. This is known parametric density estimatiobecause the
density is a known parametric form.

In graphics we rarely have a parametric form forHowever, we do assume
p is smooth and a variety of techniques then exist estimating a smotbtét is
representative of the points.
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Chapter 3

Direct Lighting via Monte Carlo
Integration

In this chapter we apply Monte Carlo Integration to compute the lighting at a point
from an area light source in the presence of potential occluders. As the number of
samples in the pixel becomes large, the number if samples on the light will become
large as well. Thus the shadows will become smooth. Much of the material in this
chapter is from the booRealistic Ray Tracin@nd is used with permission from

the publisher AK Peters.

3.1 Mathematical framework

To calculate the direct light from orlaminaire (light emitting object) onto a dif-
fuse surface, we solve the following equations:

R(z)

s

L(z) = Le(x) + / Le(z,d") cos 0 dw, (3.1)
all &'

where L(x) is radiance (color) of;, L.(z) is the light emitted at;, R(x) is the
reflectance of the point}’ is the direction the light is incident from, arttis the

angle between the incident light and the surface normal. Suppose we wanted to
restrict this integral to a domain of one luminaire. Instead of &&llwe would

need to integrate over just the directions toward the luminaire. In practice this can
be hard (the projection of a polygon onto the hemisphere is a spherical polygon,
and the projection of a cylinder is stranger still). So we can change variable to
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Figure 3.1: Integrating over the luminaire. Note that there is a direct correspon-
dence betweerdz, the differential area on the luminaire, add, the area of the
projection ofdx onto the unit sphere centeredzat

integrate over just area (Figure 3.1). Note that the differential relationship exists:

/
doo — dA cos@ (3.2)

2" — >

Just plugging those relationships into Equation 3.1 gives:

R(z) , dA cost’
L(x) = Le(x) + /alle Le(as)cosﬁnxl_xnz.
There is an important flaw in the equation above. It is possible that the pogmtd
2’ cannot “see” each other (there is a shadowing object between them). This can
be encoded in a “shadow function{z, 2') which is either one or zero depending
on whether or not there is a clear line of sight betweemdz’. This gives us the
equation:

/ A /
R(:J:)/ Lo(x) Coses(m,wl)d cgs@
T Jallar 2" — |

If we are to sample Equation 3.3, we need to pick a random pouor the surface
of the luminaire with density functiop (soz’ ~ p). Just plugging into the Monte
Carlo equation with one sample gives:

L(z) = Le(z) + @Le(az') cos 6

L(z) = Le(x) + (3.3)

s(z, ") cos &’
B St A A 3.4
()7 — 2] (34)
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If we pick a uniform random point on the luminaire, ther- 1/A, whereA is the

area of the luminaire. This gives:

R(z) As(z,2") cost
2" = a2

L(z) ~ Le(z) + Le(2") cos® (3.5)

We can use Equation 3.5 to sample planar (e.g. rectangular) luminaires in a straight-
forward fashion. We simply pick a random point on each luminaire. The code for
one luminaire would be:

spectrum directLightf, 77)
pick random point:’ with normal vectorr’ on light
d=(z' —z)
if ray  + td hits atz’ then
return AL (') (7 - d)(~ - d) /| d]|*
else
return O

The above code needs some extra tests such as clamping the cosines to zero if they
are negative. Note that the terd|* comes from the distance squared term and
the two cosines, e.gi - d = ||d|| cos § becausel is not necessarily a unit vector.

Several examples of soft shadows are shown in Figure 3.2.

3.2 Sampling a spherical luminaire

Although a sphere with centerand radius can be sampled using Equation 3.5,
this will yield a very noisy image because many samples will be on the back of the
sphere, and theos ¢’ term varies so much. Instead we can use a more complex
p(2') to reduce noise. The first nonuniform density we might try(is') o cos ¢'.

This turns out to be just as complicated as sampling w(ith) o cos 6’ /||z' —z||?,

so we instead discuss that here. We observe that sampling on the luminaire this
way is the same as using a density constant funcjiail) = const defined in

the space of directions subtended by the luminaire as seenafrole now use

a coordinate system defined withat the origin, and a right-handed orthonormal
basis withid = (¢ — x)/||c — z||, andv = (@ x i) /|| (@ x )| (see Figure 3.3).

We also definda, ¢) to be the azimuthal and polar angles with respect taithve
coordinate system.
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Figure 3.2: Various soft shadows on a backlit sphere with a square and a spherical
light source. Top: one sample. Bottom: 100 samples. Note that the shape fof the
light source is less important than its size in determining shadow appearance.
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luminaire

Figure 3.3: Geometry for spherical luminaire.

The maximun that includes the spherical luminaire is given by:

. r T 2
O'max = arcsin <7) = arccos \/1 — <7> .
[l = el [l — el

Thus a uniform density (with respect to solid angle) within the cone of directions
subtended by the sphere is just the reciprocal of the solid &adle— cos amax)
subtended by the sphere:

)= <1_ N (ﬁy).
{co;a]{lﬁl—l-ﬁlm].

2méo

This gives us the direction te’. To find the actual point, we need to find the first
point on the sphere in that direction. The ray in that direction is justi@), where

a is given by:
Uy Vp Wy cos ¢ sin
a= | uy vy wy singsina | .

Uy Uy W, CoSs «v

And we get
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Figure 3.4: A sphere witl.. = 1 touching a sphere of reflectance 1. Where they
touch the reflective sphere should have:) = 1. Left: one sample. Middle: 100
samples. Right: 100 samples, close-up.

We must also calculatg(z’), the probability density function with respect to the
area measure (recall that the density functjois defined in solid angle space).
Since we know tha is a valid probability density function using themeasure,
and we know thatldir = dA(z') cos @' /||’ — z||?, we can relate any probability
density functiony () with its associated probability density functipfiz’):
p(z") cos &/

q(d) = (3.6)

[ — |
So we can solve fop(z'):

cos 8’

.
2l — 2 (1= /1- (27)
el

A good debugging case for this is shown in Figure 3.4. For further details on
sampling the sphere withhsee the article by Wang [63].

p(a’) =

3.3 Non-diffuse Luminaries

There is no reason the brightness of the luminaire cannot vary with both direction
and position. It can vary with position if the luminaire is a television. It can
vary with direction for car headlights and other directional sources. Nothing need
change from the previous sections, except that:’) must change td.. (2, J’).

The simplest way to vary the intensity with direction is to use a phong-like pattern
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with respect to the normal vectaf. To keep the total light output independent of
exponent, you can use the form:

(n+1)E)

cos™ g’
27

Le(2', &) =
whereE(z') is theradiant exitancgpower per unit area) at poiat, andn is the
phong-exponent. You get a diffuse light for= 1.

3.4 Direct Lighting from Many Luminaires

Traditionally, whenNy, luminaires are in a scene, the direct lighting integral is
broken intoN;, separate integrals [13]. This implies at leaét samples must
be taken to approximate the direct lighting, or some bias must be introduced (as
done by Ward where small value samples are not calculated [64]). This is what
you should probably do when you first implement your program. However, you
can later leave the direct lighting integral intact and design a probability density
function over allN;, luminaires.

As an example, suppose we have two luminaileandi,, and we devise two
probability functiong; (') andps ('), wherep;(z") = 0 for 2’ not onl; andp; (z’)
is found by a method such as one of those described previously for generating
onl;. These functions can be combined into a single density over both lights by
applying a weighted average:

p(a) = api(a) + (1 — a)pa(2),

wherea € (0,1). We can see that is a probability density function because its
integral over the two luminaires is one, and it is strictly positive at all points on the
luminaires. Densities that are “mixed” from other densities are often calietire
densitiesand the coefficients: and(1 — «) are called thenixing weightg55].

To estimatel, = (L, + L), whereL is the direct lighting and.; is the lighting
from luminairel;, we first choose a random canonical pgir, £2), and use it to
decide which luminaire will be sampled. 0f< & < «, we estimatd.; with e
using the methods described previously to chadsend to evaluate; (2'), and we
estimatel with e; /a. If & > o then we estimaté with ex /(1 —«). In either case,
once we decide which source to sample, we cannotys€,) directly because we
have used some knowledge&f So if we choosé; (soé; < «), then we choose
a point onl; using the random paif¢;/«, &2). If we samplels (so & > a),
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then we use the paii(¢; — a)/(1 — a),&). This way a collection of stratified
samples will remain stratified in some sense. Note that it is to our advantage to
have¢; stratified in one dimension, as well as having the p&ir&») stratified in
two dimensions, so that tewe choose will be stratified over mag;, £2) pairs,
so some multijittered sampling method may be helpful (e.g [9]).

This basic idea used to estimdte= (L; + L9) can be extended ty, lumi-
naires by mixingVy, densities

p(x') = aapr(a’) + agpa(2’) + - - + an,pn, (@), (3.7)

where thea;’s sum to one, and where eaol is positive if/; contributes to the
direct lighting. The value oty; is the probability of selecting a point on tlig
andp; is then used to determine which point {ris chosen. If; is chosen, the
we estimateL with e;/«i. Given a pair(§1,&2), we choosd; by enforcing the
conditions

1—1 7
Zaj <& < Z Q.
j=1 j=1
And to sample the light we can use the p@ir, {&2) where

, G-y
S =—"—

a;
This basic process is shown in Figure 3.5. It cannot be over stressed that it is
important to “reuse” the random samples in this way to keep the variance low, in
the same way we use stratified sampling (jittering) instead of random sampling in
the space of the pixel To choose the point on the lumirlageven (£}, &2), we can
use the same types pf for luminaires as used in the last section. The question
remaining is what to use far;.

3.4.1 Constanty;

The simplest way to choose values foy was proposed by Lange [32] (and this
method is also implied in the figure on page 148 of [25]), where all weights are
made equalw; = 1/Ny, for all i. This would definitely make a valid estimator
because thae; sum to one and none of them is zero. Unfortunately, in many scenes
this estimate would produce a high variance (when kheare very different as
occurs in most night “walkthroughs”).
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Figure 3.5: Diagram of mapping to choosel; and the resulting remapping to
new canonical samplg.

3.4.2 Linearq;

Suppose we had perfegt defined for all the luminaires. A zero variance solution
would then result if we could set; o< L;, whereL; is the contribution from the
ith luminaire. If we can make; approximately proportional th;, then we should
have a fairly good estimator. We call this tleear methodof settinga; because
the time used to choose one sample is linearly proportionalfpthe number of
luminaires.

To obtain suchy; we get an estimated contributien at = by approximating
the rendering equation féy with the geometry term set to one. These (from all
luminaires) can be directly converteddg by scaling them so their sum is one:

€;

. (3.8)
e1+ex+---+en,

a; =

This method of choosing; will be valid because all potentially visible luminaires
will end up with positiven;. We should expect the highest variance in areas where
shadowing occurs, because this is where setting the geometry term to one causes
«; to be a poor estimate af;.

Implementing the lineaty; method has several subtleties. If the entire lumi-
naire is below the tangent planestthen the estimate fat; should be zero. An
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easy mistake to make is to sgtto zero if the center of the luminaire is below the
horizon. This will makey; take the one value that is not allowed: an incorrect zero.
Such a bug will become obvious in pictures of spheres illuminated by luminaires
that subtend large solid angles, but for many scenes such errors are not noticeable
(the figures in [46] had this bug, but it was not noticeable). To overcome this prob-
lem, we make sure that for a polygonal luminaires all of its vertices are below the
horizon before it is given a zero probability of being sampled. For spherical lu-
minaires, we check that the center of the luminaire is a distance greater than the
sphere radius under the horizon plane before it is given a zero probability of being
sampled.
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Chapter 4

Stratified Sampling of
2-Manifolds

4.1 Introduction

Monte Carlo techniques arise in image synthesis primarily as a means to solve
integration problems. Integration over domains of two or higher dimensions is
ubiquitous in image synthesis; indirect global illumination is expressed as an in-
tegral over all paths of light, which entails numerous direct illumination problems
such as the computation of form factors, visibility, reflected radiance, subsurface
scattering, and irradiance due to complex or partially occluded luminaires, all of
which involve integration.

The Monte Carlo method stems from a very natural and immediate connec-
tion between integration arekpectation Every integral, in both deterministic and
probabilistic contexts, can be viewed as the expected value (mean) of a random
variable; by averaging over many samples of the random variable, we may thereby
approximate the integral. However, there are infinitely many random variables that
can be associated with any given integral; of course, some are better than others.

One attribute that makes some random variables better than others for the pur-
pose of integration is the ease with which they can be sampled. In general, we tend
to construct Monte Carlo methods using only those random variables with conve-
nient and efficient sampling procedures. But there is also a competing attribute.
One of the maxims of Monte Carlo integration is that the probability density func-
tion of the random variable should mimic the integrand as closely as possible. The
closer the match, the smaller the variance of the random variable, and the more
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reliable (and efficient) the estimator. In the limit, when the samples are generated
with a density that is exactly proportional to the (positive) integrand, the variance
of the estimator is identically zero [43]. That is, a single sample delivers the exact
answer with probability one.

Perhaps the most common form of integral arising in image synthesis is that
expressing either irradiance or reflected radiance at a surface. In both cases, we
must evaluate (or approximate) an integral over solid angle, which is of the form

/ F(@)(@ - 7) dw, (4.1)
S

whereS is subset of the unit spherg,is a unit direction vector, andis the surface
normal vector, or over surface area, which is of the form

/Af(ul:)—”xH2 dx, (4.2)

whereA is a surface and is a point in IR. Technically, these integrals differ only

by a change of variable that results from the pullback of surface differentials to
solid angle differentials [2]. The functiofimay represent the radiance or emissive
power of a luminaire (in the case of irradiance) or it may include a BRDF (in the
case of reflected radiance). In all cases, visibility may be included in the function
f, which can make the integrand arbitrarily discontinuous, thereby drastically re-
ducing the effectiveness of standard numerical quadrature methods for computing
the integral.

To apply Monte Carlo integration most effectively in image synthesis, we seek
sampling algorithms that match the geometries and known light distributions found
in a simulated scene to the extent possible. Consequently, a wide assortment of
sampling algorithms have been developed for sampling both the surfaces of and the
solid angles subtended by various scene geometries [49] so that both forms of the
integral above can be accommodated. In this chapter we will see how to construct
random variables for specific geometries: that is, random variables whose range
coincides with some bounded region of the plane or some bounded surface in R
and whose probability density function is constant. For instance, we will see how
to generate uniformly distributed samples over both planar and spherical triangles,
and projected spherical polygons.

All of the sampling algorithms that we construct are based on mappings from
the unit squaref0, 1] x [0, 1], to the regions or surfaces in question that preserve
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Figure 4.1:A spherical triangle with uniform samples (left) and stratified samples (right).
Both sets of samples were generated using an area-preserving parametrization for spheri-
cal triangles, which we derive below.

uniform sampling. That is, uniformly distributed samples in the unit square are
mapped to uniformly distributed samples in the range. Such mappings also pre-
servestratification also known agitter sampling[12], which means that uniform
partitionings of the unit square map to uniform partitionings of the range. The abil-
ity to apply stratified sampling over various domains is a great advantage, as it is
often a very effective variance reduction technique. Figure 4.1 shows the result of
applying such a mapping to a spherical triangle, both with and without stratified
(jittered) sampling. Figure 4.2 shows the result of applying such a mapping to a
projected spherical polygon, so that the samples on the original spherical polygon
are “cosine-distributed” rather than uniformly distributed.

All of the resulting algorithms depend upon a source of uniformly distributed
random numbers in the intervfl), 1], which we shall assume is available from
some unspecified source: perhaps “drand48,” or some other pseudo-random num-
ber generator.

4.2 A Recipe for Sampling Algorithms

Although there is a vast and mature literature an Monte Carlo methods, with many
texts describing how to derive sampling algorithms for various geometries and
density functions (see, for example, Kalos and Whitlock [26], Spanier and Gel-
bard [52], or Rubinstein [43]), these treatments do not provide step-by-step instruc-
tions for deriving the types of algorithms that we frequently require in computer
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Figure 4.2:A projected spherical polygon with uniform samples (left) and stratified sam-
ples (right). Projection onto the plane results in more samples near the north pole of
the sphere than near the equator. Both sets of samples were generated using an area-
preserving parametrization for spherical polygons, which we derive below.

area-preserving
parametrization

unit square 2-manifold

/
N

Figure 4.3:An arbitrary parametrizatiorp for a 2-manifoldM can be converted into an
area-preserving parametrization, which is useful for uniform and stratified sampling, by
composing it with a warping function. The warping function can be derived directly from
¢ by following a precise procedure.

&

N

warp parametrization

graphics. In this section we present a detailed “recipe” for how to convert an arbi-
trary parametrizatio : [0,1]> — M, from the unit square to a 2-manifold, into
anarea-preservingarametrizationy : [0,1]> — M . That is, a mapping’ with

the property that

area(A) = area(B) = area(¢[A]) = area(y[B]), (4.3)

forall A, B € [0,1] x [0, 1]. Such mappings are used routinely in image synthesis

to sample surfaces of luminaires and reflectors. Noteithaty in fact shrink or
magnify areas, but that all areas undergo exactly the same scaling; hence, it is area-
preserving in the strictest sense only wheea(M) = 1. A parametrization with

this property will allow us to generate uniformly distributed and/or stratified sam-
ples overM by generating samples with the desired properties on the unit square
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(which is trivial) and then mapping them ontet. We shall henceforth consider
area-preserving parametrizations to be synonymoussaittpling algorithms

Let M represent a shape that we wish to generate uniformly distributed sam-
ples on; in particularM may be any 2-manifold with boundary inlRwheren is
typically 2 or 3. The steps for deriving a sampling algorithm fefr are summa-
rized in Figure 4.4. These steps apply for all dimensiens 2; that is, M may be
a 2-manifold in any space.

Step 1 requires that we select a smooth bijectidinom [0, 1] x [0, 1] to the
2-manifold M. Such a function is referred to aparametrizatiorand its inverse
is called acoordinate chartas it associates unique 2D coordinates with (almost)
all points of M. In reality, we only require) to be a bijectioralmost everywhere
that is, on all but a set of measure zero, such as the boundariets @f [0, 1] x
[0, 1]. In theory, any smooth bijection will suffice, although it may be impractical
or impossible to perform some of the subsequent steps in Figure 4.4 symbolically
(particularly step 4) for all but the simplest functions.

Step 2 defines a functiom : [0,1]> — R that links the parametrizatiop to
the notion of surface area olt. More precisely, for any regiod C [0, 1]2, the
functiono satisfies

/0 = area(¢[A4]). (4.10)
A

That s, the integral of over any regiom in the 2D parameter space is the surface
area of the corresponding subset\df under the mapping. Equation (4.4) holds
for all n > 2. For the typical cases of = 2 andn = 3, however, the functioa
can be expressed more simply. For examplg/fifis a subset of Rthen

o(s,t) = det(D(S’t)gZ)), (4.11)

whereD, ;¢ is 2 x 2 Jacobian matrix o at the point(s, ¢). On the other hand,
if M is a subset of R then

U(Svt) = H¢S(Svt> X ¢t(svt) ”7 (412)

which is a convenient abbreviation for equation (4.4) that holds only when3,

as the two partial derivatives gfare vectors in IRin this case. Non-uniform sam-
pling can also be accommodated by including a weighting function in the definition
of o in step 2.
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1. Select gparametrization¢ for the 2-manifoldM C R™. That is,
select a smooth bijection (diffeomorphism) [0, 1]> — M.

2. Define the functiom : [0,1]> — R by

o = (- )61+ 1) —(65 - &) (4.4)
wheregy = (%, e %) is the vector of partial derivatives.

3. Define two cumulative distribution functions @h 1] by

1 rs
Fls) = Jo Jo o(u,v) dudv .5)

fol fol o(u,v)dudv

fga(s,v) dv

Gist) = HB—"7-"— 4.6
() fol o(s,v)dv (*+.0)
4. Invert the two cumulative distribution functions
fz) = Fl(2) (4.7)
g(z1,22) = G;(lzl)(ZQ) (4.8)

5. Define the new parametrizatign: [0, 1]> — M by

Y(21,22) = d(f(21),9(21, 22))- (4.9)

Thus, the mappingz1, z2) — (s,t) = (f(z1), g(21, 22)) defines the
warping function that converts the original parametrizatiomto
the area-preserving parametrization

Figure 4.4:Five steps for deriving an area-preserving parametrizatiofrom [0, 1] x

[0, 1] to any bounded 2-manifoldt C IR™, beginning from an arbitrary parametrization

¢ for M. The functiony is suitable for stratified sampling 0¥1. Step 2 simplifies in the
common two- and three- dimensional cases. Step 4 is often the only impediment to finding
a closed-form expression for the area-preserving parametrization.
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Step 3 can often be carried out without the aid of an explicit expressian for
For example, the cumulative distributions can often be found by reasoning directly
about the geometry imposed by the parametrization rather than applying formu-
las (4.4), (4.5) and (4.6), which can be tedious. Adt denote the family of
sub-manifolds ofM defined by the first coordinate @f That is,

Mg = ¢ [0,s] x[0,1] |. (4.13)
See Figure 4.3. It follows from the definition &f and equation (4.10) that

area(M;)

Fls) = area(M)’

(4.14)
which merely requires that we find an expression for the surface argd,ais a
function of s. Similarly, by equation (4.7) we have

B area(M;)

Thus, f is the map that recovers the parametdrom the fractional area of the
sub-manifold M. Equation (4.15) can be more convenient to work with than
equation (4.14), as it avoids an explicit function inversion step. WHilg¢) and

g(-,-) do not admit equally intuitive interpretations, they can often be determined
from the general form o, since many of the details vanish due to normaliza-
tion. A good example of how this can be done is provided by the area-preserving
parametrization derived for spherical triangles, which we discuss below.

Step 4 above is the only step that is not purely mechanical, as it involves func-
tion inversion. When this step can be carried out symbolically, the end result is
a closed-form area-preserving transformatiofrom [0, 1)% to the manifold M.
Closed-form expressions are usually advantageous, both in terms of simplicity and
efficiency. Of the two inversions entailed in step 4, it is typically equation (4.5)
that is the more troublesome, and frequently resists symbolic solution. In such a
case, itis always possible to perform the inversion numerically using a root-finding
method such as Newton’s method; of course, one must always weigh the cost of
drawing samples against the benefits conferred by the resulting importance sam-
pling and stratification. When numerical inversion is involved, the area-preserving
transformation is less likely to result in a net gain in efficiency.

The steps outlined in Figure 4.4 generalize very naturally to the construction of
volume-preserving parametrizations for arbitrargnanifolds. Forang < k < n,
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step 3 entails a sequence lotcumulative distribution functions, each dependent
upon all of its predecessors, and step 4 requires the cascaded inversiork of all
distributions, in the order of their definition. Step 5 entails@&ay function com-
position. In the remainder of these notes, we will consider only the case where
k = 2 andn € {2,3}; that is, we will only consider the problem of generating
samples over 2-manifolds (surfaces) if i R>.

4.3 Analytic Area-Preserving Parametrizations

In this section we will apply the “recipe” given in Figure 4.4 to derive a number
of useful area-preserving parametrizations. Each will be expressed in closed form
since the functiong” andG; will be invertible symbolically; however, in the case

of spherical triangles it will not be trivial to inveft.

4.3.1 Sampling Planar Triangles

As a first example of applying the steps in Figure 4.4, we shall derive an area-
preserving parametrization for an arbitrary triangdl8C' in the plane. We begin
with an obvious parametrization froff), 1] x [0, 1] to a given triangle in terms of
barycentric coordinates. That is, let

(s, t) = (1 —s)A+s(1 —t)B+ stC. (4.16)

It is easy to see that is a smooth mapping that is bijective except whes 0,
which is a set of measure zero. Since the codomain isfIR?, & is simply the
Jacobian ofp. After a somewhat tedious computation, we obtain

det Do) = 2cs, (4.17)
wherec is the area of the triangle. From equations (4.5) and (4.6) we obtain
F(s) = s and Gy(t) = t. (4.18)

In both cases the constantlisappears due to normalization. These functions are
trivial to invert, resulting in

f(z) = Vz and g(z1,22) = 2. (4.19)

48



SamplePlanarTriangle( real 1, real &)

Compute the warping functiaig;, &2) — (s, t).
s — V&
t— &

Plug the warped coords into the original parametrization.
P—(1-s5)A+s(l1—t)B+ stC,
return P;
end

Figure 4.5: Algorithm for computing an area-preserving parametrization of the triangle
with verticesA, B, andC'. This mapping can be used for uniform or stratified sampling.

Finally, after function composition, we have
Y(z1,22) = o(f(21),9(21,22))
= (1—Va)A+Va(l - 2)B+anC.  (4.20)

Figure 4.5 shows the final algorithm. f and&s are independent random vari-
ables, uniformly distributed over the intervél 1], then the resulting points will be
uniformly distributed over the triangle.

4.3.2 Sampling the Unit Disk

Next, we derive an area-preserving parametrization for a unit-radiugliskhe
plane, centered at the origin. We start with the parametrization feoir x [0, 1]
to D given by

¢(s,t) = s | cos(2mt)X + sin(2wt)y |, (4.21)

wherex andy are the orthogonal unit vectors in the plane. Agains a smooth
mapping that is bijective except when= 0. Computing the Jacobian @f, we
obtain

detDg) = 2s. (4.22)

The remaining steps proceed precisely as in the case of the planar triangle; in fact,
the distributionst” andG turn out to be identical. Thus, we obtain

Y(21,22) = ¢(Vz1,22)
= \/5_1 [cos(2m&2)X + sin(272)y] . (4.23)
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The resulting algorithm for sampling the unit disk is exactly analogous to the algo-
rithm shown in Figure 4.5 for sampling planar triangles.

4.3.3 Sampling the Unit Hemisphere

As a first example of applying the steps in Figure 4.4 to a surface’jne shall
derive the well-known area-preserving parametrization for the unit-radius hemi-
sphere centered at the origin. First, we define a parametrization using spherical
coordinates:
sin(%) cos(27t)
¢(s,t) = | sin(%)sin(2nt) | . (4.24)
cos(%s)

Here the parameter defines the polar angle ariddefines the azimuthal angle.
Since the codomain af is R?, we can apply equation (4.12). Since

cos( ) cos(27t) — sm(%) sin(27t)
bs(s,t) X (s, t) =7 | cos(Z)sin(2rt) | x | sin(ZE)cos(2mt) |,
—sin(%) 0

we obtain
o(s,t) = |[¢s(s,t) X du(s,t)||

_ 2. (TS

= 7 sm( 5 ) . (4.25)
It then follows easily that

s
F(s) = 1—cos<7> and G,(t) = t,

which are trivial to invert, resulting in

2cos (1 — 2)
T

flz) =

Composingf andg with ¢ results in

and g(z1,22) = 2.

21(2 — z1) cos(2mz2)
P(z1,22) = 21(2 — z1) sin(27z2) | - (4.26)

1—21

50



Here thes coordinate of the parametrization simply selects:ipane fromz = 1
andz = 0, while thet coordinate parameterizes the resulting circle indtpane.
The form of+ can be simplified somewhat by substitutihg- z; for z;, which
does not alter the distribution.

4.3.4 Sampling a Phong Lobe

Now suppose that we wish to sample the hemisphere according to a Phong distri-
bution rather than uniformly; that is, with a density proportional to the cosine of
the polar angle to a power. To do this we simply include a weighting function in
the definition ofo given in equation (4.25). That is, we let

s

o(s,t) = w2 sin(?) cosk(g) , (4.27)

wherek is the Phong exponent. It follows that
_ k+1(TS _
F(s) = cos (2) and G,(t) = t,

which implies that

flz) = %cos_1 2w and 9(z1,22) = 29.
It follows that
1-— zf% cos(2mzg)
¥(21,22) = 1— zl’“% sin(2mrza) |- (4.28)

4.3.5 Sampling Spherical Triangles

We shall now derive an area-preserving parametrization for an arbitrary spherical
triangle, which is significantly more challenging than the cases we’ve considered
thus far. Let T denote the spherical triangle with vertiéedB, andC, as shown

in Figure 4.6. Such a triangle can be parameterized by using the first coordinate
s to select the edge length, which in turn defines sub-triangle, T© T, and the
second coordinateto select a point along the ed&<€, as shown in Figure 4.6.
This parameterization can be expressed as

¢(s,t) = slerp(B, slerp(A,C,s),t), (4.29)
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Figure 4.6:Parameters controls the edge length,, which determines the vert€, and
consequently sub-trianglg,. Parameter then selects a poi along the arc betwee@
andB. Not shown is the length of the a#¢C, which isb.

whereslerp(A, C, s) is thespherical linear interpolatiorfunction that generates
points along the great arc connectih@ndC (according to arc length) asvaries
from O to 1. Theslerp function can be defined as

slerp(Xx,y,s) = Xcos(fs) + [y|X]sin(fs), (4.30)

whered = cos~! x -y, and[y | x] denotes the normalized component of the vector
y that is orthogonal to the vectar that is

_ (I =xx0)y
0 =xxT)y |
wherex is assumed to be a unit vector. From the above definitiop ibfis now

possible to derive the functiom using equation (4.12). We find thatis of the
form

[y [x] (4.31)

o(s,t) = h(s)sin(ast) (4.32)

for some functiorh, wherea, is the length of the moving eddC; as a function of
s. The exact nature df is irrelevant, however, as it will not be needed to compute
F, and itis eliminated frond7; by normalization. Thus, we have

area(Ts)
F(s) “area(T) (4.33)
Gi(t) = %ﬁ;ﬁ (4.34)
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It follows immediately from inversion of equation (4.34) that

g(z1,22) = ai cos 1|1 — 2(1 — cosa,)| . (4.35)
Z1

However, solving forf, which is the inverse of, is not nearly as straightforward.
Our approach will be to derive an expression for the functfodirectly, using
equation (4.15), rather than starting frdrmand inverting it. To do this, we require
several elementary identities from spherical trigonometry.4 denote the surface
area of the spherical triangle T with verticksB andC. Leta, b, andc denote the
edge lengths of T,

a = cos"! B-C,
cosTV A-C,
¢ = cos ! A-B,

and leta, 3, and~ denote the three internal angles, which are the dihedral angles
between the planes containing the edges. See Figure 4.6. Listed below are a few
well-known identities for spherical triangles:

A=a+p+y—m (4.36)
= gt = e .37
cosa = —cosf cosy + sinf sin~y cosa (4.38)
cos 3 = —cosvy cosa + sinvy sina cosb (4.39)
cosy = —cosf3 cosa + sinf sina cosc (4.40)

Each of these identities will be employed in deriving area-preserving parametriza-
tions, either for spherical triangles or projected spherical polygons, which will be
described in the following section. Equation (4.36) is known as Girard’s formula,
equation (4.37) is the spherical law of sines, and equations (4.38), (4.39), and (4.40)
are spherical cosine laws for angles [6].

Our task will be to construct : [0, 1] — R such thatf (As/.A) = s, where the
parameter € [0, 1] selects the sub-triangle;&nd consequently determines the
areaAd;. Specifically, the sub-triangle,Tis formed by choosing a new vert€x
on the great arc betweeéhandC, at an arc length of; = sb along the arc from
A, as shown in Figure 4.6. The poiRtis finally chosen on the arc betweBrand
C,, according to the parameter
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SampleSphericalTriangle( real &1, real &)
Use one random variable to select the new area.
A — & A;
Save the sine and cosine of the angle
p « sin(As — a);
q «— cos(As — a);
Compute the paifu, v) that determinesin 35 andcos [3;.
U < q — COS (;
v« p+sinacosc;
Compute the coordinate as normalized arc length frofnto C;.
vq — up)cosa — v
(vp + uq) sina ]
Compute the third vertex of the sub-triangle.
C, — slerp(A,C,s);
Compute the coordinate usingC; and¢,.
cos™ ! [1 —&(1—-Cq- B)}
cos~1C,-B ’
Construct the corresponding point on the sphere.
P — slerp(B, Cs, t);
return P;
end

1
S «— gcos_1 [(

t «—

Figure 4.7:An area-preserving parametrization for an arbitrary spherical triangBC.
This procedure can be easily optimized to remove the inverse cosines used to compute the
warped coordinates andt, since theslerp function uses the cosine of its scalar argument.

To find the parameter that corresponds to the fractional atda/.A, we first
solve forcos b, in terms of A, and various constants associated with the triangle.
From equations (4.36) and (4.39) we have

COSYs cosa + cos (s

cosb, = - -
sin s sin «

—cos(As — a — () cosa + cos (s
—sin(As —a — ;) sina

_ cos(A — ) cosa — cos f3;
N sin(A — () sina ’ (4.41)
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where we have introducefl = A, — ««. We now eliminatei, to obtain a function

that depends only on area and the fixed parameters: in particular, we shall construct
a function of onlyA, «, ande. We accomplish this by using spherical trigonometry

to find expressions for botkin 5; andcos ;. From equation (4.36) and plane
trigonometry it follows that

cosys = —cos(A — f(Bs) = sinAsin 35 — cos A cos [s. (4.42)
Combining equation (4.42) with equation (4.40) we have
(cosA — cosa) cosfBs + (sinA + sina cosc) sin s = 0. (4.43)
Consequentlyin 8, = —ru andcos 85 = rv where

u = cosA — cosaq,

v = sinA + sina cosc,

andr is a common factor that cancels out in our final expression, so it is irrelevant.
Simplifying equation (4.41) using these new expressionsifof; andcos 35, we
obtain an expression feos bs in terms ofA, u, v, anda. It then follows that

1 _;[(vcosA—usinA) cosa — v
= - 4.44
§ b (vsinA +wucosA) sina |’ (4.44)

sinces = b,/b. Note thatcos by determines;, since0 < bs < m, and thatb,

in turn determines the vertéX;. The algorithm shown in Figure 4.7 computes an
area-preserving map from the unit square onto the triangle T; it takes two variables
& and&,, each in the unit interval, and returns a pdiie T C R3. If & and

&9 are uniformly distributed random variables]in 1], the algorithm will produce

a random variabl® that is uniformly distributed over the surface of the spherical
triangle T.

The procedure in Figure 4.7 explicitly warps the coordinateséz) into the
coordinategs, t) in such a way that the resulting parametrization is area-preserving.
If implemented exactly as shown, the procedure performs a significant amount of
unnecessary computation. Most significantly, all of the inverse cosines can be
eliminated by substituting the equation (4.30) for sherp function and then sim-
plifying [4]. Also, cos a, sin «, cos ¢, and[ C | A |, which appears in the expression
for slerp(A, C, s), need only be computed once per triangle rather than once per
sample.
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Results of the algorithm are shown in Figure 4.1. On the left, the samples are
identically distributed, which produces a pattern equivalent to that obtained by re-
jection sampling; however, each sample is guaranteed to fall within the triangle.
The pattern on the right was generated by partitioning the unit square into a regular
grid and choosing one pait;, &2) uniformly from each grid cell, which corre-
sponds to stratified sampling. The advantage of stratified sampling is evident in the
resulting pattern; the samples are more evenly distributed, which generally reduces
the variance of Monte Carlo estimates based on these samples. The sampling algo-
rithm can be applied to spherical polygons by decomposing them into triangles and
performing stratified sampling on each component independently, which is analo-
gous to the method for planar polygons described by Turk [56]. This is one means
of sampling the solid angle subtended by a polygon. We discuss another approach
in the following section.

4.4 Sampling Projected Spherical Polygons

In this section we will see an example in which the inversion of Eh&nction
can not be done symbolically; consequently, we will resort to either approximate
inversion, or inversion via a root finder.

The dot product - 7 appearing in equation (4.1) is the ubiquitous “cosine” fac-
tor that appears in nearly every illumination integral. Since it is often infeasible to
construct a random variable that mimics the full integrand, we settle for absorbing
the cosine term into the sampling distribution; this compromise is a useful special
case ofmportance samplingln this section we address the problem of generating
stratified samples over the solid angle subtended by arbitrary polygons, while tak-
ing the cosine weighting into account, as shown in Figure 4.2. The combination
of stratification and importance sampling, even in this relatively weak form, can
significantly reduce the variance of the associated Monte Carlo estimator [4, 43].

We now describe a new technique for Monte Carlo sampling of spherical poly-
gons with a density proportional to the cosine from a given axis which, by Nusselt's
analogy, is equivalent to uniformly sampling the projection of the spherical poly-
gon onto thez = 0 plane. The technique handles polygons directly, without first
partitioning them into triangles, and is ideally suited for stratified sampling. The
Jacobian of the bijection from the unit square to the polygon can be made arbitrar-
ily close to the cosine density, making the statistical bias as close to zero as desired.
After preprocessing a polygon with vertices, which can be done @&(n?log n)
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(a) (b)
Figure 4.8:(a) Spherical trianglel’. We consider the projected area of triangleas a
function ofa, keeping verticest and B, and angles fixed. (b) Partitioning a spherical
polygon by great circles passing through the poles and the vertices.

time, each sample can be generate@{m) time.

Let P denote a spherical polygon. To help in defining the mappingo, 1] —
P, we first derive several basic expression that pertain to spherical triangles. Let
T be a spherical triangle, and consider the family of sub-triangles shown in Fig-
ure 4.8a, where the unit vectassand B and the internal anglg are all fixed, but
the internal anglev is allowed to sweep from 0 to the last vertex. Our task in this
section is to express (which is the length of edg8C) andcos b as functions of
«. From equation (4.38) we have

cosa — cos a‘+ CO?ﬂCOS’}/. (4.45)
sin G sin ~y
LetI',, I';, andI'. denote the outward unit normals for each edges of the triangle,

as shown in Figure 4.8a. Thensy = —TI',, - 'y, wherel', can be expressed as

I'y = —Tecosa+(I'c x A)sina. (4.46)

Also, from equation (4.37) we hawén v = sin ¢ sin o/ sin a. Therefore,

ala) = tan! < sina > , (4.47)

€1 COSx — C9 sin «

where the constants andcs are given by

(Tg-Te)cosf+1 (g -Te x A)cos 3
Cc1 = , Cg = .

sin 3 sin ¢ (4.48)

sin § sin ¢
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These constants depend only on the fixed features of the triangle, as the Ygctors
andI'. do not depend on. It is now straightforward to findos b as a function of
«, which we shall denote by(«). Specifically,

z(a) = (B-N)cosa(a) + (D -N)sina(a), (4.49)

where D is a point on the sphere that is orthogonalRpand on the great circle
throughB andC'. That s,

D = (I - BB")C. (4.50)

We now show how to sample an arbitrary spherical polygon according to a cosine
distribution. The functior(a) will be used to invert a cumulative marginal distri-
bution over the polygon, as a great arc sweeps across the polygon zhjlevill

be used to sample one-dimensional vertical slices of the polygon.

4.4.1 The Cumulative Marginal Distribution

We break the problem of computing the bijectipn [0, 1]> — P into two parts.
First, we define a sequence of sub-polygong$dh much the same way that we
parameterized the trianglE above; that is, we definB(#) to be the intersection
of P with a lune! whose internal angle %, and with one edge passing through an
extremal vertex of°. Next we define @umulative marginal distributiod(#) that
gives the area of polygoR(6) projected onto the plane orthogonalNowhich is
simply the cosine-weighted areaBf ThenF' is a strictly monotonically increas-
ing function ofd. By inverting this function we arrive at the first component of
our sampling algorithm. That is, £ is a uniformly distributed random variable in
[0,1], and ifd is given by

0 = F'(p&), (4.51)
thend defines the great circle from which to draw a sample.

To find F', we first consider the spherical trianglé and its family of sub-
triangles. The projected area of the trianfle which we denote by, follows

immediately from Lambert’s formula for computing the irradiance from a polygo-
nal luminaire [3]. That is

p = —(al'q+ by + c) - N, (4.52)

A luneis a spherical triangle with exactly two vertices, which are antipodal.
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wherel',, I'y, andI'. are outward normals of the trianglg, as shown in Fig-
ure 4.8a. If we now constraili to be apolar triangle, with vertex A at the pole of
the hemisphere4 = N), thenp becomes a very simple function @f Specifically,

pla) = —a(a) Ty -N), (4.53)

wherel',, - N is fixed; this follows from the fact that bofhy, andI’. are orthogonal
to N. Equation (4.53) allows us to easily compute the functitia) for any col-
lection of spherical polygons whose vertices all lie on the lune with vertices at
and— A as shown in Figure 4.10, where we restrict our attention t@dsitiveor
upper half of the lune. Thus,

k
F(0) = ) miai(6 —6k), (4.54)
=1
for 0 € [0k, 6k11], where the constantsg, 72, ..., n, account for the slope and

orientation of the edges; that is, edges that result in clockwise polar triangles are
positive, while those forming counter-clockwise triangles are negative.

We now extendF'(6) to a general spherical polygd by slicing P into lunes
with the above property; that is, we partiti@hinto smaller polygons by passing
a great arc through each vertex, as shown in Figure 4.8b. Then for any spheri-
cal polygon, we can evaluat&(f) exactly for any value of by virtue of equa-
tion (4.47). The resulting functioR' is a piecewise-continuous strictly monotoni-
cally increasing function with at most— 2 discontinuities, where is the number
of vertices in the polygon. See Figure 4.9. This function is preciselctimau-
lative marginal distribution functiothat we must invert to perform the first stage
of cosine-weighted sampling. Because it is monotonically increasing, its inverse is
well-defined.

4.4.2 The Sampling Algorithm

Given two variableg; and¢, in the intervall0, 1] we will compute the correspond-
ing pointP = (&1, &) in the polygonP. We uset; to determine an anglé as
described above, argd to select the height according to the resultingpnditional
densitydefined along the intersection of the polygBrand the great circle at

To computé) using equation (4.51), we proceed in two steps. First, we find the
lune from whichd will be drawn. This corresponds to finding the integesuch
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P :

P = ;
Paof 2

P1

0, 6, 0, te 0,

Figure 4.9:The cumulative marginal distribution functidf as a function of the angle

0. At each value of);, the abscissa is the form factor from the origin to the polygon that
is within the rang€6, 6;]. This function is strictly monotonically increasing, with at most
n — 2 derivative discontinuities, where is the number of vertices in the polygon. The
fluctuations inF” have been greatly exaggerated for purposes of illustration.

Figure 4.10:0n the left is an illustration of a single lune with a collection of arcs passing
through it, and the points at which a great circle @intersects them. On the right is a
cross-section of the circle, showing the heightsz,, corresponding to these intersection
points.

that

Pk <& < Pk+1‘ (4.55)
Ptot Ptot

Next, we must inverf” as it is defined on this interval. Given the naturefgfas
defined in equations (4.47) and (4.54), it is unlikely that this can be done symboli-
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cally in general, so we seek a numerical approximation. This istihestep in the
algorithm which is not computed exactly; thus, any bias that is introduced in the
sampling is a result of this step alone.

Approximate numerical inversion is greatly simplified by the natur® @iithin
each lune. Sincé’' is extremely smooth and strictly monotonic, we can approxi-
mateF ~! directly to high accuracy with a low-order polynomial. For example, we
may use

FYz) =~ a+ bz + cx? + da®, (4.56)
where we set
a 0y,
b | | O+
el = v by + 6 (4.57)
d Or11

HereV is the Vandermonde matrix formed frofY0y), F' (0 + 01), F(0 + 02),
andF'(0x1). Coupling this approximation with a Newton iteration can, of course,
compute the function inverse to any desired numerical accuracy, making the bias
effectively zero. However, such a high degree of accuracy is not warranted for a
typical Monte Carlo simulation.

Once the anglé has been computed usiigg, we then compute using &s.
This corresponds to samplirtgaccording to theonditional density functionor-
responding to the choice éf This conditional density function is defined on the
intervals

(21, Z1] U [29,Z2] U - - - U [2,,, Zn),

which correspond to the intersection points shown in Figure 4.10. These intervals
are computed using equation (4.49). The conditional density is proportional to
z2 within these intervals, which distributes the samples vertically according to the
cosine of the angle from the pole. The most costly part of sampling according to
this density is normalization. We define

Z; = i(ig—g?). (4.58)
i=1

Then Z,, is the normalization constant. The random varia@léhen selects the
interval by findingl < ¢ < n such that

Zyq Zy
<& < 2t 4.
Z. = & < Z (4.59)
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Figure 4.11: A non-convex spherical polygon with cosine-weighted samples generated
with the proposed mapping.

Figure 4.12:A non-convex spherical polygon with cosine-weighted and stratified samples
generated with the proposed mapping.

whereZ, = 0. Finally, the height oP = (£, &2) is

2 = & —Zp1+ 2z, (4.60)
and the point itself is
P = (wcosh, wsind, 2), (4.61)

wherew = /1 — 22.

The algorithm described above also works for spherical polygotisat sur-
round the pole of the sphere. In this case, each lune has an odd number of segments
crossing it, ands, = 1 must be added to the list of heights defined by efadt
sampling from the conditional distribution.

The algorithm described above is somewhat more costly than the algorithm for
uniform sampling of spherical triangles [4] for two reasons: 1) evaluating piece-
wise continuous functions requires some searching, and 2) the cumulative marginal

62



distribution cannot be inverted exactly. Furthermore, the sampling algorithm re-
quires some preprocessing to make both of these operations efficient and accurate.

Pre-processing includes patrtitioning the polygon into lunes, computing the
constants:; andc, defined in equation (4.48) for each resulting edge, and sort-
ing the line segments within each lune into increasing order. In the worst case,
there may be: — 2 lunes, withQ2(n) of them containing2(n) segments. Thus,
creating them and sorting them requir@&:? log n) in the worst case. For convex
polygons, this drops t@(n), since there can be only two segments per lune.

Once the pre-processing is done, samples can be generated by searching for
the appropriatedy, 0x1] interval, which can be done i®(log n) time, and then
sampling according to the conditional distribution, which can be don&@n)
time. The latter cost is the dominant one because all of the intervals must be formed
for normalization. Therefore, in the worst case, the cost of drawing a sample is
O(n); however, for convex polygons this drops@glog n).

Figure 4.2 shows 900 samples in a spherical quadrilateral, distributed according
to the cosine distribution. Note that more of the samples are clustered near the pole
than the horizon. Stratification was performed by mapping “jittered” points from
the unit square onto the quadrilateral. Figures 4.11 and 4.12 show 900 samples
distributed according to the cosine density within a highly non-convex spherical
polygon. These samples were generated without first partitioning the polygon into
triangles. In both of the test cases, the cumulative marginal distribution funtion
is very nearly piecewise linear, and its inverse can be computed to extremely high
accuracy with a piecewise cubic curve.
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Chapter 5

Combining Sampling Strategies

5.1 Introduction

In this chapter we explore the idea of constructing effective random variables for
Monte Carlo integration by combining two or more simpler random variables. For
instance, suppose that we have at our disposal a convenient means of sampling the
solid angle subtended by a luminaire, and also a means of sampling a brdf; how
are these to be used in concert to estimate the reflected radiance from a surface?
While each sampling method can itself serve as the basis of an importance sam-
pling scheme, in isolation neither can reliably predict the shape of the resulting
integrand. The problem is that the shape of the brdf may make some directions
“important” (i.e. likely to make a large contribution to the integral) while the lu-
minaire, which is potentially orders of magnitude brighter than the indirect illumi-
nation, may make other directions “important.” The question that we shall address
is how to construct an importance sampling method that accounts for all such “hot
spots” by combining available sampling methods, but without introducing statisti-
cal bias. The following discussion closely parallels the work of Veach [61], who
was the first to systematically explore this idea in the context of global illumination.

To simplify the discussion, let us assume that we are attempting to approximate
some quantityZ, which is given by the integral of an unknown and potentially ill-
behaved functiorf over the domairD:

I = /Df(.r)dx. (5.1)

For instancef may be the product of incident radiance (direct and indirect), a re-
flectance function, and a visibility factor, aridl may be the either a collection of
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surfaces or the hemisphere of incident directions; in cases such asZhess),
represent reflected radiance. In traditioimaportance samplingve select grob-
ability density functior{pdf) p over D and rewrite the integral as

whereX denotes a random variable on the domAimistributed according to the
pdfp, and(-) denotes thexpected valuef a random variable. The second equality
in equation (5.2) is simply the definition of expected value. It follows immediately
that thesample meanf the new random variablg(X) /p(X) is an estimator foZ ;

that is, if

N
1 f(Xi)
E = — , 5.3
N 2 %) e
for N > 1, whereXq,..., Xy areiid (independent identically distributed) random

variables, each distributed according to the pdthen(£) = Z. Consequently,

& ~ 7, and the quality of the approximation can be improved by increaSinte
number of samples, and/or by increasing the similarity between the original inte-
grandf and the pdfp. Since evaluating(X;) is potentially very costly, we wish

to pursue the second option to the extent possible. This is precisely the rationale
for importance sampling.

5.2 Using Multiple PDFs

Now let us suppose that we hakedistinct pdfs,p1, po, . . ., px, that each mimic
some potential “hot spot” in the integrand; that is, each concentrates samples in a
region of the domain where the integrand may be relatively large. For instance,
may sample according to the brdf, concentrating samples around specular direc-
tions of glossy surfaces, while, . .., p sample various luminaires or potential
specular reflections. Let us further suppose that for eaete drawN; iid sam-
ples,X; 1, X2, ..., X; n;, distributed according tp;. Our goal is to combine them

into an estimatof that has several desirable properties. In particular, we wish to
ensure that

1. (&) = 1,

2. £ isrelatively easy to compute,
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3. var€) is small.

That is, we wish to have the expected value&ahatch the actual value of the in-
tegral,Z, to pay a low computational price for drawing each sample, and to reduce
the variance o€ as much as possible, thereby reducing the number of samples
required to attain a reliable approximation. The first requirement ensures that the
estimator isunbiased Unbiased estimators have the highly desirable property that
they allow us to converge to the exact answer by taking a sufficiently large number
of samples. As a general rule, this is the first property that any random variable
designed for Monte Carlo integration should possess [29, 30].

As we shall see, there is a large family of functiafi¢hat meet property 1,
leaving much flexibility in choosing one that meets both properties 2 and 3. We
begin by identifying such a class of estimators, then imposing the other constraints.
First, consider an estimator of the form

7

k N;
Eo = DD bilXig) f(Xig), (5.4)

i=1 j=1

for some suitable choice of the functions That is, let us allow a different func-

tion ¢; to be associated with the samples drawn from eachpdhd also allow the
weight of each sample to depend on the sample itself. Equation (5.4) is extremely
general, and also reasonable, as we can immediately ensugg isatnbiased by
constraining the functiong; to be of the form

w;(x)
i(T) = , 55
#i(e) = 3o (5.5)
where for allz € D andl < i < k, theweighting functionsv; satisfy
wi(x) + - +wk(x) = 1. (5.7)

To see that the resulting estimator is unbiased, regardless of the choice of the
weighting functionsw;, provided that they satisfy constraints (5.6) and (5.7), let
us definef,, to be the estimatof,; where theyp; are of the form shown in equa-
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tion (5.5), and observe that

k N;
(Ew) = <ZZ¢¢(Xi,j)f(Xi,j)>

i=1 j=1

k N;
= D> (di(Xig) f(Xij)

i=1 j=1

kN

i=1 j=1

k (o
= > [ S i) da
i=1 v

k
- /D f(x) [;w(x)] dx

= /Df(x)dm
7.

Thus, by considering only estimators of the fofip, we may henceforth ignore
property 1 and concentrate strictly on selecting the weighting functigis® as to
satisfy the other two properties.

5.3 Possible Weighting Functions

In some sense the most obvious weighting functions to employ are given by

_ cipi(x)
where
q(z) = api(z) + -+ cepr(z), (5.9

is a pdf obtained by taking a convex combination of the original pdfs; that is, the
constants; satisfyc; > 0 ande; + --- 4+ ¢ = 1. Clearly, thesew; are positive

and sum to one at eaah therefore the resulting estimator is unbiased, as shown

above. This particular choice is “obvious” in the sense that it corresponds exactly
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to classical importance sampling based on the pdf defined in equation (5.9), when
a very natural constraint is imposed 0R, . . ., V.. To see this, observe that

w;i (X j
£, = ggiNi;i(xg)ﬂxi,»

k
-y / (X?vi) : (5.10)

Now, let N = N; + --- + N, be the total number of samples, and let us further
assume that the samples have been partitioned among the pdfs, pi. in pro-
portion to the weights, ..., ¢, that is, withN; = ¢; N. Then the ratia:;/N; is
constant, and equation (5.10) simplifies to

1 k N; f(xi,'>
Ew = szq(xf). (5.11)

i=1 j=1 b

Note that in equation (5.11) all samples are handled in exactly the same manner;
that is, the weighting of the samples does not depend, evhich indicates the

pdfs they are distributed according to. This is precisely the formula we would
obtain if we began witly as our pdf for importance sampling. Adopting Veach'’s
terminology, we shall refer to this particular choice of weighting functions as the
balance heuristig61]. Other possibilities for the weighting functions, which are
also based on convex combinations of the original pdfs, include

wilz) = { 1 if czpz(:):) = max; ¢;p;j(x) ’ (5.12)
0 otherwise
and
§ -1
wi(z) = epf(x) | epfa)| (5.13)

for some exponent: > 1. Again, we need only verify that these weighting func-
tions are non-negative and sum to one foraallo verify that they give rise to
unbiased estimators. Note, also, that each of these strategies is extremely simple to
compute, thus satisfying property 2 noted earlier.
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5.4 Obvious is also Nearly Optimal

Let éA‘w denote an estimator that incorporates the balance heuristic, ahdibetan
estimator with any other valid choice of weighting function. Veach has shown [61]
that

- o[ 1 1
var(gw) < var(&,) +7 [ N N] , (5.14)
whereN,;, = min; N;. Inequality (5.14) indicates that the variance of the estimator
Ew compares favorably with the optimal strategy, which would be infeasible to
determine in any case. In fact, as the number of samples of the least-sampled pdf
approaches to infinity, the balance heuristic approaches optimality.

Fortunately, the balance heuristic is also extremely easy to apply; it demands
very little beyond the standard requirements of importance sampling, which in-
clude the ability to generate samples distributed according to each of the original
pdfs p;, and the ability to compute the density of a given painwith respect to
each of the original pdfs [30]. This last requirement simply means that for each
z € Dandl < i < k, we must be able to evaluapg(z). Thus,&,, satisfies all
three properties noted earlier, and is therefore a reasonable heuristic in itself for
combining multiple sampling strategies.
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Chapter 6

Monte Carlo Path Tracing

This Chapter discuss@gonte Carlo Path TracingMany of these ideas appeared

in James Kajiya’'s original paper on the Rendering Equation. Other good original
sources for this material is L. Carter and E. Cashwell’'s bBaKicle-Transport
Simulation with the Monte Carlo Metho@sd J. Spanier and E. Gelbard’'s book
Monte Carlo Principles and Neutron Transport Problems

6.1 Solving the Rendering Equation
To derive the rendering equation, we begin with Reflection Equation
Lo(Z, @) = / (85— @) L@, @) cos frdws.
Q;

The reflected radiancg, is computed by integrating the incoming radiance over

a hemisphere centered at a point of the surface and oriented such that its north
pole is aligned with the surface normal. The BR[PHs a probability distribution
function that describes the probability that an incoming ray of light is scattered in a
random outgoing direction. By convention, the two direction vectors in the BRDF
point outward from the surface.

One of the basic laws of geometric optics is that radiance does not change
as light propagates (assuming there is no scattering or absorption). In free space,
where light travels along straight lines, radiance does not change along aray. Thus,
assuming that a point on a receiving surface sees a poifibn a source surface,
the incoming radiance is equal to the outgoing radiance:

Li(Z,8;,(2, 7)) = Lo (&, &, (T, ©)).
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Li(x,®;)

f}"(x) mi} (Dr)

Figure 6.1: Integrating over the upper hemisphere.

Where we use the direction as a function of two points as

(%1, 72) = (T — Ta) = A
The standard convention is to parameterize the incoming radianeg ' with
the direction from the receivef to the sourcer’. When using this convention,
the incoming radiance is defined on a ray pointing in the direction opposite to the
direction of light propagation.

It is also useful to introduce notation for the two-point radiance

L(Z,7) = L(Z — 7) = L,(Z,3(Z,7")).
and the three-point BRDF
fr( @&, 7)) = f (-7 -2 = f(&,6F, %), 35", 7))

(Note: the two-point radiance function defined here is different than the two-point
intensity function defined in Kajiya's original paper.)

Point to point functions are useful since they are intuitive and often clarify the
geometry and physics. For exampleriseest’, thenz’ seest. This mutual visi-
bility is represented as the two-point visibility functiori(Z, 2’), which is defined
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Figure 6.2: Two-point geometry.

to be 1 if a line segment connectingto 27 does not intersect any opaque object,
and 0 otherwise.

The reflection equation involves an integral over the upper hemisphere. This
integral may be converted to an integral over other surfaces by changing of vari-
ables from solid angles to surface areas. This is easily done by relating the solid
angle subtended by the source to its surface area.

/
cosf) dA(T)

dwi = 7’5 — J_ZVP

The projected solid angle then becomes

cos0; dw; = G(Z,7') dA(Z)

where
.. oL cosB@;cosf. . _
G(x,x/) = G(.’L’l,l') = WV((E,HZ’/)

In these equations we are making a distinction between the parameters used to
specify points on the surface (ths) and the measure that we are using when per-
forming the integral (the differential surface ar@a(z)). Sometimes we will be
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less rigorous and just usi or dA” when we mearlA(Z) anddA(Z'). The ge-
ometry factorG is related to thdifferential form factorby the following equation:
F(#,#)dA = SE5 g a0,

Performing this change of variables in the reflection equation leads to the fol-
lowing integral

Lo(%,&) = / Fr(7,38(3,7),8) Lo(@,3(F, 7)) GF,7) V(Z,7) dAT)
A

In this equationg anda are indendent variables and we are integrating over surface
area which is parameterized I thus, the incoming directiod; and the direction
of L, are functions of these positions and are indicated as such.

The final step in the derivation is to account for energy balance

Lo(faﬁ) = Le(fa "‘_j) + Lr(fa "‘_j)

This states that the outgoing radiance is the sum of the emitted and reflected radi-
ances. Placing an emission function on each surface allows us to create area light
sources. Inserting the reflection equation into the energy balance equation results
in the Rendering Equation

L(%,&) = Le(%, &) +/ (#8770 L(&,8(F, %) GZ,7)V(Z,7) dA’
A

For notational simplicity, we will drop the subscripbn the outgoing radiance.

The rendering equation couples radiance at the receiving surfaces (the left-
hand side) to the radiances of other surfaces (inside the integrand). This equation
applies at all points on all surfaces in the environment. It is important to recognize
the knowns and the unknowns. The emission funcfigrand the BRDF{, are
knowns since they depends on the scene geometry, the material characteristics, and
the light sources. The unknown is the radiaricen all surfaces. To compute the
radiance we must solve this equation. This equation is an example of an integral
equation, since the unknownappears inside the integral. Solving this equation in
the main goal of Monte Carlo Path Tracing.

The rendering equation is sometimes written more compactly in operator form.
An operator is a method for mapping a function to another function. In our case,
the function is the radiance.

L=L+KolL
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Sometimes it is useful to break the operatbiinto two operators]” andS. T is
the transferoperator and applied first; it takes outgoing light on one surface and
transfers it to another surface.

Li(Z,&(&, 7)) = T o L(Z,&(, &)

S is the scattering or reflection operator which takes the incoming light distribution
and computes the outgoing light distribution.

L. (Z,8) = SoLi(%,d)
Operator equations like the rendering equation may be solved using iteration.

L’ = L.
L' = Le+Kol'=L.,+KolL,

n
" = Le+}(oL”4::§:K%oLe
=0

Noting thatK? = I, wherel is the identity operator. This infinite sum is called the
Neumann Series and represents the formal solution (not the computed solution) of
the operator equation.

Another way to interpret the Neumann Series is to draw the analogy between

1
1—2x

=(1-az)'=1+z+22.,

and
I-K)'=I+K+K>..

The rendering equation
(I-K)oL=1Le

then has the following solution
L=I-K)'oL,

Note that(I — K)~! is just an operator acting on the emission function. This
operator spreads the emitted light over all the surfaces.
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Figure 6.3: A path from point; to &s.

It is useful to write out the formal solution

oo
L(Z&) =) K'o Le(o, %))
i=0

in all its gory detail. Let’'s consider one term:
L"(#,&) = L(&,,Zpt1) = K" o L,
= / / Le(%o, 1) G(Zo, T1) fr (To, &1, T2) G(1, T2)...
A Ja

G(Zn—1,Tn) fr(Tn-1, T, Tns1) dAg dA; ...dA(Z)n

This integral has a very simple geometric and physical intuition. It represents
a family of light paths Each path is characterized by the number of bounces or
lengthn. There are many possible paths of a given length. Paths themselves are
specified by a set vertices. The first vertex is a point on the light source and sub-
sequent vertices are points on reflecting surfaces. The total contribution due to all
paths of a given length is formed by integrating over all possible light and surface
positions. This involves doing integrals over surface areas. However, we must
weight paths properly when performing the integral. A integrand for a particular
path consists of alternating sequence of geometry and reflection terms. Finally, the
final solution to the equation is the sum of paths of all lengths; or more simply, all
possible light paths.

Note that these are very high dimensional integrals. Specifically, for a path of
lengthn the integral is over &n dimensional space. The integral also involves
very complicated integrands that include visibility terms and complex reflection
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functions defined over arbitrary shapes. It turns out these complexities is what
makes Monte Carlo the method of choice for solving the rendering equation.

There is one more useful theoretical and practical step, and that is to relate the
solution of the rendering equation to the process of image formation in the camera.
The equation that governs this process isNfeasurement Equation

M:///R(f@,t)L(f@,t)dtdwdA.
AJQJIT

The response functioR(Z, &, t) depends on the the pixel filter (te@ependence),

the aperture (th& dependence), and the shutter (trdependence). Other factors
such as transformations of rays by the lens system and spectral sensitivities may
also be included, but we will ignore these factors to simplify the presentation.

As seen above, the pixels value in the image is a function that involves nested
integrals. These integrals are very complicated, but we can easily evaluate the
integrand which corresponds to sampling the function.

e Sampling a pixel ovefz, y) prefilters the image and reduces aliasing.

e Sampling the camera aperture, v) produces depth of field.

e Sampling in time (the shutter) produces motion blur.

e Sampling in wavelength simulates spectral effects such as dispersion

e Sampling the reflection function produces blurred reflection.

e Sampling the tranmission function produces blurred transmission.

e Sampling the solid angle of the light sources produces penumbras and soft
shadows.

e Sampling paths accounts for interreflection.

Sampling in X, y, u, v and t has been discussed previously. Sampling light sources
and performing hemispherical integration has also been discussed. What remains
is to sample paths.
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6.2 Monte Carlo Path Tracing

First, let's introduce some notation for paths. Each path is terminated by the eye
and a light.

E -the eye.
L -the light.

Each bounce involves an interaction with a surface. We characterize the interac-
tion as either reflection or tranmission. There are different types of reflection and
transmission functions. At a high-level, we characterize them as

D - diffuse reflection or transmission
G - glossy reflection or tranmission
S - specular reflection or refraction

Diffuse implies that light is equally likely to be scattered in any direction. Specular
implies that there is a single direction; that is, given an incoming direction there is
a unigue outgoing direction. Finally, glossy is somewhere in between.

Particular ray-tracing techniques may be characterized by the paths that they
consider.

Appel Ray castingE(D|G)L

Whitted Recursive ray tracingt’[S*|(D|G)L
Kajiya Path TracingE[(D|G|S)"(D|G)|L
Goral Radiosity: ED*L

The set of traced paths are specified using regular expressions, as was first proposed
by Shirley. Since all paths must involve a light the eyeFE, and at least one
surface, all paths have length at least equal to 3.

A nice thing about this notation is that it is clear when certain types of paths
are not traced, and hence when certain types of light transport is not considered
by the algorithm. For example, Appel’s algorithm only traces paths of length 3,
ignoring longer paths; thus, only direct lighting is considered. Whitted’s algorithm
traces paths of any length, but all paths begin with a sequence of 0 or more mirror
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reflection and refraction steps. Thus, Whitted’s technique ignores paths such as
the following EDSDSL or E(D|G)* L. Distributed ray tracing and path tracing
includes multiple bounces involving non-specular scattering sudb(ayG)* L.
However, even these methods ignore paths of the f6(i|G).S* L; that is, multi-
ple specular bounces from the light source as in a caustic. Obviously, any technique
that ignores whole classes of paths will not correctly compute the solution to the
rendering equation.

Let’s now describe the basic Monte Carlo Path Tracing Algorithm:

Step 1. Choose a ray given (X,y,u,v,t)
weight=1

Step 2. Trace ray to find point of intersection with the nearest surface.

Step 3. Randomly decide whether to compute emitted or reflected light.

Step 3A. If emitted,
return weight * Le

Step 3B. If reflected,
weight *= reflectance
Randomly scatter the ray according to the BRDF pdf
Go to Step 2.

This algorithm will terminate as long as a ray eventually hits a light source. For
simplicity, we assume all light sources are described by emission terms attached to
surfaces. Latter we will discuss how to handle light sources better.

A variation of this algorithm is to trace rays in the opposite direction, from light
sources to the camera. We will assume that reflective surface never absorb light,
and that the camera is a perfect absorber.

Step 1. Choose a light source according to the light source power distribution.
Generate a ray from that light source according to its intensity distribution.
weight =1

Step 2. Trace ray to find point of intersection.
Step 3. Randomly decide whether to absorb or reflect the ray.

79



Step 3A. If scattered,
weight *= reflectance
Randomly scatter the ray according to the BRDF.
Go to Step 2.

Step 3B. If the ray is absorbed by the camera film,
Record weight at x, y
Goto Step 1.

The first algorithm is an example of forward ray tracing; in forward ray tracing
rays start from the eye and propagate towards the lights. Forward ray tracing is
also called eye ray tracing. In contrast, in backward ray tracing rays start at the
light and trace towards the eye. As we will discuss in a subsequent section, Both
methods are equivalent because the physics of light transport does not change if
paths are reversed. Both methods have there advantages and disadvantages, and in
fact may be coupled.

The above simple algorithms form the basis of Monte Carlo Path Tracing.
However, we must be more precise. In particular, there are two theoretical and
practical challenges:

Challenge 1: Sampling an infinite sum of paths in an unbiased way.

Challenge 2 : Finding good estimators with low variance.

6.3 Random Walks and Markov Chains

To understand more about why path tracing works, let's consider a simpler prob-
lem: a discrete random walk. Instead of a physical system with continuous vari-
ables, such as position and direction, consider a discrete physical system comprised
of n states. Path tracing as described above is an example of a random walk where
we move from sample to sample, or from point to point, where the samples are
drawn from a continuous probability distribution. In a discrete random walk, we
move from state to state, and the samples are drawn from a discrete probability
distribution.

A random walk is characterized by three distributions:

1. Letp? be the probability of starting in state

2. Letp; ; is the probability of moving from stateto state;.
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Pi,j
Creation P’ _,@_, p"i Termination

Figure 6.4: State transition diagram for a discrete random walk.

3. Letp} is the probability of being terminated in state

Because the probability of transition and termination must sum tozgne, 1 —
Zj:0 pi ;; thatis, the probability of terminating in states equal to the probability
of notmoving from state to ;.

A discrete random walk consists of the following steps.

Step 1. Create a random particle in stateith probability p?.

Step 2. With probability p}, terminate in state.
Score particle in stateby incrementing the counter for state
Go to Step 1.

Step 3. Randomly select new state according to the transition probability distribu-
tion.
Seti to newj.
Go to Step 2.

Random walks are also called Markov Chains. A Markov Chain is a sequence
of states generated by a random process. We will return to Markov Chains when
we discuss the Metropolis Algorithm. Markov Chains also come up Bayesian rea-
soning and in learning theory (e.g. Hidden Markov Models). Keep your eyes open
for Markov Chains; you will see these techniques used more and more in computer
graphics.

Given a set of particles following random walks, the problem is to compute the
final probability of a particle being terminated in stateTo solve this problem,
we introduce another random variabR, which is the probability of being in
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statei aftern transitions. Since each state transition is independent of the previous
transitions, this probability may be computed using a simple recurrence

0 _ 0
o= p
le = P?JFZPMPZQ
7

Pl = p?—‘_zpivjpf_l'
i

Defining a matrix)/ whose entries ard/; ; = p; j, the above process can be
viewed as the following iterative product of a matrix times a vector

PO — pO
pt = p’+MP°

P = p’+MP"L

And this procedure may be recognized as the iterative solution of the following
matrix equation

(I-M)P=p

since then

P=(-M)"p"=p"+ M@ +M@°..=> M.
i=0

This process will always converge assuming the matrices are probability distribu-
tions. The basic reason for this is that probabilities are always less than one, and so
a product of probabilities quickly tends towards zero.. Thus, the random walk pro-
vides a means for solving linear systems of equations, assuming that the matrices
are probability transition matrices. Note the similiarity of this discrete iteration of
matrices to the iterative application of the continuous operator when we solve the
rendering equation using Neumann Series.

This method for solving matrix equations using discrete random walks may be
directly applied to the radiosity problem. In the radiosity formulation,

Bi=Ei+piy_ Fi;B;
J
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where the form factor equals

Py = — / / G(7,#)V (&, &) dA(F) dAF)
T mA Ja Ja,

Recall that the form factors may be interpreted as a probabilities. The form factor
F; ; is the percentage of outgoing light leaving surface elemgnthat falls on
surface elementl;. In fact, the form factor is the probability that a random ray
leaving surface elememt; makes it toA; (although one has to be careful about
how one defines a random ray). Thus, form factor matrices may be interprested
as transition matrices. In this equatignis the diffuse reflectance and is equal to

p = B/E; The reflectance must be positive and less than 1. The absorption or
termination probability is thus equal fo— p.

These observations lead to a method for solving the matrix radiosity equation
using a discrete random walk. The major issue, which is always a case with ra-
diosity solution techniques, is computing the form factor matrix. This process is
expensive and error prone because of the complexity of the environment and the
difficulty in doing exact visible surface determination. The form-factor matrix is
also very large. For example, a scene consisting of a million surface elements
would require a million squared matrix. Therefore, in practice, the form factor ma-
trix is often calculated on-the-fly. Assuming a particle is on some surface element
17, an outgoing particle may be sent off in a random direction where the random
direction is chosen from a cosine-weighted distribution (here the cosine is with re-
spect to the surface element normal). The particle is then ray-traced and the closent
point of intersection on surface elemgris found. This random process is roughly
equivalent to one generated from a known form-factor matrix.

It is interesting to prove that random walks provide an unbiased estimate of
the solution of the linear system of equations. Although this proof is a bit formal,
it is worthwhile working it through to get a flavor of the mathematical techniques
involved.

The first step is to define a random variable on the space of all paths. Let's
signify a path of lengttk asay, = (i1, 72, ..., i ); this path involves a sequence of
transitions from staté, to stateis and ending up finally aftek transitions in state
ix. The random variable without the subscript is the set of all paths of length one
to infinity.

The next step is to pick an estimaiéf(«) for each path. Then we can compute
the expected value of the estimator by weightifigoy the probability that a given
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path is sampledh(«).
EW] = ) pla)W(a)

= > plar)W(ax)

k=1 oy

= SN S Bl e i)W ity i)

k=1 i ix

In the last line we group all paths of the same length together. The sums on each
indexi go from1 to n - the number of states in the system. Thus, therenére
paths of lengthk, and of course paths can have infinite length. There are a lot of
paths to consider!

What is the probability)(«y,) of pathay, ending in staté;? Assuming the dis-
crete random walk process described above, this is the probability that the particle
is created in staté, times the probability of making the necessary transitions to
arrive at state,, times the probability of being terminated in stgte

plag) = p?1pi1»i2"'pik—1yikpz

With these careful definitions, the expected value may be computed

EW;] = > ) plax)Wj(ax)

k=1 oy
(o]

= ZZZpglpllleplk—lazkp;kkwj(ak)
k=1 41 ik

Recall, that our estimator counts the number of counts the number of particles that
terminate in statg. Mathematically, we can describe this counting process with

a defta functionW;(ay) = d;,,;/p;. This delta function only scores particles
terminating ini;, = j. The expected value is then

o
E[Wﬂ = ZZ---ZZpglpz‘l,ig---pik,l,ikpfkfsz’k,j/p}f

k=1 i1 dp_1 ik

o0
- Z Z Zp?lpil,iQ---Pik,l,j-

k=1 11 ig_1
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This sum may be recognized as theomponent of the matrix equation
E[W] = p® + Mp® + M?p° + ...

which is the desired solution of the linear system of equations.

Note that we had to be careful about the estimator. If we hadn't divided the
count of the patrticles by the probability of a termination event, the expected value
would not have equaled the right answer. Picking the wrong estimator - that is, an
estimator that results in the wrong expected value - for a complex sampling process
is one of the most common errors when uding Monte Carlo Techniques. Until you
have a lot of experience, it is worthwhile convincing yourself that your estimator
is unbiased.

This technique was originally developed by von Neumann and Ulam, the orig-
inators of the Monte Carlo Method. The estimator they used is often called the
absorption estimator, since only particles that are absorbed are counted. An inter-
esting variation, developed by Wasow, is to count all the number of particles that
pass through statg (including those terminate as well as those that make a tran-
sition). This is called the collision estimator, since it counts all particles colliding
with a surface. It is an interesting exercise to show that the collision estimator also
provides an unbiased estimate of the solution to the linear equation. Itis more chal-
lenging, but more interesting, to also derive the conditions when and if the collision
estimator works better than the absorption estimator.

This basic proof technique is easy to generalize to continuous distributions,
but the notation is messy. The details are described in Chapter 3 of the Spanier
and Gelbard book on neutron transport [52], the most authoritative source if you
wish to understand the theory behind Monte Carlo Techniques for solving integral
equations and tranport problems.

6.4 Adjoint Equations and Importance Sampling
Recall, that the pixel response is equal to the sum over paths of length
/ /S G (%o, 1) fr(Zo, T1, Z2) G (¥, X2)
(T2, T 1,xn)G(xn_1,xn)R(fn_1,fn)dAodAl...M(f)n.
where we have switched notation and written the source te$@as’) = L.(Z, 7).
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As noted above this equation is symmetric under the interchange of lights and
sensors. Switching,. with R, and noting that

M, = / yRC 7)1, (0. 71, 52) G4, 72)
(T2, Tne1, Tn) G (Tn_1,20)S (Zp, Tn_1) dAg dA; ...dA(Z)n
= /A o [ S Fa) O 1) o a1, T -2) G )
[T, T1, B0)G(F1, T0) R(21, To) dAg dA; ...dA(T),
In the second step, we noted from the symmetry of the geometry that
G(%,%;) = G(T}, %)
and because of the reciprocity principle the BRDF is also symmetric
fr(@i, B, T) = fr( Tk, Tj, T5)

These symmetries implie that we may ray trace from either the light or the eye;
both methods will lead to the same integral.

Suppose now we break the path at some pbinfThe amount of light that
makes tak is

Ls (@, #rs1) / / S(Fo, #1)G(Fo, 31) f, (Fo, F1, #2) G (1, 72)
(T, Tp) fr(Th—1, Thy Tiog1) dAg...dA(T)p_1

In a similar way, treating the sensor as a virtual light source, we can compute the
amount of light coming from the sensor makes ikto

LR(Zy, Try1) = / ---/fr(fk;,fk+1,fk+2)G(fk+1,fk+2)
k+2 n
-'-fr(fn—% fn—l; fn)G(l'n_l, an)R(fn_l, an) dAk+2 d/f(f)n
The measured response is then
MZ/ / Ls(Z, Th11)G (T, Thog1) LR(Zk, Thog1) dA dAg 1
AJA

Note the use of the notatiaig and L i to indicate radiance “cast” from the source
vs. the receiver.
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Figure 6.5: A path with both the forward and backward (adjoint) solution of the
transport equation. The forward solution is generated from the sourceStemd

the backward solution is generated from the received tRrnfror physical situa-

tions where the transport equation is invariant under path reversal, the forward and
backward equations are the same.

We make two observations about this equation. First, this equation can be
considered théner productof two radiance functions. If we consider radiance to
be a function on rays = (&, J), then if we have functiong(r) andg(r), the inner
product of f andg is

<fg>= / F(r)g(r)dp(r)

wheredu(r) is the appropriate measure on rays. The natural way to measure
the rays between two surface elemedtsand A’ is du(r) = G(z,2')dAdA’.
Equivalently, considering to be parameterized by positiahand directiond, the
du(r) = da o dA(Z) ().

Second, this integral naturally leads to a method for importance sampling a
path. Suppose we are tracing light and arrive at surkacBb compute the sensor
response, we need to integrdieagainstR. In this senseR may be considered
an importance function for sampling the next directions, since we want a sampling
technique that is proportional t8 to achieve low variance. BWR is the solution
of the reversed transport equation that would be computed if we were to trace rays
from the sensorR tells us how much light from the sensor would make it to this
point. Thus, the backward solution provides an importance function for the forward
solution, and vice versa. This is the key idea between bidirectional ray tracing.

Manipulating about adjoint equations is easy using the operator notation. Using
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the operator notation, an integral equation is just

Kof= / K(z,y)f () dy.

We want to estimate the integral given by the measurement equation, which is just
the inner product of two functions

M =< fKog>= [ fo) ([ Kot i) i

This of f as the response of the sensor dfd ¢ as the solution of the rendering
equation. This equation may be rearranged

<hkog> = [ 1@ ([K@am i) i
- ( [ .y dx) 9(y) dy

= <K'fg>.

Note the difference between

Kof = [ K@)f)dy
and
K*of— /K(x,y)f(a:) da.

One integral is over the first variable, the other is over the second variable. Of
course, ifK (z,y) = K (y,x) these two integrals are the same, in which case
KT = K and the operator is said to kelf-adjoint

This notation provides a succinct way of proving that the forward estimate is
equal to the backward estimate of the rendering equation. Recall

KoLg=S8
We can also write a symmetric equation in the other direction
KoLgr=R
Then,
<R,Lg> = < KoLg,Ls>
= <Lp,KtoLg>
= < Lp,KoLg>
= < Lp,S>
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This result holds even if the operator is not self-adjoint. We will leave the demon-
stration of that fact as an exercise.

This is a beautiful result, but what does it mean in practice. Adjoint equations
have lots of applications in all areas of mathematical physics. What they allow you
to do is create output sensitive algorithms. Normally, when you solve an equation
you solve for the answesverywhere Think of radiosity; when using the finite
element method you solve for the radiosity on all the surfaces. The same applies to
light ray tracing or the classic discrete random walk; you solve for the probability
of a particle landing in any state. However, in many problems you only want to
find the solution at a few points. In the case of image synthesis, we only need to
compute the radiance that we see, or that falls on the film. Computing the radiance
at other locations only needs to be done if its effects are observable.

We can model the selection of a subset of the solution as the inner product
of the response function times the radiance. If we only want to observe a small
subset of the solution, we make the response function zero in the locations we
don’t care about. Now consider the case when all the surfaces act as sources and
only the film plane contributed a non-zero response. Running a particle tracing
algorithm forward from the sources would be very inefficient, since only rarely
is a particle terminated on the film plane. However, running the algorithm in the
reverse direction is very efficient, since all particles will terminate on sources. Thus
each particle provides useful information. Reversing the problem has led to a much
more efficient algorithm.

The ability to solve for only a subset of the solution is a big advantage of
the Monte Carlo Technique. In fact, in the early days of the development of the
algorithm, Monte Carlo Techniques were used to solve linear systems of equations.
It turns out they are very efficient if you want to solve for only one variable. But
be wary: more conventional techniques like Gaussian elimination are much more
effective if you want to solve for the complete solution.
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Chapter 7

Metropolis Sampling

A new approach to solving the light transport problem was recently developed by
Veach and Guibas, who applied the Metropolis sampling algorithm [62, 60] (first
introduced in Section 2.3.3 of these notksThe Metropolis algorithm generates a
series of samples from a non-negative functiahat are distributed proportionally

to f's value [36]. Remarkably, it does this without requiring anything more than the
ability to evaluatef; it's not necessary to be able to integratenormalize it, and
invert the resulting pdf. Metropolis sampling is thus applicable to a wider variety
of sampling problems than many other techniques. Veach and Guibas recognized
that Metropolis could be applied to the image synthesis problem after it was appro-
priately reformulated; they used it to develop a general and unbiased Monte Carlo
rendering algorithm which they named Metropolis Light Transport (MLT).

MLT is notable for itsrobustnesswhile it is about as efficient as other unbi-
ased techniques (e.g. bidirectional ray tracing) for relatively straightforward light-
ing problems, it distinguishes itself in more difficult settings where most of the
light transport happens along a small fraction of all of the possible paths through
the scene. Such settings were difficult for previous algorithms unless they had spe-
cialized advance-knowledge of the light transport paths in the scene (e.g. “a lot of
light is coming through that doorway"); they thus suffered from noisy images due
to high variance because most of they generated would have a low contribution, but
when they randomly sampled an important path, there would be a large spike in the

Ywe will refer to the Monte Carlo sampling algorithm as “the Metropolis algorithm” here. Other
commonly-used shorthands for it include M(RTfor the initials of the authors of the original paper,
and Metropolis-Hastings, which gives a nod to Hastings, who generalized the technique [15]. Itis
also commonly known as Markov Chain Monte Carlo.
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contribution to the image. In contrast, the Metropolis method leads to algorithms
that naturally and automatically adapt to the subtleties of the particular transport
problem being solved.

The basic idea behind MLT is that a sequence of light-carrying paths through
the scene is computed, with each path generated by mutating the previous path
in some manner. These mutations are done in a way that ensures that the overall
distribution of sampled paths in the scene is proportional to the contribution these
paths make to the image being generated. This places relatively few restrictions on
the types of mutations that can be applied; in general, it is possible to invent un-
usual sampling techniques that couldn’t be applied to other MC algorithms without
introducing bias.

MLT has some important advantages compared to previous unbiased approaches
to image synthesis:

e Path re-usebecause paths are often constructed using some of the segments
of the previous one, the incremental cost (i.e. number of rays that need to be
traced) for generating a new path is much less than the cost of generating a
path from scratch.

e Local exploration when paths that make large contributions to the final im-
age are found, it’'s easy to sample other paths that are similar to that one by
making small perturbations to the path.

The first advantage increases overall efficiency by a relatively fixed amount
(and in fact, path re-use can be applied to some other light transport algorithms.)
The second advantage is the more crucial one: once an important transport path
has been found, paths that are similar to it (which are likely to be important) can
be sampled. When a function has a small value over most of its domain and a large
contribution in only a small subset of it, local exploration amortizes the expense
(in samples) of the search for the important region by letting us stay in that area for
a while.

In this chapter, we will introduce the Metropolis sampling algorithm and the
key ideas that it is built on. We will then show how it can be used for some low-
dimensional sampling problems; this setting allows us to introduce some of the
important issues related to the full Metropolis Light Transport algorithm without
getting into all of the tricky details. We first show its use in one-dimension. We
then demonstrate how it can be used to compute images of motion-blurred objects;
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£ Uniform random number between 0 and 1
f(z) Function being sampled
Q State space over whichis defined

x A sample valueg € Q2
x A proposed new sample value, based on some mutation strategy
T; Theith sample in a Markov chaing, z1, . . ., z,, generated
by the Metropolis sampling algorithm
p(z) A probability density function
I(f) The integrated value of(x) over all of Q, I(f) = [, f(x)dQ
fpdf Normalized probability density of’s distribution, fyqr = f/I(f)
f(zx) Reconstructed function that approximayigs:

T(x — z’) | Density of proposed transition from one stat® another:’

a(x — z') | Acceptance probability of mutating from one statto another:’
hj(u,v) Value of thejth pixel's reconstruction filter for an image
sample atu, v)

I; Image function value at pixel

Figure 7.1: Notation used in this chapter

this pushes up the domain of the problem to three dimensions and also provides
a simpler setting in which to lay more groundwork. Finally, we will build on
this basis to make connections with and describe the complete MLT algorithm.
We will not attempt to describe every detail of MLT here; however the full-blown
presentation in MLT paper [62] and the MLT chapter in Veach’s thesis [60] should
be much more approachable with this groundwork.

7.1 Overview

The Metropolis algorithm generates a set of samplefsom a functionf, which

is defined over a state spafe f : Q@ — R. (See Figure 7.1 for notation used

in this chapter.) After the first samplg is selected (more details on this later),
each subsequent samplgis generated by proposing a randomutationto z;_1

to compute a proposed sample The mutation may be accepted or rejected, and
x; is set to eithen’ or z;_1, respectively. When these transitions from one state
to another are chosen subject to a few limitations (described shortly), the distribu-
tion of z; values that results eventually reaches equilibrium; this distribution is the
stationary distribution
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The way in which mutations are accepted or rejected guarantees that in the
limit, the distribution of the set of samples € € is proportional tof (x)’s density
function. Thus, even if we are unable to integr#tanalytically, normalize it, and
invert the integral so that we can sample from it, the Metropolis algorithm still
generates samples froffs normalized density functiopf, ;.

7.1.1 Detailed Balance

In order to generate this particular distribution of samples, we need to accept or
reject mutations in a particular way. Assume that we have a method of proposing
mutations that makes a given staténto a proposed state (this might be done
by perturbingr in some way, or even by generating a completely new value.) We
also need to be able to compute a tentative transition fundfion — z’) that
gives the probability density of the mutation technique’s proposing a transition to
2’, given that the current state:s (In general, the need to be able to compute this
density is the only limitation on how we might choose to mutate—there’s a lot of
freedom left over!) We also define acceptance probability(z — 2’) that gives
the probability of accepting a proposed mutation freno z’.

The key to the Metropolis algorithm is the definition@f: — 2’) such that
the distribution of samples is proportional foz). If the random walk is already
in equlibrium, the transition density between any two states must be gqual:

f(x)T(z — 2" )a(x — 2') = f(')T(2' — x)a(z’ — ). (7.2)

This property is calledletailed balanceSincef andT are set, Equation 7.1 tells
us howa must be defined. In particular, a definitioncothat maximizes the rate at
which equilibrium is reached is

) T = x)> (7.2)

a(z — z') = min (1, f@) T = o)

One thing to notice from Equation 7.2 is that if the transition probability density
is the same in both directions, the acceptance probability simplifies to

a(z — 2') = min (1, J}((ZD (7.3)

For some of the basic mutations that we’'ll use, this conditiory onill be met,
which simplifies the implementation.

2See Kalos and Whitlock [27] or Veach'’s thesis [60] for a rigorous derivation.
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X = x0

for i 1ton

= mutate(x)

= accept(x, X’

(random() < a)
X =X

record(x)

Xi
a
if

Figure 7.2: Pseudocode for the basic Metropolis sampling algorithm. We generate
n samples by mutating the previous sample and computing acceptance probabilities
as in Equation 7.2. Each samplgis then recorded in a data structure.

Put together, this gives us the basic Metropolis sampling algorithm shown in
pseudo-code in Figure 7.2. We can apply the algorithm to estimating integrals such
as [ f(x)g(z)dS2. The standard Monte Carlo estimator, Equation 2.6, says that

Ly f)g)
IRECEE D 74)

wherez; are sampled from a density functipiiz). Thus, if we apply Metropolis
sampling and generate a set of samplgs. . , z v, from a density functiorf,q¢ ()
proportional tof (x), we have

| X
/Qf(l’)g(w) dQ2 ~ [N ;g(%)] -I(f) (7.5)
wherel(f) is the value off (x) integrated over all of2.

7.1.2 Expected Values

Because the Metropolis algorithm naturally avoids partQ efhere f(x)’s value

is relatively low, few samples will be accumulated there. In order to get some
information aboutf(x)’s behavior in such regions, trexpected valuetechnique

can be used to enhance the basic Metropolis algorithm.

At each mutation step, we record a sample at both the current saraplthe
proposed sample’, regardless of which one is selected by the acceptance criteria.
Each of these recorded samples has a weight associated with it, where the weights
are the probabilitieél —a) for 2 anda for 2/, wherea is the acceptance probability.
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X = x0
fori =1 ton
X' = mutate(x)
a = accept(x, X’
record(x, (1-a) * weight)
record(x’, a * weight)
if (random() < a)
X =X

Figure 7.3: The basic Metropolis algorithm can be improved uskmgcted values

We still decide which state to transition into as before, but we record a sample at
each ofr andz’, proportional to the acceptance probability. This gives smoother
results, particularly in areas whefts value is small, where otherwise few samples
would be recorded.

Comparing the pseudocode in Figures 7.2 and 7.3, we can see that in the limit, the

same weight distribution will be accumulated foandz’. Expected values more

quickly gives us more information about the areas whfre is low, however.
Expected values doesn’t change the way we decide which state;’ to use

at the next step; that part of the computation remains the same.

7.2 One Dimensional Setting

Consider using Metropolis to sample the following one-dimensional function, de-
fined over2 = [0, 1] and zero everywhere else (see Figure 7.4).

B (x—.5)2 : 0<z<1
fl(x) - { 0 : otherwise (7.6)

For this example, assume that we don't actually know the exact foryil-efit’s
just a black box that we can evaluate at particulasalues. (Clearly, if we knew
that f* was just Equation 7.6, there’d be no need for Monte Carlo sampling!)

We’'d like to generate a set of samplesfdfusing Metropolis sampling. These
samples will be used to reconstruct a new funcﬁérthat approximateg!’s pdf.
A random choice between the strategies will be made each time a mutation is pro-
posed, according to a desired distribution of how frequently each is to be used.
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Figure 7.4: Graph of the functiofi’, which is used to demonstrate Metropolis
sampling in this section.

7.2.1 Mutations and Transition Functions

We will first describe two basic mutation strategies, each of which depends on a
uniform random numbeg¢ between zero and one. Our first mutatiomgtatey,
discards the current sampteand uniformly samples a new onéfrom the entire

state spacf), 1]. Mutations like this one that sample from scratch are important to
make sure that we don't get stuck in one part of state space and never sample the
rest of it (an example of the problems that ensue when this happens will be shown
below.) The transition function for this mutation is straightforward. fFatate;,

since we are uniformly sampling ovg, 1], the probability density is uniform over

the entire domain; in this case, the density is just one everywhere. We have

mutate; (z) — ¢
1

Ti(z —a') =

The second mutation adds a random offset betwie@i to the current sample
x in an effort to sample repeatedly in the partsfahat make a high contribution
to the overall distribution. The transition probability density is zero éndx’ are
far enough away thatutate; will never mutate from one to the other; otherwise
the density is constant. Normalizing the density so that it integrates to one over its
domain gives the valug;.
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The second mutation is important for overall efficiency: when we find a sample
x; wheref!(x;) is larger than most other values pff(x), we would like to examine
samples close te; in the state space, singéz) is also likely to be large there.
Furthermore, this mutation has the important property that it makes us more likely
to accept proposed mutations: if we only used the first mutation strategy, we would
find it difficult to mutate away from a sampte wheref!(z;) had a relatively large
value; proposed transitions to other states wiféfe’) < f(x;) are rejected with
high probability, so many samples in a row would be accumulated. atRecall
the definition of the acceptance probabiliy: — =) in Equation 7.3.) Staying in
the same state for many samples in a row leads to increased variance—intuitively,
it makes sense that the more we move aroQnthe better the overall results will
be. Adding the second mutation to the mix increases the probability of being able
to accept mutations around such samples wifé(e) is relatively high, giving a
better distribution of samples in the end.

7.2.2 Start-up bias

Before we can go ahead and use the Metropolis algorithm, one other issue must
be addressedstart-up bias The transition and acceptance methods above tell us
how to generate new samples, 1, but all presuppose that the current sample
has itselfalreadybeen sampled with probability proportional fo A commonly
used solution to this problem is to run the Metropolis sampling algorithm for some
number of iterations from an arbitrary starting state, discard the samples that are
generated, and then start the process for real, assuming that that has brought us to
an appropriately sampledvalue. This is unsatisfying for two reasons: first, the
expense of taking the samples that were then discarded may be high, and second,
we can only guess at how many initial samples must be taken in order to remove
start-up bias.

Veach proposes another approach which is unbiased and straightforward. If an
alternative sampling method is available, we sample an initial vajugsing any
density functionzy ~ p(z). We start the Markov chain from the statg, but we
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weight the contributions of all of the samples that we generate by the weight

_ f(=o)
p(zo)”

This method eliminates start-up bias completely and does so in a predictable man-
ner.

The only potential problem comes ff(xy) = 0 for the zp we chose; in this
case, all samples will have a weight of zero, leading to a rather boring result. This
doesn’t mean that the algorithm is biased, however; the expected value of the result
still converges to the correct distribution (see [60] for further discussion and for a
proof of the correctness of this technique.)

To reduce variance from this step, we can instead sample a 8étahdidate

sample valuegy, . .., yn, defining a weight for each by
w, = L), (7.7)
p(yi)

We then choose the starting sample for the Metropolis algorithm from thg
with probability proportional to their relative weights and compute a sample weight
w as the average of all of the; weights. All subsequent samples that are
generated by the Metropolis algorithm are then weighted by the sample weight

For our particularf! example above, we only need to take a single sample with
a uniform pdf over, sincef!(x) > 0 except for a single point if2 which there
is zero probability of sampling.

o =§

The sample weight is then justf!(zg).

7.2.3 Initial Results

We can now run the Metropolis algorithm and generate sample§ f!. At each
transition, we have two weighted samples to record (recall Figure 7.3.) A simple
approach for reconstructing the approximatiorf ts probability distributionf1 is

just to store sums of the weights in a set of buckets of uniform width; each sample
falls in a single bucket and contributes to it. Figure 7.5 shows some results. For
both graphs, we followed a chain of 10,000 mutations, storing the sample weights
in fifty buckets ovel0, 1]. The weighting method for eliminating start-up bias was
used.
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Figure 7.5: On the left, we always mutate by randomly selecting a completely new
x value. Convergence is slow, but the algorithm is finding the right distribution.
On the right, we perturb the current sample-by5 90% of the time, and pick a
completely newr value the remaining 10%.

On the left graph, we used onliyutate; when a new:’ value is to be proposed.
This alone isn’t a very useful mutation, since it doesn’t let us take advantage of the
times when we find ourselves in a regionfofvhere f has a relatively large value
and generate many samples in that neighborhood. However, the graph does suggest
that the algorithm is converging to the correct distribution.

On the right, we randomly chose betwe@ntate; andmutates with proba-
bilities of 10% and 90%, respectively. We see that for the same number of samples
taken, we converge t@'s distribution with less variance. This is because we are
more effectively able to concentrate our work in areas wif&realue is large, and
propose fewer mutations to parts of state space wfisrealue is low. For exam-
ple, if x = .8 and the second mutation proposés= .75, this will be accepted
f(.75)/ f(.8) ~ 69% of the time, while mutations fron¥5 to .8 will be accepted
min(1, 1.44) = 100% of the time. Thus, we see how the algorithm naturally tends
to try to avoid spending time sampling around dip in the middle of the curve.

One important thing to note about these graphs is thag tieds has units that
are different than those in Figure 7.4, whefkis graphed. Recall that we just
have a set of samples distributed according to the probability deff;ﬁiltyas such
(for example), we would get the same sample distribution for another function
g = 2f'. If we wish to reconstruct an approximation fd directly, we must
compute a normalization factor and use it to sd%l(g. We explain this process in
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more detail in Section 7.3.2.

7.2.4 Ergodicity

Figure 7.6 shows the surprising result of what happens if we onlyiis@tes to
suggest sample values. On the left, we have taken 10,000 samples using just that
mutation. Clearly, things have gone awry—we didn’t genesatesamples:; > .5

and the result doesn’t bear much resemblancé to

Thinking about the acceptance probability again, we can see that it would take
a large number of mutations, each with low probability of acceptance, to move
down close enough t& such thaimutates’s short span would be enough to get us
to the other side. Since the Metropolis algorithm tends to keep us away from the
lower-valued regions of (recall the comparison of probabilities for moving from
.8't0 .75, versus moving from75 to .8), this happens quite rarely. The right side
of Figure 7.6 shows what happens if we take 300,000 samples. This was enough
to make us jump from one side dfto the other a few times, but not enough to get
us close to the correct distribution.

This problem is an example of a more general issue that must be addressed
with Metropolis sampling: it's necessary that it be possible to reach all states
x € Q where f(z) > 0 with non-zero probability. In particular, it suffices that
T(x — 2') > 0 for all z andz’ where f(z) > 0 and f(z’) > 0. Although the
first condition is in fact met when we use onhutate,, many samples would be
necessary in practice to converge to an accurate distribution. Periodically using
mutate; ensures sufficiently better coveragelbguch that that this problem goes
away.

7.2.5 Mutations via PDFs

If we have a pdf that is similar to some componentfofthen we can use that
to derive one of our mutation strategies as well. Note that if we had a pdf that
was exactly proportional t@, all this Metropolis sampling wouldn’t be necessary,
but lacking that we often can still find pdfs that approximate some part of the
function being sampled. Adding such an extra mutation strategy to the mix can
improve overall robustness of the Metropolis algorithm, by ensuring good coverage
of important parts of state space.

If we can generate random samples from a probability density fungtion-
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Figure 7.6: Two examples that show why it is important to periodically pick a
completely new sample value. On the left, we ran 10,000 iterations using only
mutatey, and on the right, 300,000 iterations. It is very unlikely that a series of
mutations will be able to move from one side of the curve, across 0.5, to the other
side, since mutations to areas wh¢tés value is low will usually be rejected. As
such, the results are inaccurate for these numbers of iterations. (It's small solace
that they would be correct in the limit.)

p, the transition function is straightforward:
T(x — ') = p(a').

i.e. the current state doesn’t matter for computing the transition density: we
propose a transition into a statéwith a density that depends only on the newly
proposed state’ and not at all on the current state.

To apply this to the one-dimensional example, we add a mutation based on
a linear probability density functiopy; that is somewhat similar to the shapefof
(see Figure 7.7).

12 @ 2<1/3
p(r)=< 6 : 1/3<x<2/3
1.2 : 2/3<«x

Note thatp, (x) is a valid probability density function; it integrates to one over
the domairf0, 1]. We can apply the function inversion technique described in Sec-
tion 2.3.1 to derive a sampling method. Inverting the integrat [ p1(z)dz

102



104

054

0.0 T T T 1
0.00 0.25 050 0.75 1.00

Figure 7.7: Linear pdf used to sampfé. We can also develop mutation strate-
gies based on pdfs that approximate some component of the function that we're
sampling. Here, we're using a simple linear function that is roughly similar to the
shape off".

gives us:
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Our third mutation strategynutates, just generates a uniform random number
¢ and proposes a mutation to a new stateccording to Equation 7.8. Results
of using this mutation alone are shown in Figure 7.8; the graph is not particularly
better than the previous results, but in any case, it is helpful to have a variety of
methods with which to develop mutations.

7.3 Motion Blur

We will now show how Metropolis sampling can be used to solve a tricky prob-
lem with rendering motion-blurred objects. For objects that are moving at a high
speed across the image plane, the standard distribution ray tracing approach can be
inefficient; if a pixel is covered by an object for only a short fraction of the overall
time, most of the samples taken in that pixel will be black, so that a large number
are needed to accurately compute the pixel’s color. We will show in this section
how Metropolis can be applied to solve this problem more efficiently. In addition

to being an interesting application of Metropolis, this also gives us an opportunity
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Figure 7.8: Result of reconstructirfg’s pdf using the newnutates.

to lay further groundwork before moving onto the complete MLT algorithm.

The basic setting of the motion blur problem is that we have a two-dimensional
image plane, with some number of pixels,andp,, in theu andv directions. The
time range is from zero to one. We define the scene’s radiance furlctiomw, ¢),
which gives the radiance visible along the ray through the scene from the position
(u,v) on the image plane, at timte (L can be computed with standard ray tracing
methods.) The state spatefor this problem is thus the triple@:, v,t) € R3,
whereL’s value is zero fou, v) outside the image and whetec 0 or¢ > 1. The
measure is just the product measdtedv dt.

The key step to being able to apply Metropolis sampling to image synthesis
problems is the definition of thenage contribution functiof60, Chapter 11, Sec-
tion 3]. For an image withy pixels, each pixel; has a value that is the product of
the pixel's image reconstruction filtér, and the radiancé that contributes to the
image:

Ij:/th(u,v)L(u,v,t)dudvdt

The standard Monte Carlo estimatelofis®
N
I~ — ) Lo (7.9)
NL e

wherep is a probability density function used for samplinge 2 and where we

3Because the filter support of is usually only a few pixels wide, a small number of samples
will contribute to each pixel.
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have writteni; and L as functions of samples; € R? (even thougth; typically
only depends on the andv sample location of;.)

In order to be able to apply Metropolis sampling to the problem of estimating
pixel values/;, we can apply Equation 7.5 to rewrite this as

N
I~ % S by - (/Q L(z) dQ) ’ (7.10)
=1

since the Metropolis sampling algorithm generates a set of sampkescording
to the distribution that exactly matchés probability density function.

In the remainder of this section, we will describe an application of Metropo-
lis sampling to the motion blur problem and compare the results to standard ap-
proaches. Our example scene is a series of motion-blurred balls, moving across the
screen at increasing velocities from top-to-bottom (see Figure 7.9).

7.3.1 Basic Mutation Strategies

We will start with two basic mutation strategies for this problem. First, to ensure
ergodicity, we generate a completely new sample 10% of the time. This is just like
the one dimensional case of samplifig Here, we choose three random numbers
from the range of valid image and time sample values.

Our second mutation is a pixel and time perturbation that helps with local ex-
ploration of the space. Each time it is selected, we randomly move the pixel sample
location up tot+8 pixels in each direction (for a 512 by 512 image), and uh ol
in time. If we propose a mutation that takes us off of the image or out of the valid
time range, the transition is immediately rejected. The performance of the algo-
rithm isn’t too sensitive to these values, though see below for the results of some
experiments where they were pushed to extremes.

The transition probabilities for each of these mutations are straightforward,
analogous to the one dimensional examples.

Figure 7.9 shows some results. The top image was rendered with distribution
ray tracing (with a stratified sampling pattern), and the bottom the Metropolis sam-
pling approach with these two mutations was used. The sample total number of
samples was taken for each. Note that Metropolis does equally well regardless of
the velocity of the balls, while fast moving objects are difficult for distribution ray
tracing to handle well. Because Metropolis sampling can locally explore the path
space after it has found a sample that hits one of the balls, it is likely to find other

105



samples that hit them as well, thus being more efficient—the small time perturba-
tion is particularly effective for this. Note, however, that Metropolis doesn’t do as
well with the ball that is barely moving at all, while this is a relatively easy case
for stratified sampling to handle well.

It's interesting to see the effect of varying the parametersitates. First, we
tried greatly increasing the amount we can mové&jrup to +80 pixels in each
direction and+.5 in time. Figure 7.10 (top) shows the result. Because we are no
longer doing a good job of local exploration of the space, the image is quite noisy.
(One would expect it to degenerate to something like distribution ray tracing, but
without the advantages of stratified sampling patterns that are easily applied in that
setting.)

We then dialed down the parameters,#d pixels of motion and+.001 in
time, for a single mutation; see Figure 7.10 (bottom). Here the artifacts in the
image are more clumpy—this happens because we find a region of state space with
a large contribution but then have trouble leaving it and finding other important
regions. As such, we don’t do a good job of sampling the entire image.

As a final experiment, we replacegutate, with a mutation that sampled the
pixel and time deltas from an exponential distribution, rather than a uniform distri-
bution. Given minimum and maximum pixel offsets., andry,;, and time offsets
tmax andti,, we computed

r — Tmaxe_ log(rmax/rmin)g

dt _ tmaxe_ log(tmax/tmin)£

Given these offsets, a new pixel location was computed by uniformly sampling
an angleg) = 2r7¢, and the new imagéu, v) coordinates were computed by

(u,v) = (rsinf, rcosf)

The new time value was computed by offsetting the old ong s where addition
and subtraction were chosen with equal probability.

We rendered an image using this mutation; the range of pixel offsets was
(.5,40), and the range of time deltas wa8001,.03). Figure 7.11 shows the re-
sult. The improvement is not major, but is noticeable. In particular, see how noise
is reduced along the edges of the fast-moving ball.

The advantage of sampling with an exponential distribution like this is that it
naturally tries a variety of mutation sizes. It preferentially makes small mutations,
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Figure 7.9: Basic motion blur results. On the top, we have applied distribution
ray tracing with a stratified sampling pattern, and on the bottom, we have applied
Metropolis sampling. The images are 512x512 pixels, with an average of 9 samples
per pixel.
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Figure 7.10: The effect of changing the parameters to the second motion blur mu-
tation strategy. Top: if the mutations are too large, we get a noisy image. Bottom:
too small a mutation leads to clumpy artifacts, since we're not doing a good job of

exploring the entire state space.
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close to the minimum magnitudes specified, which help locally explore the path
space in small areas of high contribution where large mutations would tend to be
rejected. On the other hand, because it also can make larger mutations, it also
avoids spending too much time in a small part of path space, in cases where larger
mutations have a good likelihood of acceptance.

7.3.2 Re-normalization

Recall that the set of samples generated by the Metropolis algorithm is from the
normalized distributionf,q¢ of the function that we apply it to. When we are
computing an image, as in the motion blur example, this means that the image’s
pixel values need to be rescaled in order to be correct.

This problem can be solved with an additional short pre-processing step. We
take a small number of random samples (e.g. 10,000) of the funttou estimate
its integral over). After applying Metropolis sampling, we have an image of
sample densities. We then scale each pixel by the precomputed total image integral
divided by the total number of Metropolis samples taken. It can be shown that the
expected value is the original functigh

1
fla)~ 5> ) 1)
=1

7.3.3 Adapting for large variation in f

When the image functiof has regions with very large values, Metropolis sampling
may not quite do what we want. For example, if the image has a very bright light
source directly visible in some pixels, most of the Metropolis samples will naturally
be clustered around those pixels. As a result, the other regions of the image will
have high variance due to under-sampling. Figure 7.12 (top) shows an example
of this problem. The bottom ball has been made a very bright red, 1,000 times
brighter than the others; most of the samples concentrate on it, so the other balls
are under-sampled.

Veach introducedwo-stage Metropoliso deal with this problem [60]. Two-
stage Metropolis attempts to keep the relative error at all pixels the same, rather
than trying to just minimize absolute error. We do this by renormalizing the func-
tion L to get a new functiord’:




Figure 7.11: Comparison of Metropolis sampling with the first two mutation strate-
gies (top) versus Metropolis sampling where the second strategy is replaced a mu-
tation based on sampling pixel and time offsets from an exponential distribution
(bottom). Note how noise is reduced along the edges of the fast-moving ball.
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wheren is a normalization function that roughly approximategr)’'s magni-
tude, such that the range of values taken o .hy) is much more limited. The
Metropolis algorithm progresses as usual, just evaluafitig) where it other-
wise would have evaluatefl(x). The result is that samples are distributed more
uniformly, resulting in a better image. We correct for the normalization when ac-
cumulating weights in pixels; by multiplying each weighthfz), the final image
pixels have the correct magnitude.

For our example, we computed a normalization function by computing a low-
resolution image (32 by 32 pixels) with distribution ray tracing and then blurring
it. We then made sure that all pixels of this image had a non-zero value (we don't
want to spend all of our sampling budget in areas where we inadvertently under-
estimatedn(z), such thatl’(x) = L(x)/n(x) is large) and so we also set pixels
in the normalization image with very low values to a fixed minimum. Applying
Metropolis as before, we computed the image on the bottom of Figure 7.12. Here
all of the balls have been sampled well, resulting in a visually more appealing re-
sult (even though absolute error is higher, due to the red ball being sampled with
fewer samples.)

7.3.4 Color

For scenes that aren't just black-and-white, the radiance fun&tienv, t) returns

a spectral distribution in some form. This distribution must be converted to a single
real value in order to compute acceptance probabilities (Equation 7.2). One option
is to compute computing the luminance of the spectrum and use that; the resulting
image (which is still generated by storing spectral values) is still correct, and there
is the added advantage that the image is sampled according to its perceived visual
importance.
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Figure 7.12: Two stage sampling helps when the image has a large variation in
pixel brightness. Top: the red ball is much brighter than the others, resulting in
too few samples being taken over the rest of the image. Bottom: by renormalizing
the image functior, we distribute samples more evenly and generate a less noisy

image.
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Figure 7.13: A path with three edges through a simple scene. The first wgritex
on a light source, and the last; is at the eye.

7.4 Metropolis Light Transport

Using the groundwork of the last few sections, the Metropolis Light Transport
algorithm can now be described. We will not explain all of its subtleties or all of
the details of how to implement it efficiently; see Chapter 11 of Veach’s thesis for
both of these in great detail [60]. Rather, we will try to give a flavor for how it
all works and will make connections between MLT and the sampling problems we
have described in the previous few sections.

In MLT, the samples from () are now sequencesgu; ... vk, k > 1, of vertices
on scene surfaces. The first vertey, is on a light source, and the lasy, is at
the eye (see Figure 7.13). This marks a big change from our previous examples:
the state space is how an infinite-dimensional space (paths with two vertices, paths
with three vertices, ...). As long as there is non-zero probability of sampling any
particular path length, however, this doesn’t cause any problems theoretically, but
it's is another idea that needs to be juggled when studying the MLT algorithm.

As before, the basic strategy is to propose mutatidrnt® pathsz, accepting
or rejecting mutations according to the detailed balance condition. The function
f(x) represents the differential radiance contribution carried along thexpaiid
the set of paths sampled will be distributed according to the image contribution
function 7.10. (See [60] for a more precise definitiorf¢f).) Expected values are
also used as described previously to accumulate contributions at both the current
pathz’'s image location, as well as the image location for the proposed:path

A set ofn, starting paths;; are generated with bidirectional path tracing, in a
manner that eliminates startup biad. candidate paths are sampled (recall Sec-
tion 7.2.2), wherer < N and we select of them along with appropriate weights.
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Figure 7.14: Example of a bidirectional mutation to a path. Left: we have a path
of length 6 from the eye to the light source. Each vertex of the path represents a
scattering event at a surface in the scene. Middle: the bidirectional mutation has
decided to remove a sub-path from the middle of the current path; we are left with
two short paths from the eye and from the light. Right: we have decided to add one
vertex to each of the paths; their locations are computed by sampling the BRDF at
the preceding vertices. We then trace a shadow ray between the new vejtices
andvj to complete the path.

We start withn separate paths, rather than just one, primarily to be able to improve
stratification of samples within pixels (see Section 7.4.2 below as well as [60, Sec-
tion 11.3.2].)

7.4.1 Path Mutations

A small set of mutations is applied to the paths in an effort to efficiently explore
the space of all possible paths through the scene. The most important of the muta-
tions is thebidirectional mutation The bidirectional mutation is conceptually quite
straightforward; a subpath from the middle of the current path is removed, and the
two remaining ends are extended with zero or more new vertices (see Figure 7.14).
The resulting two paths are then connected with a shadow ray; if it is occluded,
the mutation is rejected, while otherwise the standard acceptance computation is
performed.

Computation of the acceptance probability for bidirectional mutations requires
that we figure out the values of the path contribution functf¢n) and f(«’) and
the pair of 7(z — 2’) densities. Recall from the introduction of the path integral
that that f(x) is a product of emitted importance from the eye, BRDFs values
along the path, geometry ternig(p,p’) = cos6; cosf,/r?, and the differential
irradiance from the light source; as such, computation of twof{he values can
be simplified by ignoring the terms of each of them that are shared between the two
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paths, since they just cancel out when the acceptance probability is computed.

Computation of the proposed transition densities is more difficult; see [60, Sec-
tion 11.4.2.1] for a full discussion. The basic issue is that it is necessary to consider
all of the possible ways that orm®uld have sampled the path you ended up with,
given the starting path. (For example, for the path in Figure 7.14, we might have
generated the same path by sampling no new vertices from the light source, but
two new vertices along the eye path.) This computation is quite similar in spirit to
how importance sampling is applied to bidirectional path tracing.

The bidirectional mutation by itself is enough to ensure ergodicity; because
there is some probability of throwing away the entire current path, we are guaran-
teed to not get stuck in some subset of path space.

Bidirectional mutations can be ineffective when a very small part of path space
is where the most important light transport is happening—almost all of the pro-
posed mutations will cause it to leave the interesting set of paths (e.g. those causing
a caustic to be cast from a small specular object.) This problem can be ameliorated
by addingperturbationsto the mix; these perturbations try to offset some of the
vertices of the current path from their current location, while still leaving the path
mostly the same (e.g. preserving the mode of scattering—specular or non-specular,
reflection or transmission, at each scattering event.)

One such perturbation is tleaustic perturbatior{see Figure 7.15). If the cur-

rent path hits one or more specular surfaces before hitting a single diffuse surface
and then the eye, then it's a caustic path. For such paths, we can make a slight
shift to the outgoing direction from the light source and then trace the resulting
path through the scene. If it hits all specular surfaces again and if the final diffuse
surface hit is visible to the eye, we have a new caustic sample at a different im-
age location. The caustic perturbation thus amortizes the possibly high expense of
finding caustic paths.

Lens perturbationgre based on a similar idea to caustic perturbations, where
the direction of outgoing ray from the camera is shifted slightly, and then followed
through the same set of types of scattering at scene surfaces. This perturbation
is particularly nice since it keeps us moving over the image plane, and the more
differently-located image samples we have, the better the quality of the final image.
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Figure 7.15: The caustic perturbation in action. Given an old path that leaves the
light source, hits a specular surface, and then hits a non-specular surface before
reaching the eye, we perturb the direction leaving the light source. We then trace
rays to generate a new path through the scene and to the eye. (The key here is
that because the last surface is non-specular, we aren't required to pick a particular
outgoing direction to the eye—we can pick whatever direction is needed.)

7.4.2 Pixel Stratification

Another problem with using Metropolis to generate images is that random muta-
tions won't do a good job of ensuring that pixel samples are well-stratified over
the image plane. In particular, it doesn’t even ensure that all of the pixelsangve
samples taken within them. While the resulting image is still unbiased, it may be
perceptually less pleasing than an image computed with alternative techniques.

Veach has suggestedens subpath mutatioto address this problem. A set
of pixel samples that must be taken is generated (e.g. via a Poisson-disk process,
a stratified sampling pattern, etc.) As such, each pixel has some number of re-
quired sample locations associated with it. The new mutation type first sees if the
pixel corresponding to the current sample path has any precomputed sample po-
sitions that haven't been used. If so, it mutates to that sample and traces a new
path into the scene, following as many specular bounces as are found until a non-
specular surface is found. THens subpatls then connected with a path to a light
source. If the randomly selected pixel does have its quota of lens subpath muta-
tions already, the other pixels are examined in a pseudo-random ordering until one
is found with remaining samples.

By ensuring a minimum set of well-distributed samples that are always taken,
overall image quality improves and we do a better job of (for example) anti-aliasing
geometric edges than we would to otherwise. Remember that this process just sets
a minimum number of samples that are taken per pixel—if the number of samples
allocated to ensuring pixel stratification is 10% of the total number of samples
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(for example), then most of our samples will still be taken in regions with high
contribution to the final image.

7.4.3 Direct Lighting

Veach notes that MLT (as described so far) often doesn’t do as well with direct
lighting as standard methods, such as those described in Chapter 3 of these notes,
or in Shirley et al's TOG paper [48]. The root of the problem is that the Metropolis
samples over the light sources aren’t as well stratified as they can be with standard
methods.

A relatively straightforward solution can be applied: when a lens subpath is
generated (recall that lens subpaths are paths from the eye that follow zero or more
specular bounces before hitting a diffuse surface), standard direct lighting tech-
niques are used at the diffuse surface to compute a contribution to the image for
the lens subpath. Then, whenever a MLT mutation is proposed that includes direct
lighting, it is immediately rejected since direct lighting was already included in the
solution.

Veach notes, however, that this optimization may not always be more effective.
For example, if the direct lighting cannot be sampled efficiently by standard tech-
niques (e.g. due to complex visibility, most of the light sources being completely
occluded, etc.), then MLT would probably be more effective.

7.4.4 Participating Media

Pauly et al have described an extension of MLT to the case of participating me-
dia [38]. The state space and path measure are extended to include points in the
volume in addition to points on the surfaces. Each path vertex may be on a surface
or at a point in the scattering volume. The algorithm proceeds largely the same
way as standard MLT, but places some path vertices on scene surfaces and others
at points in the volume. As such, it robustly samples the space of all contributing
transport paths through the medium.

They also describe a new type of mutation, tailored toward sampling scattering
in participating media—thpropagation perturbationThis perturbation randomly
offsets a path vertex along one of the two incident edges (see Figure 7.16). Like
other perturbations, this mutation helps concentrate work in important regions of
the path space.
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Figure 7.16: For path vertices that are in the scattering volume, rather than at

a surface, the scattering propagation perturbation moves a vertex (shown here as
a black circle) a random distance along the two path edges that are incident the
vertex. Here we have chosen the dashed edge. If the connecting ray to the eye
is occluded, the mutation is immediately rejected; otherwise the usual acceptance
probability is computed.
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Chapter 8

Scattering Equations

In this chapter we’ll show how Monte Carlo can be determining how light reflects
from complex surfacesOur task is to take descriptions of the low-level scattering
properties of volumetric surface models (such as are used to describe scattering
from objects like skin, other biological objects, marble, etc.) and comefitxc-
tion functionsthat describe how the surface reflects light at a particular point. For
example, these reflection functions might be evaluated by a general rendering sys-
tem in the course of executing some light transport algorithm.

We define the reflection function of an object such that the outgoing radiance
at a point in directiorw is

L (w) = %%/QR(Q/ ) L) dw’
wheredw’ is the differential solid angle measure on the hemispheaadL, (')
is incident radiance from the directianl. The reflection function of a surface
is thus related to its BRDF (bidirectional reflectance distribution functigry
R(W — w) = 4m fi(w' — w)p'p.

In this chapter, we will only consider problems where the composition of the
object varies only along theaxis (which we align with the object’s surface normal
at the point being shaded), and is homogeneous ixthedy directions. In this
setting, if we make the additional assumption that the distribution incident light
is the same over the surface area around the point being shaded, the problem is
simplified such that we can ignore the issue of light that travels beneath the surface
and exits at a point other than where it entered.

IMany of the ideas in this chapter were first introduced in [40]
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8.1 Interactions

We will briefly introduce two important processes that describe how light interacts
with a medium that it is traveling through. The first is absorption, which describes
the reduction in radiance along a beam due to the absorption of emnexdgts(con-
version to another form of energy, such as heat) by a participating medium. The
second is scattering, which describes how light along a beam is scattered to differ-
ent directions due to collisions with particles in the medium. See Chandrasekhar,
Preisendorfer, and Arvo for more detailed introductions to these concepts [8, 41, 1].

8.1.1 Absorption

We start the description of absorption by defining tfeam transmittancd’,,
which is the fractional amount of radiance of a beam transmitted along a path from
one point to another. It only accounts for radiance absorbed in the medium (some-
times calledrue absorptior—radiance along other paths that is scatténéad the
beam that is being considered is handled separately). Given a bean fi@mn,
wherew is the normalized vectaf — z andr = |z — 2’|, thevolume attenuation
functionis

1—T.(z,2)

ar(z,w) = —

whereT, (z, 2') is the fraction of the original radiance athat has been transmit-
ted toz’. In the limit, asr — 0, we have thebsorption coefficierdtz in direction
w,

oa(T,w) = }iﬂ%ar(m,w).

In most applicationsg, is only a function of position and has the same value for
all directions. Whichever form it takes will not make a difference for the remainder
of this discussion.

It can easily be shown thafl’. /dr = —o,T,, from which it follows that
T, = e Jo 7al®)dz, (8.1)

For constant,, Beer’s law
T, =e 77, (8.2)

follows directly.
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A useful quantity based on the absorption coefficient isapgcal thickness
between two points. It is just the integral over the line between the two points of
the absorption coefficient at each point.

/

/ O_a(x//) d:c”

8.1.2 Scattering at a point

Another important interaction is scattering. As a beam of radiance propagates
through a medium, it may collide with particles in the medium and be scattered
into different directions (see Figure 8.1). This type of scattering is typically called
single scatteringo differentiate it frommultiple scatteringwhich is the aggregate
result of all radiance that goes through multiple single scattering events.

Under the assumption that the individual particles that cause these scattering
events are separated by a few times the lengths of their radii, it is possible to ig-
nore interactions between these particles when describing about scattering at some
location [59]. Thephase functiork, then describes the angular distribution of scat-
tered radiation at a point. A variety of phase functions that describe a variety of
scattering media have been developed, ranging from parameterized models, which
are used to fit a function with a small number of parameters to observed data, to an-
alytic, which are derived by directly deriving the radiance distribution that results
from scattering frone.g. spherical particles.

In most naturally-occuring media, the phase function is a function of the angle
between the two directions andw’; such media are called isotropic and these
phase functions are often written B&o0s ). In an anisotropic medium, such as
one with crystalline-type structure, the phase function can be a four-dimensional
function of both of the angles.

Phase functions themselves can be isotropic or anisotropic as well. The isotropic
phase function is independent of either of the two angles and always has a value
of 1, while an anisotropic phase function depends on either the angle between the
two directions or the two directions themselves, depending on if the medium is
isotropic or anisotropic, respectively. Anisotropic phase functions are often de-
fined by an asymmetry parametgethat is the average value of the product of the
phase function with the cosine of the angle betweéandw. The range of; is
from —1 to 1, corresponding to total back-scattering to total forward scattering,
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Figure 8.1: The phase function describes the distribution of scattered radiance in
directionsw’ at a point, given incident radiance along the directionHere we

have plotted the Henyey-Greenstein phase function with an asymmetry parameter
g equal to0.5.

respectively. For any,

g= —/ k(w — W) (w-w)do' (8.3)
2 Jg2

Thus, isotropic scattering corresponds tg af zero. Any number of phase func-

tions can satisfy Equation 8.3; tigevalue alone is not enough to uniquely describe

a scattering distribution. Nevertheless, the convenience of being able to easily

convert a complex scattering distribution into a simple parameterized model of-

ten outweighs the loss in accuracy. Our examples below will be based on a phase

function due to Henyey and Greenstein [20]; it has been widely used and is both

computationally efficient and fits many observed phase functions’well.

1—92

(14 g2 —2g(—w - w'))3/2 (8.4)

k(w— ') =

More complex phase functions that aren’t described well with a single asymmetry
parameter are often modeled with a weighted sum of phase functions like Henyey-
Greenstein with different parameter values:

k(w; — w,) = zn:wz’ pi(w; — w,) (8.5)
i=1

where the weightsy; necessarily sum to one.

2This equation is slightly different than many other authors’ since we use the convention that both
directions are pointing outward from the point where scattering happens.
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In addition to the the phase function, we need to know how often scattering
events take place. The scattering coefficiengives the probability of a scattering
event per unit distance traveled in the medium. When added to the absorption
coefficient, we have thattenuation coefficient

Ot :O'a+0'5,

which gives the total reduction in energy due to out-scattering and absorption.
Closely related is thalbedq which is just the fraction of the attenuation that
is re-scattered:
A=Z

of’
It gives the total fraction of light that is redistributed at each scattering event.

8.2 Non-Linear Reflection Equations

We can now turn to the reflection problem we'd like to solve: given a medium de-
scribed by known attenuation and phase functions, we’d like to compute values of
scattering functions that describe the overall distribution of light after it interacts
with the medium. A finite slab geometry has four scattering functions (see Fig-
ure 8.2): given illumination at the top, one gives the amount of light reflected at
the topR™* and another gives the amount of light transmitted at the boitor{8].
The other twoR~ andT™, give reflection and transmission due to light incident
at the bottom.R* is given in Equations 8.6. Note that in geneRaf # R~ and
T+ £ T,

In integral form,R* can be written as:

R (g =) = [ oot me ) g ) <k<z’, wi = o)+
0

= dw’
4 Jo R+(Z/’ Wi w/) k(z/v —w' = W) —+
= ; dw’
dr Jo k(2w = —u) R+(Zl>wl — W) — T
1 d ’d "
2 R (2, w; = &) k(Z, —w — —")RT (', 0" — w,) % dz
167 JqJq T

(8.6)

There is also a non-linear transmission integral equation. Its general form is
roughly similar to Equation 8.6 and techniques for MC estimation of its value are
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Figure 8.2: The two reflection and transmission functions of a slab.

the same. There is also a three-dimensional reflection equation, similar to Equa-
tion 8.6. We will only describe the one-dimensional case in this chapter, since solv-
ing the general 3D equation introduces a number of subtle complications. See [40]
for more detail on the 3D case.

We will see that solving this scattering equation involves sampling chains of
scattering events through a medium and evaluating their contribution—precisely
how the equation of transfer is typically solved. Considered in light of its connec-
tions with the equation of transfer, we can use the scattering equation as a path to
insights about how to solve the equation of transfer, and vice versa.

Equation 8.6 has previously been solved in its integro-differential form, e.g.
using a quadrature method and numerical technique for solving pdes. By apply-
ing the Laplace transform to put it into integral form, we can apply Monte Carlo
integration—see Figure 8.3. We will describe a simple recursive solution of the
integral scattering equation. Becau®é(z) is written recursively in terms of inte-
grals of reflection functions dt * (2’), we can evaluate an estimateiof (z, w; — w,,)
based on a random walk. We follow a two step process:

1. First we sample the outer integral over depth by sampligigvalue, where
0< 7 <z

2. We compute the product of the weight, = e~% /p(z') and the terms
w(k(z")+ [ k(z)RT(Z)+ [ RT(2)k(z)+ [ RT(2)k(z')RT(Z)). In com-
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ProcedureR(z, w;, w,) =
(2/, pdf) := sampleDepthf;, z)
1

B 1
scale := e~ oGt Rg) | pdf

result := o5 * K(w;, w, )

if (not terminate()xhen
(W', pdf’) := sampleAngleg, w,)
result := result + o * K(-w', w,) * R(2/, w;, w') I (cosw’ * pdf”)
(", pdf”) .= sampleAngleg, w;)
result := result + R(z', ", w,) * 05 * k(w;, -w") / (cosw’ * pdf”)
result := result + R(Z', W', w,) * 05 *k(«w", W) *R(Z, w;, ")/

(cosw' * cosw” * pdf” * pdf™)
endif
return result * scale

Figure 8.3: Pseudo-code for evaluation of the one-dimensional reflection equation.
The phase functiom(), o5, ando; are all potentially varying with depth. The
terminate() function probabilistically stops the recursion using Russian roulette
based on the weighted contribution that this estimatB afill make to the final
solution. ThesampleAngle() function uses importance sampling to choose an
outgoing angle based on the phase function and the incoming angle; it returns the
new direction and its probability density.

puting MC estimates the terms, we will come to have new estimates of the
scattering equatioR* to compute; we proceed recursively until a termina-
tion condition is met.

There is an interesting difference between this process and random walk so-
lutions of the equation of transfer: as the recursion continues;'taewhich we
are estimating? ™ is monotonically decreasing. Once we have chosen a depth at
which to estimatéR ™+, all scattering above’ is irrelevant; it has already been ac-
counted for. In effect, we are able to make a single pass through the medium from
top to bottom, peeling off layers and solving scattering problems for thinner sub-
objects. In comparison, standard approaches to solving the equation of transfer do
not create a progressively simpler problem as they proceed.
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8.2.1 Sampling from exponential distributions

For constant attenuation functions, the exponential term in Equation 8.6 can be im-
portance sampled directly: to sample the integ”gaéaz’dz’, wherea = —oy(1/pi+
1/u,), we first find the probability density function(z’) = (ae®')/(e%* — 1).

The cumulative distribution functioR(z) is [; p(z")dz’. Given a random number

¢ between 0 and 1, we sét= P(z’) and solve for':

L log(1+ € — 1)
a

More generally, if the attenuation term varies with depth, the pdf cannot be com-
puted analytically. In this case, we sample an optical thickness and march through
the medium until that distance has been covered. In either case, the resulting sam-
ple is weighted by®*' /p(2/).

8.2.2 Sampling phase functions
In order to estimate the integrals remaining in the reflection equation

az’

R@wﬁqugw<um+/k@mﬂw+/hwauw+

/R*(z’)k(z’)R*(z’)), (8.7)

we will need to use importance sampling to choose directidrmdw’” according

to the phase function at. Many phase function representations can be importance
sampled exactly; we will describe three in this section. A general sampling routine
takes an incident direction and two random numbgrandé,, which are used to
select an outgoing direction. This routine calls an appropriate lower-level sampling
routine based on the phase function being sampled, constructs an outgoing vector,
and returns the new direction as well as the probability density with which it was
chosen.

The phase function-specific sampling routines take a single random number
and return a valueos 6 that represents the cosine of the offset of the new vector
from the original one (see Figure 8.4) as well as the probability density function
for sampling that offset. The offset angle is enough to give us a circle of possible
directions for the new vector We then use the second random number to select a
specific outgoing direction by choosing a point around the circle.
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Figure 8.4: When importance sampling a scattered direction from a phase function,
given an incident vectar, a scattered vectar’ is sampled via a two-step process.
First the phase function samples an offset afigh@ased on its distribution. Then,

w’ is computed using a second random number to sample a direction from the circle
of possible directions given b

An isotropic phase function is most easily sampled. In order to sample with a
uniform density over the sphere of possible directions, we compute

cosf =1-—2¢. (8.8)

By uniformly sampling incos 8 (and thus non-uniformly sampling i), we ac-
count for thesin 4 effect of the measure on the sphened df d¢ [11].

The Henyey-Greenstein phase function (Equation 8.4) is also easily sampled
[19]. By applying standard integration and inversion methods to compute the im-
portance function, we have

2 2

29
where the probability density is just the value of the phase function for the direction
chosen, since the importance function samples the phase function exactly accord-
ing to its probability density and phase functions are by definition normalized over
their domains.

When sampling a weighted sum of phase functieng, Equation 8.5, a two-
stage process can be used. First, randomly choose one of the terms to sample (for
example, proportionally by their relative weight). Then use that term’s importance
sampling routine to determin®s 6. However, to compute the pdf, apply multiple
importance sampling, and return the weighted sum of pdfs from each of the terms.

—cosf =
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8.2.3 Sampling scattering functions

It is also necessary to be able to use importance sampling to choose directions
according to the overall reflection functidtr™. This is much more difficult than
sampling according to the phase function, since we diomiwthe value of the
scattering function. This gives us an opportunity to come up with approximate
importance functions that match the general shape of the scattering function well,
but are still easily evaluated.

The simplest approach would be to treat the structure of the scattering function
as completely unknown and use an isotropic sampling function. Because there is
non-zero probability of sampling any direction, the expected value computed will
be correct. However, a better approach would try to increase overall efficiency by
sampling a distribution that better matched the scattering function.

We could do this by sampling according to a single-scattering approximation of
the scattering function. For optically thin objects and for objects with low albedos,
most scattering is due to single scattering events, rather than chains of multiple
scattering, anyway. Because we can sample phase functions exactly, this is likely to
be more efficient, though it doesn’t account for the multiple scattering encapsulated
by the scattering functions.

We have developed a more robust sampling approach that accounts for what has
been calledangular relaxation69, Section 3.8]. It has widely been observed that
after multiple scatterings, the original radiance distribution is eventually ‘forgotten’
and the distribution tends toward completely isotropic. The larger the albedo, the
greater effect of angular relaxation, since more scattering happens.

We can derive an expression that describes the isotropization aftethtlseat-
tering from the Henyey-Greenstein phase function [69].

l-yg
k, N = i . 8.10
(w—>uJ) 1+gn_29n<_w_w/)3/2 ( )

whereg,, = glg"}.
Using this improved distribution, an approximation to the scattering function’s
distribution is given by the infinite sum

ZAk(w — W) + A%k (w — w’)2 + -

n=1

Although this could be used for importance sampling by choosing a term to sam-
ple with probability proportional to its contribution, we couldn’t then apply the
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multiple importance sampling technique, as that would require that we compute
the probability ofeachof the sampling strategies choosing the resulting direction.
Therefore, we cut off the infinite sum afterterms €.9. n = 3 orn = 4), and
collect all remaining terms in a single perfectly isotropic importance function with
weight(1 — A — A% — ... — A" 1),

8.2.4 Evaluating Reflection Integrals

We can now estimate the value of the rest of Equation 8.7. The firstkéum— w,,),
can be computed immediately. For some of the remaining terms, we will compute
estimates of the form

Here need to sample a set of directians We can sample either according to the
phase function’s pdf or according to an approximation of the reflection function’s
pdf. This is an excellent opportunity to use multiple importance sampling: we ran-
domly choose between these two sampling methods and then weight the resulting
sample according to a weighted average of the probability with which each of them
would have generated thg we generated.

For the last term of Equation 8.7, we have an estimate of the form

J

/

1 i\f: R(2,w; = wj) k(2 wj — wi) R(2,wj — w,)
P P ) |

Here we need two directions for each tetn,andw’. This is also an interesting
sampling problem: for example, we might use the fitderm to importance sam-
plew; and the lasR term to sample(;;. In this case, the phase function has had
no say about the directions; if it is strongly peaked in a small set of directions, this
method will have high variance. Conversely, if we samplgdaccording to the
first R term and then used the phase function’s pdf to sampjehen the lasR
term would have no say in the direction chosen.

Multiple importance sampling is also an effective way to solve this problem.
We randomly choose two of the terms and allow them them to importance sample

30ne additional subtlety is that we're integrating over a hemisphere of directions, while our im-
portance sampling methods generate directions over the entire sphere. Such a direction outside of
the integration domain is generated, we just discard it and associate a weight of zero with that term
of the estimate sum.
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Figure 8.5: The general setting for applying the adding equations. We have three
layers to compute the aggregate scattering function of: a Fresnel reflector on top,
then a volumetric scattering layer, and then a simple BRDF describing reflection at
the base surface. We'd like to compute the value of the surface’s reflection func-
tion Rww’ for the given pair of directions, accounting for all scattering exchanges
within and between the two layers.

the two directions. However, we compute a weighting factor that accounts for all of
the possible ways of sampling the directions we ended up with. (See Equation 8.12
for another instance of this same general problem.)

8.3 Adding Equations

The adding equations are a pair of equations that let us write new scattering func-
tions in terms of old ones. Given two objects with known scattering functions, we
often want to compute the new scattering function that describes overall scatter-
ing from the two objects together. This new scattering function must account for
scattering from each of the objects individually as well as all scattering exchanges
between the two. The adding equations were developed in the fields of neutron
transport and radiative transfer to solve just this problem [39, 58, 57] and were first
introduced to computer grahpics in [40]. Figure 8.5 shows an example of the kind
of problem that the adding equations can solve.

We define a reflection operator, such that the application of the reflection oper-
ators to a functiory is

11

(Rf)(W —w) = E;/ﬂR(w’ —w) f(w)do
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Given this operator, the reflection and transmission functions of two combined
layersa andb are

R, = R/ +T/R/T, + T/R/R,R/T, +---  (8.11)
R, = R, +T,R, T/ + T, R, R/R, T} +---

T, = T, T, +T,R;R/T, +---

T, = TiT; +T/R/R, T +---

Computing new scattering functions with the adding equations can be done
much more efficiently than by recomputing the scattering functions of the aggre-
gate layered object from scratch [58]. This stems from the fact that the reflection
functionsR andR,j of two objectsa andb already incorporate all of the multi-
ple scattering events inside them, so we need only to compute the effect of multiple
scatteringoetweerthe two objects. This leads to a much more efficient approach
than solving for the overall scattering directly. After a few terms, the series usu-
ally converges quickly, as long as not too much of the light is re-scattered at each
step. Since the results of this computation are new scattering functions, they can
themselves be used in further computations of new scattering functions.

8.3.1 Monte Carlo Solution

Monte Carlo methods are an effective way with which to solve the adding equa-
tions. They have the advantage of being able to directly handle arbitrarily complex
scattering functions and high-dimensional scattering functions and the solutions
computed have no error due to approximation in a finite basis.

There are two sub-problems to solve when applying Monte Carlo: how many
terms to evaluate of the infinite sum of products of scattering functions, and how
to estimate individual terms of the sum. We solve the first problem and compute
an unbiased estimate of the infinite sum by probabilistically terminating the series;
after computing estimates of the first few terms, we terminate with some probabil-
ity after each successive term. When we continue on, subsequent terms until we
do terminate are multiplied by a correction factor so that the final result is unbi-
ased [5].

The result of this termination is a finite number of appropriately weighted terms
of Equation 8.11, each of which needs to be estimated and the results summed. For
each such term, we have the multiple integral represented by the composition of a
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set of scattering functions to estimate:

/- . / Si(w; = wi) -+ Splwp—1 — w,)dw,_1- - dw;
Q Q

where S; represents a reflection or transmission functidor 7. To compute a
Monte Carlo estimate of such a term, a setof 1 connecting directions); that
connect the incident and outgoing rays need to be sampled. This gives an estimate
of the form
0 Siwi mwi) Sn(wn-1 = w,) (8.12)
p(w1) p(wn-1)

One approach is to start with the directiopand importance sample the reflec-
tion functionSy to computev;. Givenw, So can be sampled, and so forth through
the chain. Alternatively, we can start with, and work backwards, first sampling
Sy, to findw, 1 and so forth. In sampling these intermediate directions, the opera-
tive goal is to find chains of directions such that the values scattering funcjons
make a large contribution to the final result; this is analogous to the problem faced
in sampling a set of rays from a light source to a sensor in classic light transport
problems.

As such, we can more generally consider this to be a sampling problem anal-
ogous to sampling the path integral formulation of the equation of transfer (Sec-
tion 6.1); rather than always sampling rays front-to-back, back-to-front, or in some
combination thereof, more flexible sampling strategies can be applied. The key is
just that a set oh sample directions; are generated and that we can compute the
probability density for sampling each of them.

Multiple importance sampling can be used to improve the quality of our es-
timate: once we have chosen a particular sampling strategy for choosing the in-
termediate directionse(g. front-to-back), we can compute an estimate with lower
variance with multiple importance sampling. To do this, we need to compute the
probability density that our other sampling strategies that we didn’t use would have
sampled the path that we did. Weights computed based on these densities are then
used to scale the contribution of the sample in order to reduce noise from impor-
tance sampling methods that pick a direction with low probability that ends up
making a large contribution to the final result.

One last issue to deal with is the presence of delta functions in the reflection and
transmission function® and7. This can happen in two circumstances—either
due to a surface that reflects or transmits specularly, such as a mirror, glass, or
water, or due to direct transmission of attenuated light through a volumetric layer.
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Figure 8.6: When a layer that scatters with a delta functog. & Fresnel layer) is
composed with another layer, the anglgsindw!, cannot be sampled by the lower
layer. Rather, the top layer must determisfedirectly based or; (and similarly

for ), since the lower layer has zero probability of randomly sampling a direction
where the top layer’s transmission function to the incident or outgoing direction is
non-zero.

When such a delta function is present in the scattering function, the evaluation
routine alone is not sufficient to describe the scattering behavior, because there
is zero probability of an external sampling routine choosing a direction such that
the delta function is non-zero. As with the rendering equation, this problem can
be addressed in the importance sampling routine. When such a layer samples a
new direction given an incident or outgoing direction, it can pick the appropriate
scattered direction.

For example, when computing the teffd R T~ when the top layer is a Fres-
nel reflector that reflects and transmits light in a delta distribution, we compute
both the incident and outgoing directions to the bottom layer by samjplingnd
T~ given the outgoing and incident directions at the top, respectively; the reflec-
tion functionR* has no choice in sampling its incident and outgoing directions,
as it would never be able to randomly find an outgoing direction that is transmitted
into the final outgoing direction (see Figure 8.6).

8.4 Results

To illustrate the use of the adding equations for rendering, we took a dragon model
with a standard specular and diffuse surface shading model and added scattering
layers, using the adding equations to compute the new scattering function that de-
scribes the composition of the base surface layer with the new scattering layer.
As such, the result is an accurate simulation of subsurface light transport. When
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the routines that compute the adding equations needed to evaluate the reflection or
transmission functions of the added layer, a new Monte Carlo estimate for that pair
of angles was computed. With a not-very-optimized implementation, the images
each took a few minutes to render on a modern PC.

The series of images in Figure 8.7 shows the results. The first image shows
the object shaded with the standard shading model. As the thickness of the new
layer increases going from left to right, the shiny copper base surface is gradually
overwhelmed by the grey and more diffuse added layer. Eventually just a shadow
of the specular highlights is left and finally no trace of the base surface once the
new layer is sufficiently thick. Notice that the silhouette edges are affected more
strongly by the added layer; this is because the rays traveling at oblique angles go a
longer distance through the new layer. Figure 8.8 shows the result of procedurally
varying the thickness of the added layer based on the local surface normal in an
effort to simulate scattering effects of dust.
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depth = 0.8 depth = 2.0

Figure 8.7: Adding layers to a model; thicknesses are increasing from left to right.
For all imagesgs = 0.5, 0, = 0.5, ¢ = —0.15. Because the adding equations

and scattering equations are used to compute the aggregate scattering function, the
results accurately account for all inter-reflection inside the added layer as well as
between the layer and the base surface.
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Figure 8.8: Dragon model with procedurally-varying thickness of the added layer,
based on local surface orientation. The result is an ad-hoc simulation of dust ren-
dered accurately with the adding equations.
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Chapter 9

Biased Techniques

In the previous chapters we have seen examples of saugbeésedVonte Carlo

ray tracing (MCRT) techniques. These techniques use pure Monte Carlo sampling
to compute the various estimates of radiance, irradiance etc. The only problem
with pure MCRT is variance — seen as noise in the rendered images. The only
way to eliminate this noise (and still have an unbiased algorithm) is to sample
more efficiently and/or to use more samples.

In this chapter we will discuss several approaches for removing noise by in-
troducing bias. We will discuss techniques that uses interpolation of irradiance to
exploit the smoothness of the irradiance field. This approach makes it possible to
use more samples at selected locations in the model. We will also discuss photon
mapping, which stores information about the flux in a scene and performs a local
evaluation of the statistics of the stored flux in order to speedup the simulation of
global illumination.

9.1 Biased vs. Unbhiased

An unbiasedMonte Carlo technique does not have any systematic error. It can be
stopped after any number of samples and the expected value of the estimator will
be the correct value. This does not mean that all biased methods give the wrong
result. A method can converge to the correct result as more samples are used and
still be biased, such methods am@nsistent

In chapter 2 it was shown how the integral of a functidm) can be expressed
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as the expected value of an estimatowhereV is:

1 o~ g(@)
U=_— —. 9.1

N ;p(w) ©-D
wherep(x) is a p.d.f. distributed according tosuch thap(x) > 0 wheng(z) > 0.
The expected value of is the value of the integral:

E{y}=1= /esg(x) du . (9.2)

Since the expected value of theis our integral¥ is an unbiased estimate 6f
In contrast a biased estimatdi* have some other source of error such that;

E{U*} =T +e, (9.3)

wheree is some error term. For a consistent estimator the error term will diminish
as the number of samples is increased:

J\}Enooe =0. (9.4)
Why should we be interested in anything, but unbiased methods? To answer this
problem recall the slow convergence of pure Monte Carlo methods. To render
images without noise it can be necessary to use a very high number of samples. In
addition the eye is very sensitive to the high frequency noise that is typical with
unbiased MCRT methods.

Going into the domain of biased methods we give up the ability to classify
the error on the estimate by looking only at the variance. However the variance
only gives us a probability the error is within a certain range and as such it is not
a precise way of controlling the error. In addition the requirements for unbiased
algorithms are quite restrictive; we cannot easily use adaptive sampling or stop the
sampling once the estimate looks good enough — such simple decisions lead to
biased methods [31].

With biased methods other sources of error are introduced to reduce the vari-
ance. This can lead to artifacts if the error is uncontrollable, so naturally we want a
consistent method that will converge to the correct result as we use more samples.
It is important to have the right balance between bias and variance. We want to
eliminate the noise, but not introduce other strange artifacts. As we will see in the
following the most common way of reducing noise is to blur the estimates; the eye
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Figure 9.1: A path traced box scene with 10 paths/pixel. On the left the box has
two diffuse spheres, and on the right box box has a mirror and a glass sphere. Note
how the simple change of the sphere material causes a significant increase in the
noise in the right image.

is fairly insensitive to slowly changing illumination. The trick is to avoid blurring
edges and sharp features in the image and to have control over the amount of blur.
Consider the simple box scene in Figure 9.1. The figure contains two images of
the box scene: one in which the box contains two diffuse spheres, and one in which
the box contains a glass and a mirror sphere. Both images have been rendered with
10 paths per pixel. Even though the illumination of the walls is almost the same
in the two images the introduction of the specular spheres is enough to make the
path tracing image very noisy. In the following sections we will look at a number
of techniques for eliminating this noise without using more samples.

9.2 Filtering Techniques

An obvious idea for reducing the noise in a rendered image is to postprocess the
image and try to filter out the high frequency noise. This can be done to some de-
gree with a low pass filter or with a median filter [16, 33]. The problem with these
filters is that they remove other features than just the noise. Low pass filtering in
particular will blur sharp edges of objects shadows etc. and in general low-pass fil-
tered images look too blurry. Median filtering is much better at removing noise, but
it still introduces artifacts along edges and other places since it cannot distinguish
between noisy pixels and features of the illumination (such as small highlights).
In addition median filtering is natnergy preservingBy simply removing outliers

in the image plane it is very likely that we take away energy or add energy to the
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Figure 9.2: Filtered versions of the image of the box with specular spheres. On the
left is the result of a 3x3 low-pass filter, and on the right the result of a 3x3 median
filter.

rendered image. The effect of low-pass and median filtering on the box scene is
shown in Figure 9.2

Several other more sophisticated filtering techniques have been used.

Jensen and Christensen [23] applied a median filter to the indirect illumination
on diffuse surfaces based on the assumption that most of the noise in path tracing is
found in this irradiance estimate. By filtering only this estimate before using it they
removed a large fraction of the noise without blurring the edges, and features such
as highlights and noisy textures. The problem with this approach is that it softens
the indirect illumination and therefore blurs features due to indirect lighting. Also
the technique is not energy-preserving.

Rushmeier and Ward [44] used a energy-preserving non-linear filter to remove
noisy pixels by distributing the extra energy in the pixel over several neighboring
pixels.

McCool [35] used an anisotropic diffusion filter which also preserves energy
and allows for additional input about edges and textures in order to preserve these
features.

Suykens and Willems [53] used information gathered during rendering (they
used bidirectional path tracing) about the probabilities of various events. This en-
abled them to predict the occurrence of spikes in the illumination. By distributing
the power of the spikes over a larger region in the image plane their method re-
moves noise and preserves energy. The nice thing about this approach is that it
allows for progressive rendering with initially blurry results that converges to the
correct result as more samples are used.
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9.3 Adaptive Sampling

Another way of eliminating noise in Monte Carlo ray traced images is to use adap-
tive sampling. Here the idea is to use more samples for the problematic (i.e. noisy)
pixels.

One techniques for doing this is to compute the variance of the estimate based
on the samples used for the pixel [34, 42]. Instead of using a fixed number of
samples per pixel each pixel is sampled until the variance is below a given thresh-
old. An estimates?, of the variance for a given set of samples can be found using
standard techniques from statistics:

1 1 Y 1 & ?
2 - 2_ | — .
= N;Ll (N;L> (9.5)

This estimate is based on the assumption that the samplase distributed ac-
cording to a normal distribution. This assumption is often reasonable, but it fails
when for example the distribution within a pixel is bimodal (this happens when a
light source edge passing through a pixel).

Using the variance as a stopping criteria can be effective in reducing noise, but
it introduces bias as shown by Kirk and Arvo [31]. They suggested using a pilot
sample to estimate the number of samples necessary. To eliminate bias the pilot
sample must be thrown away.

The amount of bias introduced by adaptive sampling is, however, usually very
small as shown by Tamstorf and Jensen [54]. They used bootstrapping to estimate
the bias due to adaptive sampling and found that it is insignificant for most pixels
in the rendered image (a notable exception is the edges of light sources).

9.4 Irradiance Caching

Irradiance caching is a technigue that exploits the fact that the irradiance field of-
ten is smooth [66]. Instead of just filtering the estimate the idea is to cache and
interpolate the irradiance estimates. This is done by examining the samples of the
estimate more carefully to, loosely speaking, compute the expected smoothness of
the irradiance around a given sample location. If the irradiance is determined to be
sufficiently smooth then the estimate is re-used for this region.
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To understand in more detail how this works let us first consider the evaluation
of the irradianceF, at a given locationy, using Monte Carlo ray tracing.

M N
E(z) = ﬁ SN Lij(05,¢4) (9.6)
j=1i=1
where
o1 J—& i—&
f; = sin ( 7 ) and ¢; =27 N (9.7)

Here (6;, ¢;) specify a direction on the hemisphere abavin spherical coordi-
nates.£; € [0,1] and&, € [0, 1] are uniformly distributed random numbers, and
M and N specify the subdivision of the hemisphet; ;(6;, ¢;) is evaluated by
tracing a ray in the6;, ¢;) direction. Note that the formula uses stratification of
the hemisphere to obtain a better estimate than pure random sampling.

To estimate the smoothness of the local irradiance on the surface around the
sample location Ward et al. [66] looked at the distances to the surfaces intersected
by the rays as well as the local changes in the surface normal. This resulted in
an estimate of the local relative changg,in irradiance as the surface location is
changed away from sampie

€, i) = M#—\/l—lﬁ-ﬁi. (9.8)

Ry

Herexz; is the original sample location ands the new sample location (for which
we want to compute the changdjy is the harmonic distance to the intersected
surfacesyi; is the sample normal, andis the new normal.

Given this estimate of the local variation in irradiance Ward et al. developed a
caching method where previously stored samples re-used whenever possible. All
samples are stored in an octree-tree — this structure makes it possible to quickly
locate previous samples. When a new sample is requested the octree is queried first
for previous samples near the new location. For these nearby samples the change
in irradiance,e, is computed. If samples with a sufficiently lowis found then
these samples are blended using weights inversely proportioaal to
tw;>1/a

2. wi(x, )

L,wi>1/a

E(z,7) ~ (9.9)

Herew; = El a is the desired accuracy aiffj is the irradiance of sample
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Figure 9.3: The box scene rendered using irradiance caching.

If no previously computed sample has a sufficiently high weight then a new
sample is computed.

To further improve this estimate Ward and Heckbert added estimates of the
gradients of the irradiance [65]. Their approach looks not only at the distances
to the nearest surfaces, but also in the relative change of the incoming radiance
from different directions in order to more accurately estimate the gradient due to
a change in position as well as orientation. The great thing about this approach is
that it does not require any further samples, but simply uses a more sophisticated
analysis of the samples in the irradiance estimate.

With a few minor modifications this interpolation scheme works quite well as
can be seen in Figure 9.3. The areas where it fails are in the case where the overall
smoothness assumption for the irradiance field is no longer true. This is particularly
the case for caustics (e.qg. the light focused through the glass sphere; the caustic on
the wall is missed completely).

Another issue with irradiance caching is that the method can be quite costly
in scenes where multiple diffuse light reflections are important, since the costly
irradiance estimates are computed recursively for each sample ray. The recursive
evaluation also results in a global error (a global bias). Each light bounce has some
approximation and multiple light bounces distributes this error all over the scene.
This global aspect can make the error hard to control.
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9.5 Photon Mapping

Photon mapping [21] is a method that uses biasing to reduce variance in many
places. This is in part done by aggressively storing and re-using information when-
ever possible. This section contains a short overview of the photon mapping tech-
nique (for all the details consult [22]).

From a light transport point of view photon mapping exploits that:

e The irradiance field is mostly smooth, but has important focusing effects
such as caustics

e There are two important sources of light paths in a scene: the light sources
and the observer

In addition photon mapping uses a point sampling data-structure that is indepen-
dent of the scene geometry, and it therefore works with complex geometry as well
as non-Lambertian reflection models.

Photon mapping is a two-pass method in which the first pass is building the
photon map This is done usinghoton tracingn which photons are emitted from
the light sources and traced through the scene. When a photon intersects a diffuse
surface it is stored in the photon map. The second pass is rendering in which
the photon map is a static structure with information about the illumination in the
model. The renderer computes various statistics from the photon map to make the
rendering faster.

9.5.1 Pass 1: Photon Tracing

The first step is building the photon map. This is done by emitting photons from the
light sources and tracing them through the scene using photon tracing. The photons
are emitted according to the power distribution of the light source. As an example,
a diffuse point light emits photons with equal probability in all directions. When
a photon intersects a surface it is stored in the photon map (if the surface material
has a diffuse component). In addition the photon is either scattered or absorbed
based on the albedo of the material. For this purpose Russian roulette [5] is used to
decide if a photon path is terminated (i.e. the photon is absorbed), or if the photon
is scattered (reflected or transmitted). This is shown in Figure 9.4.

The photon tracing algorithm is unbiased. No approximations or sources of
systematic error is introduced in the photon tracing step. In contrast many other
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Figure 9.4: The photon map is build using photon tracing. From [22].

light propagation algorithms, such as progressive refinement radiosity [10], intro-
duces a systematic error at each light bounce (due to the approximate representa-
tion of the illumination).

For efficiency reasons several photon maps are constructed in the first pass. A
caustics photon maghat stores only the photons that correspond to a caustic light
path, aglobal photon maphat stores all photon hits at diffuse surfaces (including
the caustics), and wlume photon maghat stores multiple scattered photons in
participating media. In the following we will ignore the case of participating media
(see [24, 22] for details).

9.5.2 The Radiance Estimate

The photon map represents incoming flux in the scene. For rendering purposes we
want radiance. Using the expression for reflected radiance we find that:

L (3, 5) = / o & B Li (. ) (7 - &) did (9.10)
Q

where L,. is the reflected radiance atin directiond. €, is the hemisphere of
incoming directions, is the BRDF and’; is the incoming radiance. To use the
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Figure 9.5: The radiance estimate is computed from the nearest photons in the
photon map. From [22].

information in the photon map we can rewrite this integral as follows:

— —, — qu)'L(;L"u_j/) — —, —
Ly(z,&) = /fr(%w/vw) (fly - &) di! dA; (7l - &) d;

d?®;(x, )
. o - i\ &Ly
= /fr(x,w ’w)idAi : (9.11)

Here we have used the relationship between radiance and flux to rewrite the in-
coming radiance as incoming flux instead. By using the nearpsbtons around
x from the photon map to estimate the incoming flux, we get:

Zfr R . A(pr) . 9.12)

This procedure can be seen as expanding a sphere araunidit contains enough
photons. The last unknown piece of informationAgl. This is the area covered
by the photons, and it is used to computed the photon density (the flux density). A
simple approximation foA A is the projected area of the sphere used to locate the
photons. The radius of this sphereri(;Nherer is the distance to the'th nearest
photon), and we geh A = 72, This is equivalent to a nearest neighbor density
estimate [51]. The radiance estimate is illustrated in Figure 9.5.

The radiance estimate is biased. There are two approximations in the estimate.
It assumes that the nearest photons represents the illuminatignaatd it uses
a nearest neighbor density estimate. Both of these approximations can introduce
artifacts in the rendered image. In particular the nearest neighbor density estimate
is often somewhat blurry.
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However, the radiance estimate is also consistent. As more photons are used in
the photon map as well as the estimate it will converge to the correct value.

A useful property of the radiance estimate is that the bias is purely local (the
error is a function of the local geometry and the local photon density).

9.5.3 Pass 2: Rendering

For rendering the radiance through each pixel is computed by averaging the result
of several sample rays. The radiance for each ray is computed using distribution
ray tracing. This ray tracer is using the photon map both to guide the sampling
(importance sampling) as well as limit the recursion.

There are several strategies by which the photon map can be used for rendering.
One can visualize the radiance estimate directly at every diffuse surface intersected
by a ray. This approach will work (a very similar strategy is used by [47]), but it
requires a large number of photons in both the photon map as well as the radiance
estimate. To reduce the number of photons the two-pass photon mapping approach
uses a mix of several techniques to compute the various components of the reflected
radiance at a given surface location.

We distinguish between specular and diffuse reflection. Here specular means
perfect specular or highly glossy, and diffuse reflection is the remaining part of the
reflection (not only Lambertian).

For all specular surface components the two-pass method uses recursive ray
tracing to evaluate the incoming radiance from the reflected direction. Ray tracing
is pretty efficient at handling specular and highly glossy reflections.

Two different techniques are used for the diffuse surface component. The first
diffuse surface seen either directly through a pixel or via a few specular reflections
is evaluated accurately using Monte Carlo ray tracing. The direct illumination
is computed using standard ray tracing techniques and similarly the irradiance is
evaluated using Monte Carlo ray tracing or gathering (this sampling is improved
by using the information in the photon map to importance sample in the directions
where the local photons originated). Whenever a sample ray from the gathering
step reaches another diffuse surface the estimate from the global photon map is
used). The use of a gathering step means that the radiance estimate from the global
photon map can be fairly coarse without affecting the quality of the final rendered
image. The final component of the two-pass method is caustics, to reduce noise
in the gathering step the caustics component is extracted and caustics are instead
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Figure 9.6: The rendering step uses a gathering step to compute the first diffuse
bounce more accurately. From [22].

rendered by directly visualizing a caustics photon map — naturally this photon
map should have a higher density than the global photon map used in the gathering
step. Fortunately, most noticeable caustics are often caused by focusing of light,
so this happens automatically. The gathering approach is illustrated in Figure 9.6

To make the gathering step faster it pays to use the irradiance caching method
for Lambertian surfaces. Photon mapping works very well with irradiance caching
since photon mapping handles the caustics which irradiance caching cannot han-
dle very well. In addition photon mapping does not need the expensive recursive
evaluation of irradiance values.

Figure 9.7 shows the rendering of the box scene using photon mapping. Here
the global photon map has 200,000 photons and the caustics photon map has 50,000
photons. Notice the smooth overall appearance as well as the caustic on the right
wall due to light reflected of the mirror sphere and focused through the glass sphere.

The bias in the photon mapping method is difficult to quantify. It is a mix of
a local bias (the radiance estimate) and global bias (irradiance caching), and it is
a function of the number of photons in the photon map, the number of photons in
the radiance estimate and the number of sample rays. In general the bias from the
photon map tends to appear as blurry illumination. Features gets washed out if too
few photons are used. However, since the photon map is not visualized directly in
the two-pass method it is somewhat harder to predict what the potential errors of
using too few photons may be.
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Figure 9.7: The box scene rendered using photon mapping.
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Chapter 10

Monte Carlo Ray Tracing In
Action

This chapter contains several slides and images documentating a practical imple-
mentation of Monte Carlo ray tracing.

10.1 The ARNOLD Renderer

Motivation

e Traditional CG lighting looks “too CG”. We need global illumination

e Disavantages of classical Finite Element (radiosity) Methods

FEM don’t scale well with geometric complexity

FEM require clean geometry

FEM are limited to lambertian transport

FEM don’t work well in dynamic scenes

FEM require long preprocessing times

FEM are hard to parallelize

FEM methods "sweet spot” is in games and architecture

e - In contrast, MC ray tracing is efficient, general, responsive, parallel
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Unbiased MC: path tracing
e Fool-proof: only one quality knob to tweak, the only artifact is noise

e Spends most resources in visible features

BRDF importance sampling

Fixed path length, not truly unbiased. 2 bounces are usually enough

Next event estimation, can be turned on and off on a per-light basis

Sampling

e Improved convergence by QMC (low discrepancy sampling)

e Low discrepancy sampling avoids random selection of samples

e Randomized QMC avoids aliasing (Cranley-Patterson1976, Owen1995)

e ARNOLD uses RQMC (since 1999)

Geometric complexity

¢ Efficient storage of dense triangle meshes

Fast ray traversal of dense triangle meshes (almost constant time)

Hierarchy of nested uniform grids

Grid preprocessing time is a tiny fraction of total rendering time

Geometry must reside in memory at all times

Shading complexity

e Shading is decoupled from geometry

e Arbitrary parametric BRDF's

e Any BRDF parameter can be fed with a texture map or procedure

e Atmospheric scattering and procedural volume shaders
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Light sources

e Standard types: point, spot, spherical, quadrilateral

e Any geometric primitive can emit light

e Why skylight works”

— The sky is hard to miss with BRDF sampling
— Rays don’t bounce off the sky

— Performance degrades as we move indoors

e HDRI-based lighting. Spiky light probes are hard to sample

Parallelism

e Split the image into square, independent buckets

e Shared memory, multi-threaded bucket rendering.

e Bucket or frame granularity in network rendering

Animation

¢ No artifacts: fully compute every pixel of every frame

¢ No preprocessing

e Motion blur comes for free (almost)
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10.2 Example Images

Detailed characters 1
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Detailed characters 2
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Vehicles
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Amold replica (rough)

Buildings
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HDRI-based illumination
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Street scene 1
1536x654, 16 paths/pixel, 2 bounces, 250,000 faces, 18 min., dual PIII-800
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640x273
Upper left: 11 secs., direct lighting only
middle left: 54 secs., 16 paths/pixel, no sky
bottom left: 54 secs., 16 paths/pixel, skylight
bottom right: 3 min 43 secs., 64 paths/pixel
middle right: 5 min 56 secs.. 64 paths/pixel
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B e 55
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Daniel Martinez Lara
WWW. peJ)g]and.cnn'i
pepe_land@

retemail es

Two ligths used, 550.000 faces, 100% computer ed  work In progress ..

162



Appendix A

Quasi-Random Techniques
(slides)

Quasi-Random Techniques

Don P. Mitchell
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MC Integration for Rendering

» Ray tracing yields point samples f{x,)
* Discontinuous f thwarts efficient methods

* High dimensionality of distributed RT

o [
Jo f@xrete x—3 f(x)

Truly Random x;

Useful mostly in cryptography
Tricky to get uniform distribution
Hardware is available

— Intel firmware hub RNG (840 chip set)
— Clock sampling trick

Too expensive for Monte Carlo really
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Sample CPU With Clock
Interrupts

f#finclude <windows.h>

unsigned
PentiumHoise()

{
LARGE INTEGER nCounterl, nCounter2;

QueryPerformanceCounter (&nCounterl) ;

Sleep(lL) ;

QueryPerformanceCounter (&nCounter?) ;

return nCounterl.lLowPart * nCounter?.LowPart ;

Pseudo-random x;

Generated deterministically and efficiently
Mimic random distribution
Multiply With Carry (MWC)
Hard to test, notoriously buggy
— BSD’s linear shift register was bugged

— A widely used MWC source 1s bugged
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A Well-Tested MWC Generator

inline unsigned
RandomUnsigned()
{
_asm
{
eax, g nX
ecx, g:nc:
ebx, 1965537969
ebx
eax, ecx
dword ptr [g nX], eax
edc, 0
dword ptr [g nC], edx
H

return g nX;

Quasi-Random x;

» Must have measure-preserving distribution
* Structured, less-irregular distributions

— Stratified sampling

— Blue-noise samling

+ Classic QR means low-discrepancy
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Discrepancy in 1 Dimension

Consider subset of unit interval, [0, x]

Of N samples, » are in the subset

Local discrepancy, | x — /N

Maximum discrepancy: worst-case x

A measure of quality for sampling pattern
Random samples yields O(N/?) error

Uniform x; = i/N yields O(WN) error

Discrepancy in 2 Dimensions

Subset of unit square, [0,x] x [0, y]

| xy — /N | for worst case (x, v)
Uniform pattern yields O(N-2
Theoretical bound: O(N log??N)
This 1s better than uniform or random!

But there 1s a catch...axis alignment
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Hammersley Points

Radical Inverse # (/) for prime p
Reflect digits (base p) about decimal point
#,:111010,— 0.010111
For N samples, a Hammersley point
(i/N, $,() )
Discrepancy O(N log N) in 2D

2D Experiments

Zone plate, sin(x? + %)

Integrate over pixel areas (box filter)

= AFL2
017

Look at error divided by standard deviation

Random Salnphng: Oimean
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Zone Plate Test Image

Uniform Random Sample Pattern
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16 Random Samples Per Pixel

Error Image
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Error Image
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Jittered Distribution

Special Case of Stratified Design
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Jittered Sampling Error/c

Poisson-Disk Sampling Pattern
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Poisson-Disk Error/c

Hammersley Distribution
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Hammersley Error/c

Qualitative Observations

Random sampling insensitive to nature of f
Jittered sampling better in smooth region
Poisson-Disk, insensitive to nature of /?
Hammersley works best with axis-aligned

features!
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Error in 16-Sample Experiments

Sampling Pattern | RMS Error

Poisson-Disk 0.061

Hammersley

Arbitrary-Edge Discrepancy

Consider arbitrary edge through square
Max | Area Under Edge — /N

Theoretical bounds

N Jooli2 N)
Unlike axis-aligned discrepancy, error
approaches O(N#?) as dimension increases
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Computing Discrepancy

Dobkin & Mitchell (GI "93)

Consider N sampling points and the 4 points
of the square’s corners

Worst-case edge thru pair of points
O(N?) Algorithm — try every pair

O(N? log N) — for each point, sort the rest by
angle

Optimized Sampling Patterns

Dobkin & Mitchell (EG Rendering, *92)
Discrepancy 2N dimensional scalar function

Minimize discrepancy with downhill
simplex method
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Optimized Pattern (4 samples)

Optimized Pattern (8 samples)
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Optimized Pattern (16 samples)

Optimized Pattern (64 samples)
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Optimized Error/c

Sampling Error

Sampling Pattern

Random

Jittered 0.064
Poisson-Disk 0.061
Hammersley 0.045

Optimized 0.017
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Distributed Ray Tracing

* Integrate over additional dimensions
— Pixel area
— Time
— Lens area
— Light-source area
— BRDF

» Hammersley: ( /N, # (i), # (i), .2 (1) )

Quasi-Spectral Sampling

Use a good sampling pattern for pixel arca
Additional dimensions project high-
frequency, uncorrelated (SIGGRAPH ’91)
(X Yy AV, 2 AD), .. ,(1))

Must have correlated: 1 —= (x;, ¥;)

The spatial-indexing problem
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Motion-Blur Experiment

* Spinning fan test image
» Jittered sampling ( x, y,) in grid (J, k)
» Spatial indexing mappings: i — (J, k)
— Hilbert curve
— Interleave j, k&
— Interleaved gray code
— Interleaved j, j @ k

Spinning-Fan Test Image
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Hilbert-Curve Order

Interleave
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Error in 16-Sample Experiments

Max FErr.

Hammersley 0.0409

QS Hilbert 0.0277 0.267

QS InterXor  |0.0277

References

» Chazelle Bernard, The Discrepancy Method

» Dobkin, Epstein, Mitchell, "Computing the
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» Keller, Alexander, Quasi-Monte Carlo
Methods for Photorealistic Image Synthesis
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