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Preface

The International Conference on Formal Methods in Computer-Aided Design, FMCAD, is a series of conferences on the theory and application of formal methods to the computer-aided design and verification of hardware and systems. The thirteenth conference in the series, FMCAD 2013, was held in Portland, OR, USA, October 20-23.

In the past, FMCAD took place in the United States on even years and its sister conference CHARME was held in Europe on odd years. In 2006, these two conferences merged to form an annual conference with a unified international community. The merged conference inherited the name FMCAD, and is now held annually. FMCAD provides a leading forum to researchers in academia and industry for presenting and discussing groundbreaking methods, technologies, theoretical results, and tools for reasoning formally about computing systems. FMCAD covers the spectrum of formal aspects of computer-aided system design, including verification, specification, synthesis, and testing. This year, the conference received in-cooperation status with ACM under the Special Interest Group on Programming Languages and the Special Interest Group on Software Engineering. It also received technical sponsorship from the IEEE Council on Electronic Design Automation. Three additional events were co-located with the conference this year: (1) MEMOCODE 2013, the Eleventh ACM-IEEE International Conference on Formal Methods and Models of Codesign, (2) DIFTS 2013, Workshop on Design and Implementation of Formal Tools and Systems, and (3) the Hardware Model Checking Competition (HWMCC). The 2013 FMCAD Proceedings are anticipated to be available through the ACM Digital Library, the IEEE Xplore Digital Library, or as a free download from the FMCAD Website.

FMCAD 2013 received 79 submissions (after discounting for withdrawn submissions). Each submission was reviewed by at least four reviewers, and some submissions received five or six reviews. After a long decision process that involved often vigorous discussions by Program Committee members and subreviewers, 30 submissions were eventually selected for presentation at the conference — 23 as regular papers and 7 as short papers. The accepted papers covered topics ranging from model checking and solver technology to design for verification. Moreover, they addressed a broad spectrum of abstraction levels, including analog and mixed-signal, low-level software/hardware interfaces, networking systems, and synchronous hardware designs and software programs.

A novelty of this year’s conference is the Student Forum, intended specifically to attract students by providing them with a platform for introducing their research to the FMCAD community and obtain feedback. The forum included short presentations and a poster by a student author of each accepted submission.

Besides reviewed submissions, the program includes two keynote presentations, four tutorials, and a panel. Pranav Ashar, Chief Technology Officer of Real Intent, gave a keynote titled “Static Verification Based Signoff — A Key Enabler for Managing Verification Complexity in the Modern SoC”. Lori Clarke, Professor at the University of Massachusetts, gave a keynote titled “Using Process Modeling and Analysis Techniques to Reduce Errors in Healthcare”. The tutorials were hosted jointly by FMCAD and MEMOCODE. Rajeev Alur, Professor at University of Pennsylvania, gave a tutorial on Computer Augmented Program Engineering. Jim Grundy, Research Scientist at Intel Corporation, discussed challenges and opportunities in firmware validation. Somesh Jha and Tom Reps, Professors at the University of Wisconsin-Madison, together with their graduate student Bill Harris, spoke on security and techniques based on game-theory for enforcing security policies. Nate Foster, Assistant Professor at Cornell University and Arjun Guha, Assistant Professor at University of Massachusetts, Amherst, together with Mark Reitblatt, Ph.D. student at Cornell University, and Cole Schlesinger, Ph.D. Student at Princeton University, gave a tutorial on software-defined networking. The panel, moderated by Panagiotis Manolios, discussed and debated on the role and importance of formal methods in computer science education, and on approaches to integrate the subject in graduate and undergraduate curricula.

We sincerely thank our industrial sponsors for their financial support of FMCAD 2013: Atrenta, Galois, IBM Corporation, Intel Corporation, Jasper Design Automation, Mentor Graphics, Microsoft Corporation, NEC Labs America, NVIDIA, OneSpin Solutions, Oski Technology, Real Intent, Synopsys, and Xpliant. We thank FMCAD Inc. for continuous support of the conference series. We owe a large debt to this year’s organizing committee, composed of Joe Leslie-Hurd (Local Arrangements), Julien Schmaltz (Publication), Chao Yan (Publicity), Thomas Wahl (Student Forum), Malay Ganai (Tutorials), and Shilpi Goel (Webmaster). Special thanks are due to Vigyan Singhal for his untiring efforts to secure industrial sponsorship on behalf of FMCAD. We also thank the members of the FMCAD Steering Committee Jason Baumgartner, Armin Biere, Aarti Gupta, Warren Hunt, and Panagiotis Manolios, for their kind advice during the conference preparation process. Big thanks to all members of the Program Committee who, with the help of many subreviewers, did a stellar job not only of selecting this year’s exciting program, but also of providing feedback to the authors to help them improve their papers for publication. Last but not least, the conference would not be possible without all the authors who submitted papers and all the attendees.

Barbara Jobstmann and Sandip Ray
(FMCAD 2013 Co-Chairs)
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Abstract—The classical formulation of the program-synthesis problem is to find a program that meets a correctness specification given as a logical formula. Recent work on program synthesis and program optimization illustrates many potential benefits of allowing the user to supplement the logical specification with a syntactic template that constrains the space of allowed implementations. Our goal is to identify the core computational problem common to these proposals in a logical framework. The input to the syntax-guided synthesis problem (SyGuS) consists of a background theory, a semantic correctness specification for the desired program given by a logical formula, and a syntactic set of candidate implementations given by a grammar. The computational problem then is to find an implementation from the set of candidate expressions so that it satisfies the specification in the given theory. We describe three different instantiations of the counter-example-guided-inductive-synthesis (CEGIS) strategy for solving the synthesis problem, report on prototype implementations, and present experimental results on an initial set of benchmarks.

I. INTRODUCTION

In program verification, we want to check if a program satisfies its logical specification. Contemporary verification tools vary widely in terms of source languages, verification methodology, and the degree of automation, but they all rely on repeatedly invoking an SMT (Satisfiability Modulo Theories) solver. An SMT solver determines the truth of a given logical formula built from typed variables, logical connectives, and typical operations such as arithmetic and array accesses (see [1], [2]). Despite the computational intractability of these problems, modern SMT solvers are capable of solving instances with thousands of variables due to sustained innovations in core algorithms, data structures, decision heuristics, and performance tuning by exploiting the architecture of contemporary processors. A key driving force for this progress has been the standardization of a common interchange format for benchmarks called SMT-LIB (see smt-lib.org) and the associated annual competition (see smtcomp.org). These efforts have proved to be instrumental in creating a virtuous feedback loop between developers and users of SMT solvers: with the availability of open-source and highly optimized solvers, researchers from verification and other application domains find it beneficial to translate their problems into the common format instead of attempting to develop their own customized tools from scratch, and the limitations of the current SMT tools are constantly exposed by the ever growing repository of different kinds of benchmarks, thereby spurring greater innovation for improving the solvers.

In program synthesis, we wish to automatically synthesize an implementation for the program that satisfies the given correctness specification. A mature synthesis technology has the potential of even greater impact on software quality than program verification. Classically, program synthesis is viewed as a problem in deductive theorem proving: a program is derived from the constructive proof of the theorem that states that for all inputs, there exists an output, such that the desired correctness specification holds (see [3]). Our work is motivated by a recent trend in synthesis in which the programmer, in addition to the correctness specification, provides a syntactic template for the desired program. For instance, in the programming approach advocated by the SKETCH system, a programmer writes a partial program with incomplete details, and the synthesizer fills in the missing details using user-specified assertions as the correctness specification [4]. We call such an approach to synthesis syntax-guided synthesis (SyGuS).

Besides program sketching, a number of recent efforts such as synthesis of loop-free programs [5], synthesis of Excel macros from examples [6], program de-obfuscation [7], synthesis of protocols from the skeleton and example behaviors [8], synthesis of loop-bodies from pre/post conditions [9], integration of constraint solvers in programming environments for program completion [10], and super-optimization by finding equivalent shorter loop bodies [11], all are arguably instances of syntax-guided synthesis. Also related are techniques for automatic generation of invariants using templates and by learning [12–14], and recent work on solving quantified Horn clauses [15].

Existing formalization of the SMT problem and the interchange format does not provide a suitable abstraction for capturing the syntactic guidance. The computational engines used by the various synthesis projects mentioned above rely on a small set of algorithmic ideas, but have evolved independently with no mechanism for comparison, benchmarking, and sharing of back-ends. The main contribution of this paper is to define the syntax-guided synthesis (SyGuS) problem in a manner that (1) captures the computational essence of these recent proposals and (2) is based on more canonical formal frameworks such as logics and grammars instead of features of specific programming languages. In our formalization, the correctness specification of the function \( f \) to be synthesized is given as a logical formula \( \varphi \) that uses symbols from a background theory \( T \). The syntactic space of possible implementations for \( f \) is described as a set \( L \) of expressions built from the theory \( T \), and this set is specified using a grammar. The syntax-guided synthesis problem then is to find an implementation expression \( e \in L \) such that the formula \( \varphi[f/e] \) is valid in the theory \( T \). To illustrate an application of the SyGuS-problem, suppose we want to find a completion of a partial program with holes so as to satisfy given assertions. A typical SyGuS-encoding of this task will translate the
concrete parts of the partial program and the assertions into the specification formula $\varphi$, while the holes will be represented with the unknown functions to be synthesized, and the space of expressions that can substitute the holes will be captured by the grammar.

Compared to the classical formulation of the synthesis problem that involves only the correctness specification, the syntax-guided version has many potential benefits. First, the user can use the candidate set $L$ to limit the search-space for potential implementations, and this has significant computational benefits for solving the synthesis problem. Second, this approach gives the programmer the flexibility to express the desired artifact using a combination of syntactic and semantic constraints. Such forms of multi-modal specifications have the potential to make programming more intuitive. Third, the set $L$ can be used to constrain the space of implementations for the purpose of performance optimizations. For example, to optimize the computation of the product of two two-by-two matrices, we can limit the search space to implementations that use only 7 multiplication operations, and such a restriction can be expressed only syntactically. Fourth, because the synthesis problem boils down to finding a correct expression from the syntactic space of expressions, this search problem lends itself to machine learning and inductive inference as discussed in Section III. Finally, it is worth noting that the statement “there exists an expression $e$ in the language generated by a context-free grammar $G$ such that the formula $\varphi[f/e]$ is valid in a theory $T$” cannot be translated to determining the truth of a formula in the theory $T$, even with additional quantifiers.

The rest of the paper is organized in the following manner. In Section II we formalize the core problem of syntax-guided synthesis with examples. In Section III we discuss a generic architecture for solving the proposed problem using the iterative counter-example guided inductive synthesis strategy [16] that combines a learning algorithm with a verification oracle. For the learning algorithm, we show how three techniques from recent literature can be adapted for our purpose: the enumerative technique generates the candidate expressions of increasing size relying on the input-output examples for pruning; the symbolic technique encodes parse trees of increasing size using variables and constraints, and it calls an SMT solver to find a parse tree consistent with all the examples encountered so far; and the stochastic search uniformly samples the set $L$ of expressions as a starting point, and then executes (probabilistic) traversal of the graph where two expressions are neighbors if one can be obtained from the other by a single edit operation on the parse tree. We report on a prototype implementation of these three algorithms, and evaluate their performance on a number of benchmarks in Section IV.

II. Problem Formulation

At a high level, the functional synthesis problem consists of finding a function $f$ such that some logical formula $\varphi$ capturing the correctness of $f$ is valid. In syntax-guided synthesis, the synthesis problem is constrained in three ways: (1) the logical symbols and their interpretation are restricted to a background theory, (2) the specification $\varphi$ is limited to a first order formula in the background theory with all its variables universally quantified, and (3) the universe of possible functions $f$ is restricted to syntactic expressions described by a grammar. We now elaborate on each of these points.

Background Theory: The syntax for writing specifications is the same as classical typed first-order logic, but the formulas are evaluated with respect to a specified background theory $T$. The theory gives the vocabulary used for constructing formulas, the set of values for each type, and the interpretation for each of the function and relation (predicate) symbols in the vocabulary. We are mainly interested in theories $T$ for which well-understood decision procedures are available for determining satisfaction modulo $T$ (see [1] for a survey). A typical example is the theory of linear integer arithmetic (LIA) where each variable is either a boolean or an integer, and the vocabulary consists of boolean and integer constants, standard boolean connectives, addition (+), comparison ($\leq$), and conditionals (ITE). Note that the background theory can be a combination of logical theories, for instance, LIA and the theory of uninterpreted functions with equality.

Correctness Specification: For the function $f$ to be synthesized, we are given the type of $f$ and a formula $\varphi$ as its correctness specification. The formula $\varphi$ is a Boolean combination of predicates from the background theory, involving universally quantified free variables, symbols from the background theory, and the function symbol $f$, all used in a type-consistent manner.

Example 1: Assuming the background theory is LIA, consider the specification of a function $f$ of type $\text{int} \times \text{int} \rightarrow \text{int}$:

$$\varphi_1 : f(x,y) = f(y,x) \land f(x,y) \geq x.$$ 

The free variables in the specification are assumed to be universally quantified: a given function $f$ satisfies the above specification if the quantified formula $\forall x,y. \varphi_1$ holds, or equivalently, if the formula $\varphi_1$ is valid.

Set of Candidate Expressions: In order to make the synthesis problem tractable, the “syntax-guided” version allows the user to impose structural (syntactic) constraints on the set of possible functions $f$. The structural constraints are imposed by restricting $f$ to the set $L$ of functions defined by a given context-free grammar $G_L$. Each expression in $L$ has the same type as that of the function $f$, and uses the symbols in the background theory $T$ along with the variables corresponding to the formal parameters of $f$.

Example 2: Suppose the background theory is LIA, and the type of the function $f$ is $\text{int} \times \text{int} \rightarrow \text{int}$. We can restrict the set of expressions $f(x,y)$ to be linear expressions of the inputs by restricting the body of the function to expressions in the set $L_1$ described by the grammar below:

$$\text{LinExp} ::= x \mid y \mid \text{Const} \mid \text{LinExp} + \text{LinExp}$$

Alternatively, we can restrict $f(x,y)$ to conditional expressions with no addition by restricting the body terms from the set $L_2$ described by:

$$\text{Term} ::= x \mid y \mid \text{Const} \mid \text{ITE(Cond,Term,Term)}$$

$$\text{Cond} ::= \text{Term} \leq \text{Term} \mid \text{Cond} \land \text{Cond} \mid \neg \text{Cond} \mid (\text{Cond})$$
Grammars can be conveniently used to express a wide range of constraints, and in particular, to bound the depth and/or the size of the desired expression.

**SyGuS Problem Definition:** Informally, given the correctness specification $\varphi$ and the set $L$ of candidates, we want to find an expression $e \in L$ such that if we use $e$ as an implementation of the function $f$, the specification $\varphi$ is valid. Let us denote the result of replacing each occurrence of the function symbol $f$ in $\varphi$ with the expression $e$ by $\varphi[f/e]$. Note that we need to take care of binding of input values during such a substitution: if $f$ has two inputs that the expressions in $L$ refer to by the variable names $x$ and $y$, then the occurrence $f(e_1, e_2)$ in the formula $\varphi$ must be replaced with the expression $e[x/e_1, y/e_2]$ obtained by replacing $x$ and $y$ in $e$ by the expressions $e_1$ and $e_2$, respectively. Now we can define the syntax-guided synthesis problem, SyGuS for short, more precisely:

Given a background theory $T$, a typed function symbol $f$, a formula $\varphi$ over the vocabulary of $T$ along with $f$, and a set $L$ of expressions over the vocabulary of $T$ and of the same type as $f$, find an expression $e \in L$ such that the formula $\varphi[f/e]$ is valid modulo $T$.

**Example 3:** For the specification $\varphi_1$ presented earlier, if the set of allowed implementations is $L_1$ as shown before, there is no solution to the synthesis problem. On the other hand, if the set of allowed implementations is $L_2$, a possible solution is the conditional if-then-else expression $ITE(x \geq y, x, y)$.

In some special cases, it is possible to reduce the decision problem for syntax guided synthesis to the problem of deciding formulas in the background theory using additional quantification. For example, every expression in the set $L_1$ is equivalent to $ax + by + c$, for integer constants $a, b, c$. If $\varphi$ is the correctness specification, then deciding whether there exists an implementation for $f$ in the set $L_1$ corresponds to checking whether the formula $\exists x, a, b, c. \forall X. \varphi[f(ax + by + c)]$ holds, where $X$ is the set of all free variables in $\varphi$. This reduction was possible for $L_1$ because the set of all expressions in $L_1$ can be represented by a single parameterized expression in the original theory. However, the grammar may permit expressions of arbitrary depth which may not be representable in this way, as in the case of $L_2$.

**Synthesis of Multiple Functions:** A general synthesis problem can involve more than one unknown function. In principle, adding support for problems with more than one unknown function is merely a matter of syntactic sugar. For example, suppose we want to synthesize functions $f_1(x_1)$ and $f_2(x_2)$, with corresponding candidate expressions given by grammars $G_1$ and $G_2$, with start non-terminals $S_1$ and $S_2$, respectively. Both functions can be encoded with a single function $f_{12}(id, x_1, x_2)$. The set of candidate expressions is described by the grammar that contains the rules of $G_1$ and $G_2$ along with a new production $S := ITE(id = 0, S_1, S_2)$, with the new start non-terminal $S$. Then, every occurrence of $f_1(x_1)$ in the specification can be replaced with $f_{12}(0, x_1, *)$ and every call to $f_2(x_2)$ can be replaced with $f_{12}(1, *, x_2)$. Although adding support for multiple functions does not fundamentally increase the expressiveness of the notation, it does offer significant convenience in encoding real-world synthesis problems.

**Let Expressions in Grammar Productions:** The SMT-LIB interchange format for specifying constraints allows the use of let expressions as part of the formulas, and this is supported by our language also: $(\text{let } \varphi_1 \text{ in } \varphi_2)$. While let-expressions in a specification can be desugared, the same does not hold when they are used in a grammar. As an example, consider the grammar below for the set of candidate expressions for the function $f(x, y)$:

$$
T := (\text{let } z = U \text{ in } z + z) \\
U := x | y | \text{Const} | U + U | U * U | \{U\}
$$

The top-level expression specified by this grammar is the sum of two identical subexpressions built using arithmetic operators, and such a structure cannot be specified using a standard context-free grammar. In the example above, every let introduced by the grammar uses the same variable name. If the application of let-expressions are nested in the derivation tree, the standard rules for shadowing of variable definitions determine which definition corresponds to which use of the variable.

**SYNTH-LIB Input Format:** To specify the input to the SyGuS problem, we have developed an interchange format, called SYNTH-LIB, based on the syntax of SMT-LIB2—the input format accepted by the SMT solvers (see smt-lib.org). The input for the SyGuS problem to synthesize the function $f$ with the specification $\varphi_1$ in the theory LIA, with the grammar for the languages $L_1$ is encoded in SYNTH-LIB as:

$$(\text{set-logic LIA}) \\
(\text{synth-fun } f \ (\{x\ \text{Int}\} \ \{y\ \text{Int}\}) \ \text{Int}) \\
((\text{Start Int} \ (x \ y)) \\
\quad (\text{Constant Int}) \\
\quad (+ \ \text{Start} \ \text{Start}))) \\
(\text{declare-var } a \ \text{Int}) \\
(\text{declare-var } b \ \text{Int}) \\
(\text{constraint } (= \ (f \ a \ b) \ (f \ b \ a))) \\
(\text{constraint } (\geq \ (f \ a \ b) \ (a))) \\
(\text{check-synth})$$

**Optimality Criterion:** The answer to our synthesis problem need not be unique: there may be two expressions $e_1$ and $e_2$ in the set $L$ of allowed expressions such that both implementations satisfy the correctness specification $\varphi$. Ideally, we would like to associate a cost with each expression, and consider the problem of optimal synthesis which requires the synthesis tool to return the expression with the least cost among the correct ones. A natural cost metric is the size of the expression. In presence of let-expressions, the size directly corresponds to the number of instructions in the corresponding straight-line code, and thus such a metric can be used effectively for applications such as super-optimization.

**III. Inductive Synthesis**

Algorithmic approaches to program synthesis range over a wide spectrum, from deductive synthesis to inductive synthesis. In deductive program synthesis (e.g., [3]), a program is synthesized by constructively proving a theorem, employing logical inference and constraint solving. On the other hand, inductive
synthesis [17]–[19] seeks to find a program matching a set of input-output examples. It is thus an instance of learning from examples, also termed as \textit{inductive inference or machine learning} [20], [21]. Many current approaches to synthesis blend induction and deduction [22]; syntax guidance is usually a key ingredient in these approaches.

Inductive synthesizers generalize from examples by searching a restricted space of programs. In machine learning, this restricted space is called the \textit{concept class}, and each element of that space is often called a candidate \textit{concept}. The concept class is usually specified syntactically. Inductive learning is thus a natural fit for the syntax-guided synthesis problem introduced in this paper: the concept class is simply the set \( L \) of permissible expressions.

\section{A. Synthesis via Active Learning}

A common approach to inductive synthesis is to formulate the overall synthesis problem as one of \textit{active learning} using a \textit{query-based} model. Active learning is a special case of machine learning in which the learning algorithm can control the selection of examples that it generalizes from and can query one or more oracles to obtain both examples as well as labels for those examples. In our setting, we can consider the labels to be binary: positive or negative. A positive example is simply an interpretation to \( f \) in the background theory \( T \) that is consistent with the specification \( \phi \); i.e., it is a valuation to the arguments of the function symbol \( f \) along with the corresponding valuation of \( f \) that satisfies \( \phi \). A negative example is any interpretation of \( f \) that is not consistent with \( \phi \).

We refer the reader to a paper by Angluin [23] for an overview of various models for query-based active learning.

In program synthesis via active learning, the query oracles are often implemented using deductive procedures such as model checkers or satisfiability solvers. Thus, the overall synthesis algorithm usually comprises a top-level inductive learning algorithm that invokes deductive procedures (query oracles); e.g., in our problem setting, it is intuitive, although not required, to implement an oracle using an SMT solver for the theory \( T \). Even though this approach combines induction and deduction, it is usually referred to in the literature simply as “inductive synthesis.” We will continue to use this terminology in the present paper.

Consider the syntax-guided synthesis problem of Sec. II. Given the tuple \((T, f, \phi, L)\), there are two important choices one must make to fix an inductive synthesis algorithm: (1) search strategy: How should one search the concept class \( L \)? and (2) example selection strategy: Which examples do we learn from?

\section{B. Counterexample-Guided Inductive Synthesis}

Counterexample-guided inductive synthesis (CEGIS) [16], [24] shown in Figure 1 is perhaps the most popular approach to inductive synthesis today. CEGIS has close connections to algorithmic debugging using counterexamples [19] and counterexample-guided abstraction refinement (CEGAR) [25]. This connection is no surprise, because both debugging and abstraction-refinement involve synthesis steps: synthesizing a repair in the former case, and synthesizing an abstraction function in the latter (see [22] for a more detailed discussion).

The defining aspect of CEGIS is its example selection strategy: \textit{learning from counterexamples provided by a verification oracle}. The learning algorithm, which is initialized with a particular choice of concept class \( L \) and possibly with an initial set of (positive) examples, proceeds by searching the space of candidate concepts for one that is consistent with the examples seen so far. There may be several such consistent concepts, and the search strategy determines the chosen candidate, an expression \( e \). The concept \( e \) is then presented to the verification oracle \( O_V \), which checks the candidate against the correctness specification. \( O_V \) can be implemented as an SMT solver that checks whether \( \phi[f/e] \) is valid modulo the theory \( T \). If the candidate is correct, the synthesizer terminates and outputs this candidate. Otherwise, the verification oracle generates a counterexample, an interpretation to the symbols and free variables in \( \phi[f/e] \) that falsifies it. This counterexample is returned to the learning algorithm, which adds the counterexample to its set of examples and repeats its search; note that the precise encoding of a counterexample and its use can vary depending on the details of the learning algorithm employed. It is possible that, after some number of iterations of this loop, the learning algorithm may be unable to find a candidate concept consistent with its current set of (positive/negative) examples, in which case the learning step, and hence the overall CEGIS procedure, fails.

Several search strategies are possible for learning a candidate expression in \( L \), each with its pros and cons. In the following sections, we describe three different search strategies and illustrate the main ideas in each using a small example.

\section{C. Illustrative Example}

Consider the problem of synthesizing a program which returns the maximum of two integer inputs. The specification of the desired program \( \text{max} \) is given by:

\[ \max(x, y) \geq x \land \max(x, y) \geq y \land (\max(x, y) = x \lor \max(x, y) = y) \]

The search space is suitably defined by an expression grammar which includes addition, subtraction, comparison, conditional operators and the integer constants 0 and 1.
The symbolic CEGIS approach uses a constraint solver both for searching for a candidate expression that works for a set of concrete input examples (concept learning) and verification of validity of an expression for all possible inputs. We use component based synthesis of loop-free programs as described by Jha et al. [5], [7]. Each production in the grammar corresponds to a component in a library. A loop-free program comprising these components corresponds to an expression from the grammar. Some sample components for the illustrative example are shown in Table II along with their corresponding productions.

The input/output ports of these components are typed and only well-typed programs correspond to well-formed expressions from the grammar. To ensure this, Jha et al.’s encoding [5] is extended with typing constraints. We illustrate the working of this algorithm on the maximum of two integers example. The library of allowed components is instantiated to contain one instance each of ITE and all comparison operators($\le, \ge, =$) and the concrete example set is initialized with $\langle x = 0, y = 0 \rangle$. The first candidate loop-free program synthesized corresponds to the expression $x$. This candidate is submitted to the verification oracle which returns with $\langle x = -1, y = 0 \rangle$ as a counterexample. This counterexample is added to the concrete example set and the learning algorithm is queried again. The SMT formula for learning a candidate expression is solved in an incremental fashion; i.e., the constraint for every new example is added to the list of constraints from the previous examples. The steps of the algorithm on the illustrative example are shown in Table III.

If synthesis fails for a component library, we add one instance of every operator to the library and restart the algorithm with the new library. We also tried a modification to the original algorithm [5], in which, instead of searching for a loop-free program that utilizes all components from the given library at once, we search for programs of increasing length such that every line can still select any component from the library. The program length is increased in an exponential

<table>
<thead>
<tr>
<th>Expression to Verifier</th>
<th>Learned Test Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$\langle x = 0, y = 1 \rangle$</td>
</tr>
<tr>
<td>$y$</td>
<td>$\langle x = 1, y = 0 \rangle$</td>
</tr>
<tr>
<td>1</td>
<td>$\langle x = 0, y = 0 \rangle$</td>
</tr>
<tr>
<td>$x + y$</td>
<td>$\langle x = 1, y = 1 \rangle$</td>
</tr>
<tr>
<td>$ITE(x \leq y, y, x)$</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I**
A RUN OF THE ENUMERATIVE ALGORITHM

**D. Enumerative Learning**

The enumerative learning algorithm [8] adopts a dynamic programming based search strategy that systematically enumerates concepts (expressions) in increasing order of complexity. Various complexity metrics can be assigned to concepts, the simplest being the expression size. The algorithm needs to store all enumerated expressions, because expressions of a given size are composed to form larger expressions in the spirit of dynamic programming. The algorithm maintains a set of concrete test cases, obtained from the counterexamples returned by the verification oracle. These concrete test cases are used to reduce the number of expressions stored at each step by the dynamic programming algorithm.

We demonstrate the working of the algorithm on the illustrative example. Table I shows the expressions submitted to the verification oracle (an SMT solver) during the execution of the algorithm and the values for which the expression produces incorrect results. Initially, the algorithm submits the expression $x$ to the verifier. The verifier returns a counterexample $\langle x = 0, y = 1 \rangle$, corresponding to the case where the expression $x$ violates the specification. The expression enumeration is started from scratch every time a counterexample is added. All enumerated expressions are checked for conformance with the accumulated (counter)examples before making a potentially-expensive query to the verifier. In addition, suppose the algorithm enumerates two expressions $e$ and $e'$ which evaluate to the same value on the examples obtained so far, then only one of $e$ or $e'$ needs to be considered for the purpose of constructing larger expressions.

Proceeding with the illustrative example, the algorithm then submits the expression $y$ and the constant 1 to the verifier. The verifier returns the values $\langle x = 1, y = 0 \rangle$ and $\langle x = 0, y = 0 \rangle$, respectively, as counterexamples to these expressions. The algorithm then submits the expression $x + y$ to the verifier. The verifier returns the values $\langle x = 1,y = 1 \rangle$ as a counterexample. The algorithm then submits the expression shown in the last row of Table I to the verifier. The verifier certifies it to be correct and the algorithm terminates.

The optimization of pruning based on concrete counterexamples helps in two ways. First, it reduces the number of invocations of the verification oracle. In the example we have described, the correct expression was examined after only four calls to the SMT solver, although about 200 expressions were enumerated by the algorithm. Second, it reduces the search space for candidate expressions significantly (see [8] for details). For instance, in the run of the algorithm on the example, although the algorithm enumerated about 200 expressions, only about 80 expressions were stored.

**E. Constraint-based Learning**

We demonstrate the working of the algorithm on the illustrative example. Table I shows the expressions submitted to the verification oracle (an SMT solver) during the execution of the algorithm and the values for which the expression produces incorrect results. Initially, the algorithm submits the expression $x$ to the verifier. The verifier returns a counterexample $\langle x = 0, y = 1 \rangle$, corresponding to the case where the expression $x$ violates the specification. The expression enumeration is started from scratch every time a counterexample is added. All enumerated expressions are checked for conformance with the accumulated (counter)examples before making a potentially-expensive query to the verifier. In addition, suppose the algorithm enumerates two expressions $e$ and $e'$ which evaluate to the same value on the examples obtained so far, then only one of $e$ or $e'$ needs to be considered for the purpose of constructing larger expressions.

Proceeding with the illustrative example, the algorithm then submits the expression $y$ and the constant 1 to the verifier. The verifier returns the values $\langle x = 1, y = 0 \rangle$ and $\langle x = 0, y = 0 \rangle$, respectively, as counterexamples to these expressions. The algorithm then submits the expression $x + y$ to the verifier. The verifier returns the values $\langle x = 1,y = 1 \rangle$ as a counterexample. The algorithm then submits the expression shown in the last row of Table I to the verifier. The verifier certifies it to be correct and the algorithm terminates.

The optimization of pruning based on concrete counterexamples helps in two ways. First, it reduces the number of invocations of the verification oracle. In the example we have described, the correct expression was examined after only four calls to the SMT solver, although about 200 expressions were enumerated by the algorithm. Second, it reduces the search space for candidate expressions significantly (see [8] for details). For instance, in the run of the algorithm on the example, although the algorithm enumerated about 200 expressions, only about 80 expressions were stored.

<table>
<thead>
<tr>
<th>Production</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \rightarrow ITE(B, E, E)$</td>
<td>Inputs: $(i_1 : B)(i_2, i_3 : E)$</td>
</tr>
<tr>
<td></td>
<td>Output: $(o : E)$</td>
</tr>
<tr>
<td></td>
<td>Spec: $o = ITE(i_1, i_2, i_3)$</td>
</tr>
<tr>
<td>$B \rightarrow E \leq E$</td>
<td>Inputs: $(i_1, i_2 : E)$</td>
</tr>
<tr>
<td></td>
<td>Output: $(o : B)$</td>
</tr>
<tr>
<td></td>
<td>Spec: $o = i_1 \leq i_2$</td>
</tr>
</tbody>
</table>

**TABLE II**
COMPONENTS FROM PRODUCTIONS
fashion (1, 2, 4, 8, \cdots) for a good coverage. This approach provides better running times for most benchmarks in our set, but it can also be more expensive in certain cases.

F. Learning by Stochastic Search

The stochastic learning procedure is an adaptation of the algorithm recently used by Schufza et al. \cite{11} for program super-optimization. The learning algorithm of the CEGIS loop uses the Metropolis-Hastings procedure to sample expressions. The probability of choosing an expression \( e \) is proportional to a value \( \text{Score}(e) \), which indicates the extent to which \( e \) meets the specification \( \phi \). The Metropolis-Hastings algorithm guarantees that, in the limit, expressions \( e \) are sampled with probability proportional to \( \text{Score}(e) \). To complete the description of the search procedure, we need to define \( \text{Score}(e) \) and the Markov chain used for successor sampling. We define \( \text{Score}(e) \) to be

\[
\exp(-\beta C(e)),
\]

where \( \beta \) is a smoothing constant (set by default to 0.5), and the cost function \( C(e) \) is the number of concrete examples on which \( e \) does not satisfy \( \phi \).

We now describe the Markov chain underlying the search. Fix an expression size \( n \), and consider all expressions in \( L \) with parse trees of size \( n \). The initial candidate is chosen uniformly at random from this set \cite{26}. Given a candidate \( e \), we pick a node \( v \) in its parse tree uniformly at random. Let \( e_v \) be the subexpression rooted at this node. This subtree is replaced by another subtree (of the same type) of size equal to \( |e_v| \) chosen uniformly at random. Given the original candidate \( e \), and a mutation \( e' \) thus obtained, the probability of making \( e' \) the new candidate is given by the Metropolis-Hastings acceptance ratio

\[
\alpha(e, e') = \min(1, \frac{\text{Score}(e')}{\text{Score}(e)}).
\]

The final step is to describe how the algorithm selects the expression size \( n \). Although the solver comes with an option to specify \( n \), the expression size is typically not known a priori given a specification \( \phi \). Intuitively, we run concurrent searches for a range of values for \( n \). Starting with \( n = 1 \), with some probability \( p_m \) (set by default to 0.01), we switch at each step to one of the searches at size \( n \pm 1 \). If an answer \( e \) exists, then the search at size \( n = |e| \) is guaranteed to converge.

Consider the earlier example for computing the maximum of two integers. There are 768 integer-valued expressions in the grammar of size six. Thus, the probability of choosing \( e = \text{ITE}(x \leq 0, y, x) \) as the initial candidate is \( 1/768 \). The subexpression to mutate is chosen uniformly at random, and so the probability of deciding to mutate the boolean condition \( x \leq 0 \) is \( 1/6 \). Of the 48 boolean conditions in the grammar, \( y \leq 0 \) may be chosen with probability \( 1/48 \). Thus, the mutation \( e' = \text{ITE}(0 \leq y, y, x) \) is considered with probability \( 1/288 \). Given a set of concrete examples \( \{(-1, -1), (1, 1), (1, 2)\} \), \( \text{Score}(e) = \exp(-2\beta) \), and \( \text{Score}(e') = \exp(-3\beta) \), and so \( e' \) becomes the new candidate with probability \( \exp(-\beta) \). If, on the other hand, \( e' = \text{ITE}(x \leq y, y, x) \) had been the mutation considered, then \( \text{Score}(e') = 1 \), and \( e' \) would have become the new candidate with probability 1.

Our algorithm differs from that of Schufza et al. \cite{11} in three ways: (1) we do not attempt to optimize the size of the expression while the super-optimizer does so; (2) we synthesize expression graphs rather than straight-line assembly code, and (3) since we do not know the expression size \( n \), we run concurrent searches for different values of \( n \), whereas the super-optimizer can use the size of the input program as an upper bound on program size.

IV. Benchmarks and Evaluation

We are in the process of assembling a benchmark suite of synthesis problems to provide a basis for side-by-side comparisons of different solution strategies. The current set of benchmarks is limited to synthesis of loop-free functions with no optimality criterion; nevertheless, the benchmarks provide an initial demonstration of the expressiveness of the base formalism and of the relative merits of the individual solution strategies presented earlier. Specifically, in this section we explore three key questions about the benchmarks and the prototype synthesizers.

- Complexity of the benchmarks. Our suite includes a range of benchmarks from simple toy problems to non-trivial functions that are difficult to derive by hand. Some of the benchmarks can be solved in a few hundredths of a second, whereas others could not be solved by any of our prototype implementations. In all cases, however, the complexity of the problems derives from the size of the space of possible functions and not from the complexity of checking whether a candidate solution is correct.

- Relative merits of different solvers. The use of a standard format allows us to perform the first side-to-side comparison of different approaches to synthesis. None of the implementations were engineered with high-performance in mind, so the exact solution times are not necessarily representative of the best that can be achieved by a particular approach. However, the order of magnitude of the solution times and the relative complexity of the different approaches on different benchmarks can give us an idea of the relative merits of each of the approaches described earlier.

- Effect of problem encoding. For many problems, there are different natural ways to encode the space of desired functions into a grammar, so we are interested in observing the effect of these differences in encoding for the different solvers.

To account for variability and for the constant factors introduced by the prototype nature of the implementations, we report only the order of magnitude of the solution times in five different buckets: 0.1 for solution times less than half a second, 1 for solution times between half a second and 15 seconds, 100 for solution times up to two minutes, 300 for solution times of up to 5 minutes, and infinity for runs that time out after 5 minutes.

The benchmarks themselves are grouped into three categories: hacker’s delight problems, integer benchmarks, and assorted boolean and bit-vector problems.

**Hacker’s delight benchmarks**: This set includes 57 different benchmarks derived from 20 different bit-manipulation problems from the book *Hacker’s Delight* \cite{27}. These bit-vector problems were among the first to be successfully tackled by synthesis technology and remain an active area of
research [4], [5], [16]. For these benchmarks, the goal is to discover clever implementations of bit-vector transformations (colloquially known as bit-twiddling). For most problems, there are three different levels of grammars numbered $d_0$, $d_1$ and $d_5$; level $d_0$ involves only the instructions necessary for the implementation, so the synthesizer only needs to discover how to connect them together. Level $d_5$, on the other extreme, involves a highly unconstrained grammar, so the synthesizer must discover which operators to use in addition to how to connect them together.

Fig. 2 shows the performance of the three solvers on a sample of the benchmarks. For the Hacker’s Delight benchmarks (hd) we see that the enumerative solver dominates, followed by the stochastic solver. The symbolic search was the slowest, failing to terminate on 29 of the 57 benchmarks. It is worth mentioning, however, that none of the grammars for these problems required the synthesizer to discover the bit-vector constants involved in the efficient implementations. We have some evidence to suggest that the symbolic solver can discover such constants from the full space of $2^{32}$ possible constants with relatively little additional effort. On the other hand, for many of these problems the magic constants come from a handful of values such as 1, 0, or 0xffffffff, so it is unnecessary for the enumerative solver to search the space of $2^{32}$ possible bit-vectors.

Finally, because these benchmarks have different grammars for the same problem, we can observe the effect of using more restrictive or less restrictive grammars as part of the problem description. We can see in the data that all solvers were affected by the encoding of the problem for at least some benchmark; although in some cases, the pruning strategies used by the solvers were able to ameliorate the impact of the larger search space.

**Integer benchmarks:** These benchmarks are meant to be loosely representative of synthesis problems involving functions with complex branching structures involving linear integer arithmetic. One of the benchmarks is array-search, which synthesizes a loop-free function that finds the index of an element in a sorted tuple of size $n$, for $n$ ranging from 2 to 16. This benchmark proved to be quite complex, as no solver was able to synthesize this function for $n > 4$. The max benchmarks are similar except they compute the maximum of a tuple of size $n$.

Fig. 2 shows the relative performance of the three solvers on these benchmarks for sizes up to 4. With one exception, the enumerative solver is the fastest for this class of benchmarks, followed by the stochastic solver. The exception was max3 where the stochastic solver was faster.

**Boolean/Bit-vector benchmarks:** The parity benchmark computes the parity of a set of Boolean values. The different versions represent different grammars to describe the set of Boolean functions. As with other benchmarks, the enumerative solver was always faster, whereas the symbolic solver failed on every instance. These results show the impact that different encodings of the same space of functions can have on the solution time for both of the solution strategies that succeeded. Unlike the hd benchmarks where the different grammars for a given benchmark were strict subsets of each other, in this case the encodings AIG and NAND correspond to different representations of the same space of functions.

The Morton benchmarks, which involve the synthesis of a function to compute Morton numbers, are intended as challenge problems, and could not be completed by any of the synthesizers.

**Observations:** The number of benchmarks and the maturity of the solvers are too limited to draw broad conclusions,
but the overall trend we observe is that the encoding of the problem space into grammar has a significant impact on performance, although the solvers are often good at mitigating the effect of larger search spaces. We can also see that non-symbolic techniques can be effective in exploring spaces of implementations and can surpass symbolic techniques, especially when the problems do not require the synthesizer to derive complex bit-vector constants, which is true for all the bit-vector benchmarks used. Moreover, we observe that the enumerative technique was better than the stochastic search for all but two benchmarks, so although both implementations are immature, these results suggest that it may be easier to derive good pruning rules for the explicit search than an effective fitness function for the stochastic solver.

The symbolic solver used for these experiments represents one of many possible approaches to encoding the synthesis problem into a series of constraints. We have some evidence that more optimized encodings can make the symbolic approach more competitive, although there are still many problems for which the enumerative approach is more effective. Specifically, we have transcribed all the hacker’s delight and integer benchmarks into the input language of the Sketch synthesis system [24]. Sketch completed all but 11 of the hd benchmarks, and it was able to synthesize array-search up to size 7. This experiment is not an entirely fair comparison because, although Sketch uses a specialized constraint solver and carefully tuned encodings, the symbolic solver presented in this paper uses a direct encoding of the problem into sequences of constraints and uses Z3, a widely used off-the-shelf SMT solver which is not as aggressively tuned for synthesis problems. Despite these limitations, the symbolic solver was able to solve many of the benchmarks, providing a lower bound on what can be achieved with a straightforward use of off-the-shelf technology.

Moreover, the enumerative solver was able to solve more hd problems than even the more optimized symbolic solver. The problems where the enumerative solver succeeded but Sketch failed were the d5 versions of problems 11, 12, 14 and 15, which suggests that the enumerative solver was better at pruning unnecessary instructions from the grammar. On the other hand, the more optimized symbolic solver did have a significant advantage in the array-search benchmarks which the enumerative solver could only solve up to size 4.

V. CONCLUSIONS

Aimed at formulating the core computational problem common to many recent tools for program synthesis in a canonical and logical manner, we have formalized the problem of syntax-guided synthesis. Our prototype implementation of the three approaches to solve this problem is the first attempt to compare and contrast existing algorithms on a common set of benchmarks. We are already working on the next steps in this project. These consist of (1) finalizing the input syntax (SYNTH-LIB) based on the input format of SMT-LIB2, with an accompanying publicly available parser, (2) building a more extensive and diverse repository of benchmarks, and (3) organizing a competition for SyGuS-solvers. We welcome feedback and help from the community on all of these steps.
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I. TRADITIONAL NETWORKING

Computer networks are essential infrastructure in modern society. Much like the electric power grid, we expect networks to always function, and there are often serious material consequences when they fail. Unfortunately, network failures are all too common. At Amazon, a configuration error during routine maintenance triggered cascading failures that shut down a datacenter and the customer machines hosted there. At GoDaddy, a corrupted routing table disabled their domain service (DNS) for a day, causing a widespread outage. At United Airlines, a network connectivity issue disabled their reservation system, leading to thousands of flight cancellations and a “ground stop” at their San Francisco hub. Even worse, each of these failures could have been avoided—they were all caused by operator errors or software bugs [6], [15], [22].

The high rate of network failures should not be surprising. A typical datacenter or enterprise network is a complex system with thousands of devices: routers and switches, web caches and load balancers, monitoring middleboxes and firewalls, and more. Each type of device runs a stack of interrelated protocols and is configured by idiosyncratic, vendor-specific interfaces. Network operators have to grapple with this complexity to implement high-level, end-to-end policies. For example, an access control policy or a quality of service guarantee may need to be implemented by stringing together configurations on several devices. Network operators who can accomplish these feats have been called “masters of complexity” [18], for good reason!

The complexity of traditional networks has also made it extremely difficult to build automated tools for reasoning precisely about end-to-end behavior. To make an effective tool, one would need to somehow reverse-engineer the semantics of numerous poorly-documented devices, construct parsers for proprietary protocols, and formalize their concurrent execution and asynchronous interactions. Although formal models of traditional networks have been developed, they are either too complex to be effective or too abstract to be practical.

II. SOFTWARE-DEFINED NETWORKING

Recently, a new network architecture has emerged called software defined networking (SDN) that addresses the many of the issues listed above. An SDN eliminates the heterogeneous devices used in traditional networks—switches, routers, load balancers, firewalls, etc.—and replaces them with commodity programmable switches. These switches are managed and programmed by a logically-centralized controller machine, which communicates with switches using a standard protocol such as OpenFlow [14].

Since OpenFlow-programmable switches conform to a well-defined interface, it is possible to reason about their behavior and even build formal models of their operation. This has sparked a lot of interest in building verification tools for software defined networks. Before introducing verification, this tutorial will start with begin with an introduction to OpenFlow itself. Using OX, a simple, OCaml-based controller, participants will first learn how to write some simple SDN applications. The skills they learn will be directly applicable to other popular platforms, such as NOX [7], POX [17], Beacon [3], Nettle [19], and Floodlight [8].

III. PROGRAMMING WITH FRENETIC

OpenFlow and SDN make network programming possible, but they do not make it easy. The first part of the tutorial will make it evident that the OpenFlow abstraction is quite low-level; although it abstracts away several hardware details, it still feels like an “assembly language” for switch programming. It is particularly hard to run several programs or modules simultaneously when programming directly with OpenFlow. If composed naively, two applications are almost certain to destroy each others’ network state. Broadly, OpenFlow itself lacks the mechanisms that we need to construct software from separate, modular components.

To address this issue, we will introduce Frenetic, a high-level language for programming SDN. Unlike OpenFlow, which requires programmers to carefully manipulate low-level switch-state, Frenetic provides a much higher level of abstraction: a Frenetic program denotes a mathematical, packet-processing function. Frenetic provides a collection of simple functions for filtering, modifying, counting, and forwarding packets, as well as several operators that combine smaller functions into larger ones. The Frenetic compiler takes care of translating these functions into low-level OpenFlow instructions, and the Frenetic runtime system addresses several other details of OpenFlow.

In this tutorial, we will show participants how to program SDNs in a modular way, using Frenetic’s abstractions. We will build several realistic network applications from the ground up, and also learn to use more sophisticated modules, such as NAT and MAC-learning, which are part of the Frenetic standard library. We will also look under the hood to see how the Frenetic compiler and runtime system work.

Although the tutorial will focus on Frenetic, we hope to impart an understanding of other network programming
languages, such as Pyretic [15], Maple [20], and PAN [3]. Although these languages provide a variety of abstractions, they all address issues of modularity and composition that Frenetic also tackles.

IV. VERIFICATION WITH FRENETIC

Frenetic’s modularity and composition operators make SDN programming much easier; however, SDN promises to make networks verifiable, too. There are several verification tools that operate directly on low-level network state [1], [10], [12], but Frenetic programs can be verified at the source-level. This tutorial will introduce the Frenetic verification tool, which can check reachability properties of source-level Frenetic programs automatically. This tool enables programmers to automatically answer questions such as, “is host A reachable from host B?”, “is there a loop involving C?”, “is all SSH traffic blocked?”, and so on. These are precisely the kinds of questions that network operators ask whilst debugging and troubleshooting their networks.

Under the hood, the Frenetic verification tool operates by encoding programs and properties as SAT formulae and checks their satisfiability using the Z3 theorem prover. Thanks to Frenetic’s well-defined, high-level semantics, the encoding is fairly straightforward and certainly much simpler than tools that work with OpenFlow directly.

V. CONCLUSION

We hope this tutorial will show you how programming languages technology and formal methods can be used to both build networks and verify important network properties. Since this is an in-depth, hands-on tutorial, we will only get to use a small selection of tools and technologies, developed as part of the Frenetic project. However, your experience with Frenetic and its tools will also help you understand the many other languages and tools that have been developed for this domain.
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Firmware Validation: Challenges and Opportunities

Jim Grundy
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ABSTRACT
Firmware validation is driven by imperatives and challenges distinct from those of application level software. In this tutorial we will survey the characteristics of firmware projects, focusing on those that make them particularly challenging and important to validate. We'll look at the tasks accomplished using firmware, the environments in which it executes, and how firmware is shaped by the constraints imposed by the greater product development program in which it fits. Finally, we'll look at some of our experiences in firmware validation and the lessons we've learned from them. Specifically, we'll be looking for lessons that can help to guide the selection of problems to study and appropriate case studies on which to evaluate them.
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ABSTRACT

Several recent operating systems provide system calls that allow an application to explicitly manage the privileges of modules with which the application interacts. Such privilege-aware operating systems allow a programmer to write a program that satisfies a strong security policy, even when the program interacts with untrusted modules. However, it is often non-trivial to rewrite a program to correctly use the system calls to satisfy a high-level security policy.

This paper concerns the policy-weaving problem, which is to take as input a program, a desired high-level policy for the program, and a description of how system calls affect privilege, and automatically rewrite the program to invoke the system calls so that it satisfies the policy. We describe a reduction from the policy-weaving problem to finding a winning strategy to a two-player safety game. We then describe a policy-weaver generator that implements the reduction and a novel game-solving algorithm, and present an experimental evaluation of the generator applied to a model of the Capsicum capability system. We conclude by outlining ongoing work in applying the generator to a model of the HiStar decentralized-information-flow control (DIFC) system.
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Using Process Modeling and Analysis Techniques to Reduce Errors in Healthcare

Lori A. Clarke
University of Massachusetts, Amherst

ABSTRACT
As has been widely reported in the news lately, healthcare errors are a major cause of death and suffering. In the University of Massachusetts Medical Safety Project, we are exploring the use of process modeling and analysis technologies to help reduce medical errors and improve efficiency. Specifically, we are modeling healthcare processes using a process definition language and then analyzing these processes using model checking, fault-tree analysis, discrete event simulation, and other techniques. Working with the UMASS School of Nursing and the Baystate Medical Center, we are undertaking in-depth case studies on error-prone and life-critical healthcare processes. In many ways, these processes are similar to complex, distributed systems with many interacting, concurrent threads and numerous exceptional conditions that must be handled carefully.

This talk describes the technologies we are using, discusses case studies, and presents our observations and findings to date. Although presented in terms of the healthcare domain, the described approach could be applied to human-intensive processes in other domains to provide a technology-driven approach to process improvement.
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Static Verification Based Signoff –
A Key Enabler for Managing Verification Complexity in the Modern SoC

Pranav Ashar
Real Intent

ABSTRACT
Application-based verification, i.e., partitioning the verification process by verification concerns, has become an important approach for managing verification complexity in the billion-transistor SoC. This new verification paradigm has truly come into focus with the proliferation of layers of complexity in an SoC beyond the baseline complexity of its constituent components. In a sense, the nature of chip complexity has shifted from how much goes into a chip to what goes into a chip. Given a narrow verification concern like clock-domain verification, power, dft, reset analysis etc, the specification, analysis and debug dimensions of the verification problem become meaningfully solvable. This is a new paradigm in a sense because it focuses technologists toward the development of complete solutions and closure for the problem at hand as a whole rather than on just nuts-and-bolts technologies like simulation and ABV. Static formal analysis is able to play a key role in this paradigm for various reasons. With the narrow focus on a specific verification problem, much of the specification becomes precise and implicit. In addition, the limited scope allows the formal analysis to be controlled and nominally tractable. Further, even when the formal analysis remains bounded, it is still possible to return actionable information to the user. Finally, debug becomes much more precise and actionable in the context of the narrow verification concern being addressed. These aspects all come to fore in the verification of clock domain crossings in the modern SoC. Used to be that a chip would have a handful of clock domains and the clock-domain checking could be done manually. With 100s of clocks domains on chip, that luxury is not available any more. No SoC gets taped out today without a dedicated sign-off of clock-domain crossings using verification tools specialized for this problem. Another reason clock-domain verification is good to highlight as an example of the new paradigm is that it is at the intersection of chip functionality and timing. This verification task cannot be completed by just functional simulation or just by static timing analysis. It needs a specialized solution, with static formal analysis at its core, to do justice to it.
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FMCAD 2013 featured an event new to the FMCAD conference series, the Graduate Student Forum, held on Monday October 21, following the joint MEMOCODE/FMCAD Tutorial Day. The intention of the Forum was to specifically attract students to the conference, by providing them with a platform for introducing their research to the wider Formal Methods community, and obtain feedback on it. Submissions were solicited in the form of short reports describing research ideas, or ongoing work in the scope of the FMCAD conference that the student is currently pursuing.

In response to the Call for Student Forum papers, the Organizing Committee received 29 submissions (after discounting a few withdrawals), many of them of very high quality. As expected for a first-time (rather than a “broken-in”) event, the flavor of submissions varied considerably, from initial reports on brand-new research, to extensions of work published before, and survey-style articles summarizing previous results by the author. The submissions also varied greatly by topic, ranging from software model checking and HW/SW co-verification, to foundational papers on automata theory and games, to micro-architecture verification and behavioral hardware synthesis.

The submissions were reviewed by members of a small subset of the FMCAD 2013 Program Committee. After an initial review by one committee member, each submission was discussed in detail by the Student Forum sub-committee. The reviews focused on novelty of the work, the technical maturity of the submission, and on the quality of the presentation. While both proposed future work as well as already conducted work was acceptable, in either case some (unpublished) novel insight or contribution was expected. Following the discussion, a total of 14 submissions were accepted for inclusion in the FMCAD 2013 program, amounting to an acceptance rate of around 50%. The list of accepted submissions can be found on the following page in these proceedings.

The Student Forum itself consisted of very short presentations by the student authors of each accepted submission, and of a poster that was on display throughout the duration of FMCAD.

The FMCAD Student Forum Chair wishes to express his sincere gratitude to FMCAD’s sponsors for their very generous support of the event, in particular via a substantial financial contribution from FMCAD Inc., via several travel grants made available by NVIDIA Corporation directly for the Student Forum, and via further financial support by Atrenta Inc., Galois Inc., IBM Corporation, Intel Corporation, Jasper Design Automation, Mentor Graphics, Microsoft Corporation, NEC Labs America, OneSpin Solutions, Oski Technology Inc., Real Intent, Synopsys, and Xpliant. Thanks to this support, it was possible to provide a large number of student participants with a substantial travel grant. The FMCAD Graduate Student Forum would not have been possible in this format without this extensive sponsorship.

The Student Forum would also not have been possible without the hard work by the student authors and their many excellent submissions. The Chair is grateful to all contributors to this successful event, especially to the FMCAD 2013 General and Program Chairs, Barbara Jobstmann and Sandip Ray, for their advice, assistance, and encouragement.

Portland, October 21, 2013

Thomas Wahl
Student Forum Chair
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Distributed Synthesis for LTL Fragments

Krishnendu Chatterjee, Thomas A. Henzinger, Jan Otop, Andreas Pavlogiannis
IST Austria
{chatterjee, tah, joto, pavlogiannis}@ist.ac.at

Abstract—We consider the distributed synthesis problem for temporal logic specifications. Traditionally, the problem has been studied for LTL, and the previous results show that the problem is decidable iff there is no information fork in the architecture. We consider the problem for fragments of LTL and our main results are as follows: (1) We show that the problem is undecidable for architectures with information forks even for the fragment of LTL with temporal operators restricted to next and eventually. (2) For specifications restricted to globally along with non-nested next operators, we establish decidability (in EXPSPACE) for star architectures where the processes receive disjoint inputs, whereas we establish undecidability for architectures containing an information fork-meet structure. (3) Finally, we consider LTL without the next operator, and establish decidability (NEEXPSPACE-complete) for all architectures for a fragment that consists of a set of safety assumptions, and a set of guarantees where each guarantee is a safety, reachability, or liveness condition.

I. INTRODUCTION

Synthesis and distributed synthesis. The synthesis problem is the most rigorous form of systems design, where the goal is to construct a system from a given temporal logic specification. The problem was originally proposed by Church [1] for synthesis of circuits, and has been revisited in many different contexts, such as supervisory control of discrete event systems [2], synthesis of reactive modules [3], and several others. In a seminal work, Pnueli and Rosner [4] extended the classical synthesis problem to a distributed setting. In the distributed synthesis problem, the input consists of (i) an architecture of synchronously communicating processes, that exchange messages through communication channels; and (ii) a specification given as a temporal logic formula; and the synthesis question asks for a reactive system for each process such that the specification is satisfied. The most common logic to express temporal logic specifications is the linear-time temporal logic (LTL) [5].

Previous results for distributed synthesis for LTL. In general the distributed synthesis problem is undecidable for LTL, but the problem is decidable for pipeline architectures [4]. The undecidability proof uses ideas originating from the undecidability proof of three-player imperfect-information games [6], [7]. The decidability results for distributed synthesis have been extended to other similar architectures, such as one-way rings [8], and also a distributed games framework was proposed in [9]. Finally, a complete topological criterion on the architecture for decidability of distributed synthesis for LTL was presented [10], where it was shown that the problem is decidable if and only if there is no information fork in the underlying architecture. Architectures without information forks can essentially be reduced to pipelines.

Fragments of LTL. While LTL provides a very rich framework to express temporal logic specifications, in recent years, several fragments of LTL have been considered for efficient synthesis of systems in the non-distributed setting. Such fragments often encompass a large class of properties that arise in practice and admit efficient synthesis algorithms, as compared to the whole LTL. In [11], [12] the authors considered a fragment of LTL with only eventually (reachability) and globally (safety) as the temporal operators. In [13] LTL with only eventually and globally operators (but without next and until operators) was considered for efficient translation to deterministic automata. The temporal logic specifications for reactive systems often consist of a set of assumptions and a set of guarantees, and the reactive system must satisfy the guarantees if the environment satisfies the assumptions. In [14] the GR1 (generalized reactivity 1) fragment of LTL was introduced where each assumption and guarantee is a liveness condition; and it has been shown that GR1 synthesis is very effective to automatically synthesize industrial protocols such as the AMBA protocol [15], [16].

Our contributions. In this work we consider the distributed synthesis problem for fragments of LTL. The previous results in the literature considered the whole LTL and characterized architectures that lead to decidability of distributed synthesis. In contrast, we consider fragments of LTL to present finer characterizations of the decidability results. Our main contributions are as follows:

1) Reachability properties. First we consider the fragment of LTL with next and eventually (reachability) as the only temporal operators, and establish that the distributed synthesis problem is undecidable if there is an information fork in the underlying architecture. In particular, the problem is undecidable with one nesting depth of the next operator and only one eventually operator; i.e., if we consider the fragment of LTL that consists of Boolean combinations of atomic propositions and next of atomic propositions; and only one eventually as the temporal operator, then the distributed synthesis problem is undecidable iff there is an information fork in the architecture.

2) Safety properties. We then consider the fragment of LTL with next and globally (safety) as the only temporal operators, with a single occurrence of the globally operator. We show that the distributed synthesis problem can be decidable under the existence of information forks; in particular we establish decidability (in EXPSPACE) for the star architecture where processes have no common inputs from the environment. However, we show that
the problem remains undecidable for architectures containing an information fork-meet, a structure in which two processes receive sets of disjoint inputs, (as in the information fork case), and a third process receives the union of those sets. Moreover, our undecidability proof again uses specifications that do not contain nested next operators. In other words, if there is information fork, the problem may be decidable, but if there is information fork, and then the forked information meets again, then we obtain undecidability.

3) Temporal specifications without the next operator. Since our results show that even with one nesting depth of the next operator, distributed synthesis is undecidable with reachability and safety objectives, we finally consider the problem without the next operator. We show that if we consider a set of safety assumptions, and a set of guarantees such that each guarantee is a safety, reachability, or a liveness guarantee, then the distributed synthesis problem is decidable (and \( \text{NEXPTIME}\)-complete) for all architectures.

Hence, our paper improves upon existing results by presenting finer (un)undecidability characterizations of the distributed synthesis problem for fragments of LTL. We also remark that when we establish decidability, it is either \( \text{EXPSPACE}\) or \( \text{NEXPTIME}\)-complete, as compared to previous proofs of decidability in distributed synthesis setting where the complexity is non-elementary. Thus as compared to the complexity of previous decidability results (tower of exponentials), our complexities (at most two exponentials) are very modest.

II. Model description

Architectures. An architecture \( A = (P, p_c, V, E) \), where \( P = \{p_c, p_1, p_2, \ldots, p_n\} \) is a set of \( n + 1 \) processes, \( p_c \) is a distinguished process representing the environment, \( V \) is a set of (output) binary variables, and \( E : P \times P \to 2^V \) defines the communication variables between processes (i.e., \( E(p, q) = \{u, v\} \) means that \( p \) writes to variables \( u \) and \( v \) reads from them). For every process \( p \in P \), we denote with \( O(p) = \bigcup_{q \in P} E(p, q) \) the set of output variables of \( p \), and with \( I(p) = \bigcup_{q \in P} E(q, p) \) the set of input variables of \( p \). We require that for all \( p, q \in P \): \( O(p) \cap O(q) = \emptyset \), i.e., no two processes write to the same variable. Finally, we will denote with \( P^- = P \setminus \{p_c\} \).

An architecture describes a distributed reactive system, with the environment providing the inputs via \( O(p_c) \), and the system responding via \( I(p_c) \). The pair \((P, E)\) describes the architecture of the system as a multigraph, with \( P \) being the set of nodes, and \( E(p, q) \) the set of directed \( p \to q \) edges with the corresponding variables as labels.

Trees. We define a (full) \( B\)-tree \( T \) over some finite set \( B \) as the set of all nodes \( x \in (2^B)^* \). A (possibly infinite) sequence of nodes \( \pi = (x_1, x_2 \ldots) \) forms a path in \( T \), if for every \( i \geq 1 \) we have \( x_{i+1} = x_i z \), for some \( z \in 2^B \). For such a path \( \pi \), we will use \( \pi[i] \) to denote the element of \( \pi \) at the \( i \)-th position, while \( \pi[i, \infty) \) denotes the infinite suffix of \( \pi \) starting at position \( i \). An \( A \)-labeled \( B\)-tree \( T_\lambda \) is a \( B\)-tree equipped with a labeling function of its nodes, \( \lambda : (2^B)^* \to 2^A \). For every node \( x = yz \in T_\lambda \) with \( z \in 2^B \) we denote with \( \ell_\lambda(x) = z \cup \lambda(x) \), i.e., the \( \ell_\lambda \) of \( x \) consists of the branch \( z \) from the parent and the label \( \lambda(x) \). For a (possibly infinite) path \( \pi = (x_1, x_2, \ldots) \), we define with \( \ell_\lambda(\pi) = (\ell_\lambda(x_1), \ell_\lambda(x_2), \ldots) \).

Local strategies. For every process \( p \in P^- \), a local strategy \( \sigma_p \) is a function \( \sigma_p : (2^O(p))^* \to 2^V(p) \), setting the output variables of \( p \) according to the history of its input variables. Observe that every such local strategy \( \sigma_p \) can be viewed as a labeling of an \( O(p) \)-labeled \( I(p)\)-tree \( T_{\sigma_p} \). A local strategy \( \sigma_p \) has finite memory if there exists a finite set \( \mathcal{M}, m_0 \in \mathcal{M} \), and functions \( f : \mathcal{M} \times 2^O(p) \to \mathcal{M} \) and \( g : \mathcal{M} \to 2^O(p) \) such that for all \( x = x_1x_2 \ldots x_k \) with \( x_i \in 2^O(p) \), we have \( \sigma_p(x) = g(f(m_0, x_1), x_2, \ldots x_k) \). The memory of \( \sigma_p \) is said to be \( |\mathcal{M}| \), while if \( |\mathcal{M}| = 1 \), then \( \sigma_p \) is called memoryless.

Collective strategies. The collective strategy of the architecture \( A \) is a function \( \sigma : (2^O(p_c))^* \to 2^{V \setminus O(p_c)} \), mapping every finite sequence of the outputs of the environment to a subset of the outputs of the processes \( p \) according to the composition \( (\sigma_p : p \in P^-) \). The collective strategy \( \sigma \) can be viewed as a \((V \setminus O(p_c))\)-labeled \( O(p_c)\)-tree \( T_\sigma \) and for any infinite path \( \pi \) in \( T_\sigma \), we will call \( \ell_\sigma(\pi) \) a computation. Hence, \( T_\sigma \) describes a distributed algorithm, and every infinite path \( \pi = (x_1, x_2, \ldots) \) starting from the root represents a distributed computation \( \ell_\sigma(\pi) \), according to the local strategies \( (\sigma_p : p \in P^-) \).

Synthesis (realizability). We will consider distributed reactive systems with specifications given by temporal logic formulae. For temporal logic formulae we will consider LTL; see [5] for the formal syntax and semantics of LTL. The problem of realizability of a temporal logic formula \( \phi \) in an architecture \( A \) asks whether there exist local strategies \( \sigma_p \) for every process \( p \), such that for every infinite path \( \pi \) of the \((V \setminus O(p_c))\)-labeled \( O(p_c)\)-tree \( T_\sigma \) of the collective strategy \( \sigma \), with \( \pi \) starting from the root, we have \( \ell_\sigma(\pi) \models \phi \). If \( \phi \) admits such strategies \( \sigma_p \) for every \( p \in P^- \), then it is called realizable, and the collective strategy \( \sigma \) gives an implementation for \( \phi \) on \( A \).

III. Synthesis for Reachability Specifications

In the current section we discuss the synthesis problem for reachability specifications, where the objective consists of propositional formulae connected with Boolean operators and non-nested \( X \) (next) operators. We will show that even under such restrictions, the synthesis problem remains undecidable for all architectures containing an information fork, via a reduction from the halting problem of Turing machines.

Fragment LTL\( \diamond \). We consider LTL\( \diamond \) that consists of formulae \( \phi \) from the following LTL fragment:

\[
\begin{align*}
\theta &= P \mid \neg X P \\
\psi &= \theta_1 \land \theta_2 \mid \theta_1 \lor \theta_2 \mid \neg \theta \\
\phi &= Q \rightarrow \diamond \psi
\end{align*}
\]

where \( P, Q \) are propositional formulae, \( X \) is the next operator, \( \diamond \) is the eventually temporal operator. We consider the standard semantics of LTL. Formula \( \diamond \psi \) represents a reachability objective, and \( Q \) will capture the initial input in the architecture.

Turing machines. Let \( M \) be a deterministic Turing machine fixed throughout this section and let \( Q \) be the set of states
of $M$ (see [17] for detailed descriptions of Turing machines). The machine $M$ works over the alphabet $\{0, 1, \sqcup\}$, and its tape is bounded by $\#$ symbols. The machine $M$ cannot move left on a $\#$ symbol, and moving right to a $\#$ symbol effects in extending the tape by a blank symbol $\sqcup$. In our analysis, $M$ starts with the empty tape. A configuration of $M$ is a word $\#vqa_0u\sqcup\#$, where $a \in \{0, 1\}$, $v, u \in \{0, 1\}^*$, and $q \in Q$. Such a configuration has the standard interpretation as an infinite tape such that $v$ is the part of the tape preceding the head, $q$ is the current state of $M$, $a$ is the letter under the head, and $u$ is a sequence of symbols succeeding the head. The blank symbol $\sqcup$ represents the rightmost cell of the tape that has not been altered by $M$. We define the projection $\pi_\perp$ over words $w$ from some alphabet containing $\sqcup$, such that $\pi_\perp(w)$ is the result of omitting all $\sqcup$ symbols from $w$. We define a scattered configuration $C$ of $M$ as a word over $\Sigma = \{0, 1, \sqcup, \sqcap, \#\} \cup Q$ such that $\pi_\perp(C)$ is a configuration of $M$.

**Information-fork architecture.** We first consider the architecture $A_0$ (Figure 1), characterized as an information fork in [10], for which the problem of realizability has been shown to be undecidable, using LTL formulae with nested until operators (in [4]). Here we show that the problem remains undecidable for $A_0$ and specifications in the restricted fragment of LTL$_\diamondsuit$. This is obtained through a reduction from the halting problem of $M$, by constructing a specification $\phi \in$ LTL$_\diamondsuit$ which is realizable iff $M$ halts on the empty input.

**Proof idea.** The architecture $A_0$ consists of the environment $p_e$ and two processes $p_1$ and $p_2$. The processes act as I/O streams, outputting configurations of $M$; the environment sends separately to each process next and stall signals, indicating that the corresponding process should output the next letter from $\{0, 1, \sqcup, \#\} \cup Q$ of the current configuration of $M$, or it should output $\sqcup$.

**Construction of $\varphi$.** First, we will provide a regular safety property $\varphi$ which specifies that if the environment satisfies an alternation assumption, i.e., every stall signal is followed by a next signal, then $p_1$ and $p_2$ conform with a series of guarantees. The property $\varphi$ does not belong to the LTL$_\diamondsuit$ fragment, but we will show how it can be expressed by a safety automaton $A_{safe}$. Then, we will prove that if $\varphi$ is realizable, and the environment conforms with the alternation assumption, then the processes output a legal sequence of configurations of $M$, scattered with the $\sqcup$ symbol.

**Conversion to LTL$_\diamondsuit$.** Next, we will provide the specification for the synthesis problem $\phi \in$ LTL$_\diamondsuit$, such that $\phi$ is realizable iff $\varphi$ is realizable and $M$ halts on the empty input. Formula $\phi$ does not express $\varphi$ directly, but it asserts that the environment simulates a run of $A_{safe}$ faithfully, and finally one of the processes outputs a halting configuration of $M$.

More precisely, the environment simulates a run of $A_{safe}$ storing the current state of $A_{safe}$ in a set of hidden variables $\{q_1, \ldots, q_m\} \in E(p_e, p_e)$, and $\phi$ encodes that eventually either (i) the environment ceases in the simulation of $A_{safe}$, or (ii) one of the processes outputs a halting state $q$ of $M$, while the current state of $A_{safe}$ is not rejecting (i.e., $q$ was reached legally with respect to $M$). We will conclude that $\phi$ is realizable iff $M$ halts on the empty input.

**Fig. 1: The architecture $A_0$ which consists an information fork.**

**Formal proof.** A safety automaton cannot express a scattered configuration that is finite. Thus, we define a scattered preconfiguration $C$ (of $M$) as a (possibly infinite) word whose every finite prefix can be extended to a scattered configuration of $M$. We show that the problem of realizability has been shown to be undecidable, using LTL formulae with nested until operators (in [4]). Here we show that the problem remains undecidable for $A_0$ and specifications in the restricted fragment of LTL$_\diamondsuit$. This is obtained through a reduction from the halting problem of $M$, by constructing a specification $\phi \in$ LTL$_\diamondsuit$ which is realizable iff $M$ halts on the empty input.
that the first two configurations of $M$ have at most 9 letters #0 ⊥ #1 #2 #3 #4, with $a \in \{0, 1, \epsilon\}$. To show that the rest of conditions can be expressed by a safety automaton, we assume that $L$ is satisfied; otherwise those conditions do not have to be checked (note that if $L$ is violated, $A_{safe}$ accepts unconditionally). Because of $L$, $A_{safe}$ can verify that $p_1$ and $p_2$ conform with $Cond_2$ by checking the first 18 output letters. For the condition $Cond_3$, $A_{safe}$ operates as follows: whenever it encounters a # symbol marking the beginning of a configuration, it splits universally. One copy looks for the next configuration, and the second copy, denoted by $A_3$, verifies that $Cond_3$ holds at the current position, as follows. It ignores ⊥ symbols and compares whether $C_1' || C'_2$, configurations $\pi_1(C_1')$ and $\pi_2(C'_2)$ are equal everywhere except for positions adjacent to the head of $M$, and the letters adjunct to the head are consistent with the transition of $M$. If one of these conditions is violated, $C_1' \not\equiv C_1$, therefore $A_3$ accepts the word regardless of what follows. Otherwise, if those conditions hold, i.e., $C_1' \equiv C_1$, $A_3$ non-deterministically verifies one of the following conditions: $C_1' \equiv C_2$ or $C_2' \equiv C_2$. Both conditions can be verified by safety automata, since $C_2$ and $C_2'$ either start concurrently, or $C_2$ is delayed by 1 step from $C_2'$. For the condition $Cond_4$ observe that if $D \equiv D'$ and $|\pi_1(D)| = |\pi_1(D')|$, then $|D| - |D'| \leq 1$ and the automaton needs to remember at most one symbol to compare $\pi_1(D)$ and $\pi_1(D')$. We can now prove the following lemma.

**Lemma 1.** If $\varphi$ is realizable, then for every $k \in \mathbb{N}$, in all executions where $L$ holds, both $p_1$ and $p_2$ output sequences of scattered configurations whose $\pi_k$ projections are sequences of at least $k$ consecutive valid configurations of $M$, starting with the initial configuration on the empty input.

**Proof:** First note that there exist executions where the environment indeed satisfies $L$, and thus $p_1$ and $p_2$ satisfy conditions $Cond_0-Cond_4$. The lemma clearly holds for $k = 1, 2$, due to conditions $Cond_0-Cond_2$. For the inductive step, assume that the lemma holds for $k \geq 2$. Consider a sequence of inputs to $p_1$ consisting of next signals only. Then, there is a sequence of inputs to $p_2$ consisting of some number of next signals and exactly $|\pi_1(C_k)|$ stall signals placed in a such way that $p_1$ outputs $C_1 \ldots C_k C_{k+1}$, $p_2$ outputs $C'_1 \ldots C'_{k-1} C'_k$, and $C_k C_{k+1}$, $C'_k$ are synchronized, i.e. they start at the same position and $C_k || C'_k$. By the induction assumption $\pi_1(C'_k)$ and $\pi_1(C_k) = \pi_1(C'_k)$ are, respectively, $(k-1)$-th and $k$-th configurations of $M$. Therefore, $C_{k-1} \equiv C_k$ and, by $Cond_3$, $C'_k \equiv C_{k+1}$. This implies that $C_{k+1}$ is a finite scattered preconfiguration and $\pi_1(C_{k+1})$ is the $(k + 1)$-th configuration of $M$.

Given that for an input consisting of next signals only, $p_1$ outputs $C_1 \ldots C_k C_{k+1}$ satisfying the statement, we can show that regardless of the number of stall signals, under condition $L$, $p_1, p_2$ output $k + 1$ scattered configurations satisfying the statement. First, the condition $Cond_4$ implies that if $p_2$ also has an input sequence consisting of next signals alone, it will output the same sequence, that is, $C_1 \ldots C_k C_{k+1}$. By a simple induction on the number of stall signals each process receives, and condition $Cond_4$, we conclude that for any number of stall signals, as long as $L$ is satisfied by the environment, $p_1, p_2$

**IV. SYNTHESIS FOR SAFETY SPECIFICATIONS**

In the current section we consider safety specifications where the safety condition consists of propositional formulae connected with Boolean operators, and the $X'$ temporal operator. First, we show that the synthesis problem is undecidable
for architectures containing an information fork-meet (see Figure 3), by a similar construction as in the case of LTL. Then we show that the problem is decidable for a family of star architectures, despite the existence of information forks.

**Fragment LTL**, We consider LTL that consists of formulae \( \phi \) from the following LTL fragment:

\[
\psi = P \mid \psi_1 \land \psi_2 \mid \psi_1 \lor \psi_2 \mid \lnot \psi \mid X \psi \\
\phi = Q \land \Box \psi
\]

where \( P, Q \) are propositional formulae, and \( \Box \) is the globally operator. We consider the standard semantics of LTL. The \( \Box \psi \) part of \( \phi \) specifies a safety condition, and we interpret \( Q \) as the initial conditions. The fragment LTL can express safety specifications, one of the most basic specifications in verification.

While the information fork criterion is decisive for the undecidability of reachability specifications, here we extend this criterion to the family of star architectures of \( n + 1 \) processes, denoted as \( S_n \) (i.e., \( p_e \) is the central process, and \( \bigcup_1 I(p_i) = O(p_e) \) (Figure 2) and show that: (i) the realizability of some \( \phi \in \text{LTL} \) in \( S_n \) is decidable if all processes receive pairwise disjoint inputs, (ii) it is undecidable if \( n \geq 3 \) and we allow overlapping inputs. The latter can be generalized to all architectures which contain such a structure, which we call an information fork-meet.

\[
\text{O}(p_n) \rightarrow p_n \rightarrow I(p_n) \rightarrow p_e \rightarrow I(p_1) \rightarrow p_1 \rightarrow O(p_1) \\
\text{I}(p_2) \rightarrow p_2 \rightarrow O(p_2)
\]

Fig. 2: The family of start architectures \( S_n \).

**A. Overlapping inputs**

Here we demonstrate undecidability of realizability of specifications \( \phi \in \text{LTL} \) for star architectures with overlapping inputs, and with \( \phi \) having \( X \)-depth 1 (i.e., \( \phi \) belongs to a subclass of LTL where \( X \) operators are not nested). We first consider the star architecture \( A_1 \) (Figure 3), and obtain the undecidability of realizability of such specifications via a reduction from the (non) halting problem.

\[
x_1 \rightarrow p_1 \rightarrow x_2 \\
q_1, \ldots , q_m \rightarrow p_3 \rightarrow y_1 \rightarrow p_2 \rightarrow y_2
\]

Fig. 3: The architecture \( A_1 \) consists an information fork-meet.

Given a Turing machine \( M \), recall the specification \( \varphi \) (from Section 3 for LTL) encoding conditions \( \mathcal{L} \) and Cond - Cond through the safety automaton \( A_{\text{safe}} \). In contrast with the previous section, here we require that process \( p_3 \) (instead of \( p_e \)) faithfully simulates the safety automaton \( A_{\text{safe}} \) using the output variables \( q_1, \ldots , q_m \in E(p_3, p_e) \). Note that \( A_{\text{safe}} \) operates on the variables \( x_1, x_2, y_1, y_2 \), while \( p_3 \) does not have access to \( y_1 \) and \( y_2 \). However, it can infer these values by simulating \( p_1 \) and \( p_2 \) internally, since \( p_3 \) receives both \( x_1 \) and \( x_2 \) (overlapping inputs).

**Formal proof.** We provide a high level description of the following formulae:

\( Q \) specifies that the first state of \( A_{\text{safe}} \) according to the output variables \( \{q_1, \ldots , q_m\} \) is compatible with the initial values of \( x_1, x_2, y_1 \) and \( y_2 \) (i.e., \( \{q_1, \ldots , q_m\} \) represent the state of \( A_{\text{safe}} \) reached from the initial state after reading the initial values of \( x_1, x_2, y_1 \) and \( y_2 \); \( Q \) is propositional)

\( \psi_1 \) specifies that \( A_{\text{safe}} \) has a transition from the current state to the next state, encoded by the values of \( \{q_1, \ldots , q_m\} \) in the current and the next round, according to the value of variables \( x_1, x_2, y_1 \) and \( y_2 \) in the next round (i.e., \( p_e \) simulates \( A_{\text{safe}} \) faithfully; \( \psi_1 \) contains only propositional and non-nested \( X \) operators).

\( \psi_2 \) specifies that \( p_1 \) and \( p_2 \) do not output a halting state of \( M \) (i.e., \( M \) does not terminate; \( \psi_2 \) is propositional).

\( \psi_3 \) specifies that \( A_{\text{safe}} \) does not reach a rejecting state (i.e., the processes conform to conditions Cond - Cond), and the environment violates \( \mathcal{L} \); \( \psi_3 \) is propositional).

We construct \( \phi = Q \land \Box(\psi_1 \land \psi_2 \land \psi_3) \). Similarly as in the case of LTL, if \( \phi \) is realizable, \( p_3 \) faithfully simulates \( A_{\text{safe}} \) (\( Q \) and \( \psi_1 \) are true), and \( p_1, p_2 \) satisfy \( \varphi \) in all runs where the environment conforms with condition \( \mathcal{L} \) (\( \psi_3 \) is true). By Lemma 1, \( p_1 \) and \( p_2 \) output a legal sequence of configurations of \( M \), and \( \psi_2 \) guarantees that \( M \) does not halt. In the inverse direction, if \( M \) does not halt, \( \phi \) is realizable by local strategies where (i) \( p_1, p_2 \) output a legal sequence of configurations of \( M \) and conform with condition Cond, and (ii) \( p_3 \) faithfully simulates \( A_{\text{safe}} \). Hence we have the following result.

**Theorem 2.** The realizability of specifications from LTL in \( A_1 \) is undecidable.

**Remark 1.** We remark that our proof of undecidability in Theorem 2 makes use of infinite-memory strategies, since the processes \( p_1 \) and \( p_2 \) are required to output an infinite, non-halting computation. However, the realizability problem for LTL in \( A_1 \) remains undecidable even if we restrict the strategies to be finite-memory. We refer to the longer version of this paper in [19] for the proof.

**Information fork-meet.** We say that an architecture \( A = (P, p_e, V, E) \) has an information fork-meet if there are three processes \( p_1, p_2, p_3 \in P \) and paths \( \pi_1, \pi_2 \) in the underlying graph such that

1) the first edges in \( \pi_1, \pi_2 \) are labeled by output variables of \( p_e \),
2) the last edge of \( \pi_1 \) is an input variable of \( p_1 \), but not \( p_2 \),
3) the last edge of \( \pi_2 \) is an input variable of \( p_2 \), but not \( p_1 \),
4) the last edges of \( \pi_1, \pi_2 \) are input variables of \( p_3 \).

Observe that an information fork-meet is a special case of information fork, with a third process that collects all information that is divided between \( p_1 \) and \( p_2 \).
As in the case of LTL₀, the undecidability argument can be carried to any architecture containing such a structure, by introducing additional conditions in \( \varphi \) which require the rest of the processes to propagate the inputs of the environment to \( p_1, p_2 \) and \( p_3 \) accordingly.

**Corollary 2.** The realizability of LTL\( \Box \) specifications in architectures containing an information fork-meet is undecidable.

### B. Pairwise disjoint inputs

In this subsection we discuss synthesis for formulae \( \phi \in \text{LTL} \Box \) for the class of star architectures, with the additional property that all pairs of processes receive disjoint inputs (i.e., \( \forall i \neq j : I(p_i) \cap I(p_j) = \emptyset \)), denoted as \( S_n \). Our goal is to prove decidability of realizability of such \( \phi \in \text{LTL} \Box \) in every architecture \( A \in S_n \), by showing that whenever such \( \phi \) is realizable, it admits strategies of bounded memory.

Consider some architecture \( A \in S_n \) and an arbitrary \( \phi \in Q \land \Box \psi \in \text{LTL} \Box \), with the nesting level of \( X \) operators in \( \psi \) being \( k \). Assume that \( \phi \) is realizable in \( A \) by local strategies \( \sigma_i \) for each process \( p_i \). These strategies can be represented by \( O(p_i) \)-labeled \( I(p_i) \)-trees \( T_i \). We will show how to construct strategies \( \tau_i \) that also realize \( \phi \), where each tree \( I(p_i) \)-tree \( T_i \) representing \( \tau_i \) is defined from first \( 2^{k|V|} + 1 \) levels of \( T_i \), by applying a folding function given below. We first define the notion of some \( i \in N \) closing \( \neg \psi \) in some computation.

**Definition 1.** For a computation \( \ell(\pi) \) and some \( i \in N \), we say that \( i \) closes \( \neg \psi \) in \( \ell(\pi) \) if \( \ell(\pi)[i - k, \infty] \models \neg \psi \).

**Remark 2.** If \( \ell(\pi) \models \Box \psi \) iff no \( i \) closes \( \neg \psi \) in \( \ell(\pi) \).

Let \( \sigma_1, \ldots, \sigma_n \) be local strategies and \( \sigma \) be the collective strategy induced by \( \sigma_1, \ldots, \sigma_n \). For every \( i \in \{1, \ldots, n\} \), the local strategy \( \sigma_i \) is represented by an \( O(p) \)-labeled \( I(p) \)-tree \( T_i \). For every node \( x \in T_i \), with \( |x| \geq k \), we denote with \( \pi_x = (x_k, x_{k-1}, \ldots, x_1) \) the \( k \)-node suffix of the unique path to \( x = x_1 \), and define the type of \( x \) under \( \sigma_i \) as \( t_{\sigma_i}(x) = \ell_{\sigma_i}(\pi_x) \).

For every level \( l \geq k \) we define the type of level under \( \sigma \) as \( t_{\sigma}(l) = \{ t_{\sigma_i}(x) : i \in \{1, \ldots, n\}, x \in T_i \text{ and } |x| = l \} \), i.e., the type of a level \( l \) is the set of the types of the nodes of level \( l \) of every \( T_i \), where \( i \in \{1, \ldots, n\} \). Note that there exist at most \( 2^{2k|V|} \) distinct types of nodes. Consequently, there exist at most \( 2^{2k|V|} \) distinct types of levels.

We naturally extend the definition of types to nodes of the \( (V \setminus O(p)) \)-labeled \( O(p) \)-tree \( T \), \( t_{\sigma}(x) = \ell_{\sigma}(\pi_x) \).

Consider some computation \( \ell_{\sigma}(\pi) \) in \( T \). Observe that whether some \( i \) closes \( \neg \psi \) in \( \pi \) depends only on the \( \ell_{\sigma_i}(\pi[i]) \) i.e., the type \( t_{\sigma_i}(\pi[i]) \) determines whether \( i \) closes \( \neg \psi \) in \( \pi \). Hence, we have the following remark:

**Remark 3.** For a formula \( \phi \in \text{LTL} \Box \) there exists a set of types \( \Delta \) such that for every tree \( T_{\sigma} \), a path \( \pi \) in \( T \) satisfies \( \phi \) if \( \ell_{\sigma}(\pi[1]) \models Q \) and for all \( i \in N \), we have \( t_{\sigma}(\pi[i]) \in \Delta \), i.e., the set of types of nodes in \( T_{\sigma} \) is a subset of \( \Delta \).

**Folding function.** Assume that there exist two levels \( l_1 < l_2 \) such that \( t_{\sigma}(l_1) = t_{\sigma}(l_2) \). Then for every tree \( T_{\sigma} \), for every node \( x \) in level \( l_2 \) there exists a node \( y \) in level \( l_1 \) such that \( t_{\sigma}(x) = t_{\sigma}(y) \), i.e., \( x \) and \( y \) have the same type. For such \( l_1, l_2 \), and every process \( p_i \), we define the folding function \( f_i : (2^{l(p_i)})^* \rightarrow (2^{l(p_i)})^* \) recursively as follows:

\[
\begin{align*}
f_i(x) = \begin{cases} 
x & \text{if } |x| < l_2 \\
y & \text{if } |x| = l_2 \text{ where } |y| = l_1 \text{ and } t_{\sigma_i}(x) = t_{\sigma_i}(y) \\
f_i(f_i(y)z) & \text{if } |x| > l_2 \text{ for } x = yz \text{ with } z \in 2^{l(p)} 
\end{cases}
\end{align*}
\]

and construct local strategies \( \tau_i(x) = \sigma_i(f_i(x)) \). Hence, every strategy \( \tau_i \) behaves as \( \sigma_i \) up to level \( l_2 \), while for nodes further below, it maps them to nodes between levels \( l_1 \) and \( l_2 \), by recursively folding the levels \( l_1 \) and \( l_2 \) with respect to the types of their nodes. Since the collective strategies \( \sigma \) and \( \tau \) behave identically on the first \( l_1 \) levels, \( \tau \) realizes the propositional \( Q \). The following analysis focuses on the \( \Box \psi \) part of \( \phi \).

The strategies \( \tau_i \) preserve the types under \( \sigma_i \) of all local nodes up to level \( l_2 \), and only those. Because of the pairwise disjoint inputs, this property is implied for the global nodes of the collective strategy \( \tau \) as well. The set of all such types serves as the set \( \Delta \) of Remark 3, which in turn guarantees that the collective strategy \( \tau \) also realizes \( \phi \), as it does not introduce new types. We formalize these arguments below.

The following lemma establishes that for all nodes \( x \) in all \( T_{\tau} \), the type of \( x \) is the same as the type of its image under \( f_i \) in the corresponding \( T_{\sigma} \).

**Lemma 2.** For every \( x \in (2^{l(p_i)})^* \) with \( |x| \geq k \), we have that \( \tau_i(x) = \sigma_i(f_i(x)) \).

**Proof:** Our proof proceeds by induction on \( |x| \):

1) \( |x| < l_2 \): For all nodes \( w \in \pi_x \), we have that \( t_{\sigma}(w) = \sigma_i(f_i(w)) = \sigma_i(w) \), hence \( \ell_{\sigma_i}(\pi_x) = \ell_{\sigma_i}(\pi_x) \) and thus \( \tau_i(x) = \sigma_i(f_i(x)) \).

2) \( |x| = l_2 \): The statement holds by definition.

3) \( |x| = m + 1 \): Let \( x = yz \) with \( |y| = m \). By the inductive hypothesis, \( \tau_i(y) = \sigma_i(f_i(y)) \). We distinguish between the following cases, depending on whether \( f_i(y) \) extended by \( z \) hits the level \( l_2 \) (Figure 4):

   (i) \( |f_i(y)| < l_2 - 1 \): Then \( f_i(x) = f_i(f_i(y)z) = f_i(y)z \), that is, if we reach node \( x \) by extending node \( y \) by an edge \( z \), the same holds for their corresponding images under \( f_i \). Then \( \tau_i(x) = \sigma_i(f_i(x)) = \sigma_i(f_i(y)z) \), hence \( \tau_i(x) = \sigma_i(f_i(x)) = \sigma_i(f_i(y)) \), i.e., the strategy \( \tau_i \) will label \( x \) as \( \sigma_i \) labels its image \( f_i(x) \), and the types of these two nodes are equal.

   (ii) \( |f_i(y)| = l_2 - 1 \): By construction, \( \tau_i(f_i(x)) = \sigma_i(f_i(y)z) \) (i.e., \( f_i(y) \) extended by \( z \) hits level \( l_2 \) and the folding function \( f_i \) will bring \( x \) to level \( l_1 \), to a node of the same type). Then \( \tau_i(x) = \sigma_i(f_i(x)) = \sigma_i(f_i(y)) \), hence as in (i), \( \tau_i(x) = \sigma_i(f_i(y)z) = \sigma_i(x) \).

The desired result follows.

The following remark observes that for every architecture from \( S_n \), every node in the collective strategy tree corresponds to a unique set of nodes in the local strategy trees and vice versa, and that the collective strategy on that node equals the union of the local strategies on the corresponding local nodes.

**Remark 4.** The following assertions hold:

1) For every global node \( x = x_1 x_2 \ldots x_m \) in \( T_{\sigma} \), for every tree \( T_{\sigma} \), there exists a (unique) node \( x = x_1 x_2 \ldots x_m \) such that \( x_1 = x \cap 2^{l(p)} \), and
Moreover, for every collective strategy \( \sigma \), we have \( \sigma(x) = \bigcup_j \sigma_j(x_j) \).

It follows from the above remark and Lemma 2, that for every \( x \in T_\sigma \) we have that \( t_\sigma(x) = t_\sigma(f(x)) \), where \( f(x) = \bigcup_i f_i(x_i) \). That is, the local folding functions \( f_i \) result in a unique, global folding function \( f \), and the types in the corresponding collective strategy tree are preserved between the global nodes, and their images under \( f \). This implies that the set of types occurring in \( T_\sigma \) is a subset of types of \( T_\sigma \). Then, by Remark 3 we conclude:

**Lemma 3.** The collective strategy \( \tau \) implements \( \phi \).

Hence, whenever for a realizable \( \phi \in \text{LTL}_\Box \) exist levels \( l_1 \) and \( l_2 \) with the same type under \( \sigma \), we can construct a collective strategy \( \tau \) for which every local strategy \( \tau_i \) uses only the first \( l_2 \) levels of the corresponding \( \sigma_i \), and Lemma 3 guarantees that \( \tau \) implements \( \phi \). By our previous observation and the pigeonhole principle, \( l_2 \) is upper bounded by \( 2^{2^{2|V|}} + 1 \), and thus every local strategy \( \tau_i \) operates in the first \( 2^{2^{2|V|}} + 1 \) levels of the corresponding \( I(p_i) \)-tree. There are a bounded number of local strategies with this property, thus the problem of realizability in this case reduces to exhaustively exploring all of them. Moreover, it follows from our analysis that local nodes in the same level and having the same type can be merged, since the local strategy that behaves identically in both subtrees preserves the set of types appearing in the global tree. Hence, the width of each level is bounded by the number of different possible types, \( 2^{k|V|} \). This leads to Theorem 3 (we refer to [19] for the formal proof).

**Theorem 3.** The realizability of \( \phi \in \text{LTL}_\Box \) for the class \( \mathcal{S}_n \) of star architectures with pairwise disjoint inputs is decidable in \( \text{EXPSPACE} \).

V. SYNTHESIS WITHOUT THE NEXT OPERATOR

In the current section we consider a fragment of LTL without the \( \mathcal{X} \) operator, for which the problem of realizability is decidable in non-deterministic exponential time in the size of the specification.

**Fragment LTL\textsubscript{AG}.** We consider \( \text{LTL}_{\text{AG}} \) that consists of formulae \( \phi \) from the following LTL fragment:

\[
\phi = \bigwedge_i \Box P_i \rightarrow \left( \bigwedge_i \Box Q_i \land \bigwedge_i \Box R_i \land \bigwedge_i \Box F_i \right)
\]

for \( i \in \{1, \ldots, m\} \), with \( P_i, Q_i, R_i, F_i \) propositional formulae, and \( P = \bigwedge_i P_i, Q = \bigwedge_i Q_i \). We consider the standard semantics of LTL. The \( \text{LTL}_{\text{AG}} \) can express specifications that consist of conjunction of safety assumptions, and guarantees where each guarantee is a safety, reachability, or a liveness condition.

A propositional formula \( Q \) has the property that can either be realized in a single step, or is not realizable. This implies that realizable formulae \( \Box Q \) admit memoryless strategies which repeat the single step realization of \( Q \). A similar argument establishes that reachability and safety specifications of propositional formulae are equivalent with respect to realizability. We formally state these observations in Lemmas 4 and 5, and refer to [19] for the proofs.

**Lemma 4.** Let \( A \) be any architecture. Every formula \( \psi = \Box Q \), for some propositional \( Q \), is realizable in \( A \) iff it is realizable by memoryless strategies.

**Lemma 5.** Let \( A \) be any architecture. For every formula \( \psi = \Box Q \), for some propositional \( Q \), \( \psi \) is realizable in \( A \) iff \( \psi' = \Diamond Q \) is realizable in \( A \).

Lemma 6 shows that the realizability of some \( \phi \in \text{LTL}_{\text{AG}} \) reduces to realizing a set of safety formulae of the form of Lemma 4.

**Lemma 6.** Let \( A \) be any architecture and \( \phi = \Box P \rightarrow (\Box Q \land \bigwedge_i \Box R_i \land \bigwedge_i \Box F_i) \in \text{LTL}_{\text{AG}} \). The formula \( \phi \) is realizable in \( A \) iff every \( \phi_{R_i} = \Box(P \rightarrow (Q \land R_i)) \) and every \( \phi_{F_i} = \Box(P \rightarrow (Q \land F_i)) \) is realizable in \( A \).

**Proof:** (i) For the right to left direction, assume that there exist families of memoryless (by Lemma 4) local strategies \( \sigma_{R_i}^{\text{LT}} \) and \( \sigma_{F_i}^{\text{LT}} \) for every process \( p_j \), such that the collective strategy \( \sigma_{R_i} \) implements \( \phi_{R_i} \), and the collective strategy \( \sigma_{F_i} \) implements \( \phi_{F_i} \). Construct local strategies \( \tau_j \) such that for every \( x = yz \) with \( |z| = (1 + |x|) \mod 2m \), we have \( \tau_j(x) = \sigma_j^{\text{LT}}(z) \) if \( |z| \leq m \), and \( \tau_j(x) = \sigma_j^{\text{LT}}(z) \) if \( |z| > m \), where the local strategy \( \tau_j \) repeatedly alternates between all the strategies \( \sigma_j^{\text{LT}} \) in the first \( m \) steps, and between all the strategies \( \sigma_j^{\text{LT}} \) in the next \( m \) steps). Let \( \tau \) be the collective strategy of all \( \tau_j \) and consider an arbitrary path \( \pi \) in \( T \). Either \( \ell_{\tau}(\pi)[k] = \Box P \) for some \( k \), or for all \( k \), it holds \( \ell_{\tau}(\pi)[k] = P \), and by construction, for \( i = 1 + k \mod 2m \), we have \( \ell_{\tau}(\pi)[k] = Q \land R_i \) when \( i \leq m \) and \( \ell_{\tau}(\pi)[k] = Q \land F_{i-m} \) when \( i > m \). In both cases, \( \ell_{\tau}(\pi) = \phi \).

(ii) For the left to right direction, assume that for some \( i \), \( \phi_{R_i} \) is not realizable (the analysis is similar for \( \phi_{F_i} \)). By Lemma 5, \( \Box(P \rightarrow (Q \land R_i)) \) is not realizable. Hence, for any collective strategy \( \sigma \) there exists some path \( \pi \) in \( T_\sigma \), such that for all
functions, then a witness collective strategy for realizability can be obtained.

VI. CONCLUSIONS

In this paper we studied the distributed synthesis problem for relevant fragments of LTL. We presented a much finer characterization of undecidability results for distributed synthesis in terms of LTL fragments that uses eventually, globally and next operators. In contrast to previous decidability results that were non-elementary, we identify fragments where the complexity is EXPSPACE (or NEXPTIME-complete). An interesting direction of future work would be to develop algorithms for the problems for which we establish decidability, obtain efficient implementations of the algorithms for distributed synthesis problems, and finally consider some case-studies of practical examples.
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Abstract—The reactive synthesis problem is to find a finite-state controller that satisfies a given temporal-logic specification regardless of how its environment behaves. Developing a formal specification is a challenging and tedious task and initial specifications are often unrealizable. In many cases, the source of unrealizability is the lack of adequate assumptions on the environment of the system. In this paper, we consider the problem of automatically correcting an unrealizable specification given in the generalized reactivity (1) fragment of linear temporal logic by adding assumptions on the environment. When a temporal-logic specification is unrealizable, the synthesis algorithm computes a counter-strategy as a witness. Our algorithm then analyzes this counter-strategy and synthesizes a set of candidate environment assumptions that can be used to remove the counter-strategy from the environment’s possible behaviors. We demonstrate the applicability of our approach with several case studies.

I. INTRODUCTION

Automatically synthesizing a system from a high-level specification is an ambitious goal in the design of reactive systems. The synthesis problem is to find a system that satisfies the specification regardless of how its environment behaves. Therefore, it can be seen as a two-player game between the environment and the system. The environment attempts to violate the specification while the system tries to satisfy it. A specification is unsatisfiable if there is no input and output trace that satisfies the specification. A specification is unrealizable if there is no system that can implement the specification. That is, the environment can behave in such a way that no matter how the system reacts, the specification would be violated. In this paper we consider specifications which are satisfiable but unrealizable. We address the problem of strengthening the constraints over the environment by adding assumptions in order to achieve realizability.

Writing a correct and complete formal specification which conforms to the (informal) design intent is a hard and tedious task [4], [5]. Initial specifications are often incomplete and unrealizable. Unrealizability of the specification is often due to inadequate environment assumptions. In other words, assumptions about the environment are too weak, leading to an environment with too many behaviors that makes it impossible for the system to satisfy the specification. Usually there is only a rough and incomplete model of the environment in the design phase; thus it is easy to miss assumptions on the environment side. We would like to automatically find such missing assumptions that can be added to the specification and make it realizable. Computed assumptions can be used to give the user insight into the specification. They also provide ways to correct the specification. In the context of compositional synthesis [6], [9], derived assumptions based on the components specifications can be used to construct interface rules between the components.

An unrealizable specification cannot be executed or simulated which makes its debugging a challenging task. Counter-strategies are used to explain the reason for unrealizability of linear temporal logic (LTL) specifications [5]. Intuitively, a counter-strategy defines how the environment can react to the outputs of the system in order to enforce the system to violate the specification. Koninghofer et al. in [5] show how such a counter-strategy can be computed for an unrealizable LTL specification. The requirement analysis tool RATSY [2] implements their method for a fragment of LTL known as generalized reactivity (1) (GR(1)). We also consider GR(1) specifications in this paper because the realizability and synthesis problems for GR(1) specifications can be solved efficiently in polynomial time and GR(1) is expressive enough to be used for interesting real-world problems [3], [12].

Counter-strategies can still be difficult to understand by the user especially for larger systems. We propose a debugging approach which uses the counter-strategies to strengthen the assumptions on the environment in order to make the specification realizable. For a given unrealizable specification, our algorithm analyzes the counter-strategy and synthesizes a set of candidate assumptions in the GR(1) form (see section [11]). Any of the computed candidate assumptions, if added to the specification, restricts the environment in such a way that it cannot behave according to the counter-strategy—without violating its assumptions—anymore. Thus we say the counter-strategy is ruled out from the environment’s possible behaviors by adding the candidate assumption to the specification.

The main flow for finding the missing environment assumptions is as follows. If the specification is unrealizable, a counter-strategy is computed for it. A set of patterns are then synthesized by processing an abstraction of the counter-strategy. Patterns are LTL formulas of special form that define the structure for the candidate assumptions. We ask the user to specify a set of variables to be used for generating candidates for each pattern. The user can specify the set of variables which she thinks contribute to unrealizability or are underspecified. The variables are used along with patterns to generate the candidate assumptions. Any of the synthesized assumptions can be added to the specification to rule out the counter-strategy. The user can choose an assumption from the candidates in an interactive way or our algorithm can automatically search for it. The chosen assumption is then added to the specification.
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and the process is repeated with the new specification.

The contributions of this paper are as follows: We propose algorithms to synthesize environment assumptions by directly processing the counter-strategies. We give a counter-strategy guided synthesis approach that finds the missing environment assumptions. The suggested refinement can be validated by the user to ensure compatibility with her design intent and can be added to the specification to make it realizable. We demonstrate our approach with examples and case studies.

The problem of correcting an unrealizable LTL specification by constructing an additional environment assumption is studied by Chatterjee et al. in [4]. They give an algorithm for computing the assumption which only constrains the environment and is as weak as possible. Their approach is more general than ours as they consider general LTL specifications. However, the synthesized assumption is a Büchi automaton which might not translate to an LTL formula and can be difficult for the user to understand (for an example, see Fig. 3 in [4]). Moreover, the resulting specification is not necessarily compatible with the design intent [7]. Our approach generates a set of assumptions in GR(1) form that can easily be validated by the user and be used to make the specification realizable.

The closest work to ours is the work by Li et al. [7] where they propose a template-based specification mining approach to find additional assumptions on the environment that can be used to rule out the counter-strategy. A template is an LTL formula with at least one placeholder, $?b$, that can be instantiated by the Boolean variable $b$ or its negation. Templates are used to impose a particular structure on the form of generated candidates and are engineered by the user based on her knowledge of the environment. A set of candidate assumptions is generated by enumerating all possible instantiations of the defined templates. For a given counter-strategy, their method finds an assumption from the set of candidate assumptions which is satisfied by the counter-strategy. By adding the negation of such an assumption to the specification, they remove the behavior described by the counter-strategy from the environment. Similar to their work, we consider unrealizable GR(1) specifications and achieve realizability by adding environment assumptions to the specification. But, unlike them, we directly work on the counter-strategies to synthesize a set of candidate assumptions that can be used to rule out the counter-strategy. Similar to templates, patterns impose structure on the assumptions. However, our method synthesizes the patterns based on the counter-strategy and the user does not need to manipulate them. We only require the user to specify a subset of variables to be used in the search for the missing assumptions. The user can specify a subset that she thinks leads to the unrealizability. In our method, the maximum number of generated assumptions for a given counter-strategy is independent from what subset of variables is considered, whereas increasing the size of the chosen subset of variables in [7] will result in exponential growth in the number of candidates, while only a small number of them might hold over all runs of the counter-strategy (unlike our method). Moreover, we compute the weakest environment assumptions for the considered structure and given subset of variables. Our work takes an initial step toward bridging the gap between [4] and [7]. Our method synthesizes environment assumptions that are simple formulas, making them easy to understand and practical, and they also constrain the environment as weakly as possible within their structure. We refer the reader to [7] for a survey of related work.

II. PRELIMINARIES

Linear temporal logic (LTL) is a formal specification language with two kinds of operators: logical connectives (negation ($\neg$), disjunction ($\vee$), conjunction ($\wedge$) and implication ($\rightarrow$)) and temporal modal operators (next ($\square$), always ($\Box$), eventually ($\Diamond$) and until ($\land$)). Given a set $P$ of atomic propositions, an LTL formula is defined inductively as follows: 1) any atomic proposition $p \in P$ is an LTL formula, 2) if $\phi$ and $\psi$ are LTL formulas, then $\neg \phi$, $\phi \vee \psi$, $C \phi$ and $\phi U \psi$ are also LTL formulas. Other operators can be defined using the following rules: $\phi \land \psi = (\neg \phi \rightarrow \psi)$, $\phi \rightarrow \psi = \neg \phi \lor \psi$, $\diamond \phi = \text{True} \land \phi$ and $\Box \phi = \neg \Diamond \neg \phi$. An LTL formula is interpreted over infinite words $\omega \in (2^P)^\omega$. For an LTL formula $\phi$, we define its language $L(\phi)$ to be the set of infinite words that satisfy $\phi$, i.e., $L(\phi) = \{\omega \in (2^P)^\omega \mid \omega \models \phi\}$.

A finite transition system (FTS) is a tuple $T = (Q, Q_0, \delta)$ where $Q$ is a finite set of states, $Q_0 \subseteq Q$ is the set of initial states and $\delta \subseteq Q \times Q$ is the transition relation. An execution or run of a FTS is an infinite sequence of states $\sigma = q_0 q_1 q_2 \ldots$ where $q_0 \in Q_0$ and for any $i \geq 0$, $q_i \in Q$ and $(q_i, q_{i+1}) \in \delta$. The language of a FTS $T$ is defined as the set $L(T) = \{\omega \in Q^\omega \mid \omega \text{ is a run of } T\}$, i.e., the set of (infinite) words generated by the runs of $T$. We often consider a FTS as a directed graph with a natural bijection between the states and transitions of the FTS and vertices and edges of the graph, respectively. Formally for a FTS $T = (Q, Q_0, \delta)$, we define the graph $G_T = (V, E)$ where each $v_i \in V$ corresponds to a unique state $q_i \in Q$, and $(v_i, v_j) \in E$ if and only if $(q_i, q_j) \in \delta$.

Let $P$ be a set of atomic propositions, partitioned into input, $I$, and output, $O$, propositions. A Moore transducer is a tuple $M = (S, s_0, I, O, \delta, \gamma)$, where $S$ is the set of states, $s_0 \in S$ is the initial state, $I = 2^I$ is the input alphabet, $O = 2^O$ is the output alphabet, $\delta : S \times I \to S$ is the transition function and $\gamma : S \to O$ is the state output function. A Mealy transducer is similar, except that the state output function is $\gamma : S \times I \to O$. For an infinite word $\omega \in I^\omega$, a run of $M$ is the infinite sequence $\sigma \in S^\omega$ such that $s_0 = s_0$ and for all $i \geq 0$ we have $s_{i+1} = \delta(s_i, \omega_i)$. The run $\sigma$ on input word $\omega$ produces an infinite word $M(\omega) \in (2^P)^\omega$ such that $(M(\omega)_i = \gamma(s_i))$ for all $i \geq 0$. The language of $M$ is the set $L(M) = \{M(\omega) \mid \omega \in I^\omega\}$ of infinite words generated by runs of $M$.

An LTL formula $\phi$ is satisfiable if there exists an infinite word $\omega \in (2^P)^\omega$ such that $\omega \models \phi$. A Moore (Mealy) transducer $M$ satisfies an LTL formula $\phi$, written as $M \models \phi$, if $L(M) \subseteq L(\phi)$. An LTL formula $\phi$ is Moore (Mealy) realizable if there exists a Moore (Mealy, respectively) transducer $M$ such that $M \models \phi$.

A two-player deterministic game graph is a tuple $G = (Q, Q_0, E)$ where $Q$ can be partitioned into two disjoint sets $Q_1$ and $Q_2$, $Q_1$ and $Q_2$ are the sets of states of player 1 and 2, respectively. $Q_0$ is the set of initial states. $E = Q \times Q$ is the set of directed edges. Players take turns to play the game. At each step, if the current state belongs to $Q_1$, player 1 chooses the next state. Otherwise player 2 makes a move. A play of
the game graph $G$ is an infinite sequence $\sigma = q_0q_1q_2...$ of states such that $q_0 \in Q_0$, and $(q_i,q_{i+1}) \in E$ for all $i \geq 0$. We denote the set of all plays by $\Pi$. A strategy for player $i \in \{1,2\}$ is a function $\alpha_i : Q^i \rightarrow Q$ that chooses the next state given a finite sequence of states which ends at a player $i$ state. A strategy is memoryless if it is a function of current state of the play, i.e., $\alpha_i : Q_i \rightarrow Q$. Given strategies $\alpha_1$ and $\alpha_2$ for players, and a state $q \in Q$, the outcome is the play starting at $q$, and evolved according to $\alpha_1$ and $\alpha_2$. Formally, $\text{outcome}(q,\alpha_1,\alpha_2) = q_0q_1q_2...$ where $q_0 = q$, and for all $i \geq 0$ we have $q_{i+1} = \alpha_1(q_i...q_{i-1})$ if $q_i \in Q_1$ and $q_{i+1} = \alpha_2(q_0q_1...q_i)$ if $q_i \in Q_2$. An objective for a player is a set $\Phi \subseteq \Pi$ of plays. A strategy $\alpha_1$ for player 1 is winning for some state $q$ if for every strategy $\alpha_2$ of player 2, we have $\text{outcome}(q,\alpha_1,\alpha_2) \in \Phi$.

Given an LTL formula $\phi$ over $P$ and a partitioning of $P$ into $I$ and $O$, the synthesis problem is to find a Mealy transducer $M$ with input alphabet $\mathcal{I} = 2^I$ and output alphabet $\mathcal{O} = 2^O$ that satisfies $\phi$. This problem can be reduced to computing winning strategies in game graphs. A deterministic game graph $G$, and an objective $\Phi$ can be constructed such that $\phi$ is realizable if and only if the system (player 1) has a memoryless winning strategy from the initial state in $G$ $[\text{11}]$. Every memoryless winning strategy of the system can be represented by a Mealy transducer that satisfies $\phi$. If the specification $\phi$ is unrealizable, then the environment (player 2) has a winning strategy. A counter-strategy for the synthesis problem is a strategy for the environment that can falsify the specification, no matter how the system plays. Formally, a counter-strategy can be represented by a Moore transducer $M_e = (S_e, s_0, \mathcal{I}', \mathcal{O}', \delta', \gamma')$ that satisfies $-\phi$, where $\mathcal{I}' = \mathcal{O}' = \mathcal{I}$ are the input and output alphabet for $M_e$ which are generated by the system and the environment, respectively.

In this paper, we consider specifications of the form $\phi = \phi_e \rightarrow \phi_s$, (1)

where $\phi_a$ for $a \in \{e, s\}$ can be written as a conjunction of the following parts:

- $\phi_e^\alpha$: A Boolean formula over $I$ if $\alpha = e$ and over $I \cup O$ otherwise, characterizing the initial state.

- $\phi_s^{\alpha, v}$: An LTL formula of the form $\bigwedge_i \Box \psi_i$. Each subformula $\Box \psi_i$ is either characterizing an invariant, in which case $\psi_i$ is a Boolean formula over $I \cup O$, or it is characterizing a transition relation, in which case $\psi_i$ is a Boolean formula over expressions $v$ and $\Box v'$ where $v \in I \cup O$ and $v' \in I$ if $\alpha = e$ and $v' \in I \cup O$ if $\alpha = s$.

- $\phi_s^{\alpha, c, r}$: A formula of the form $\bigwedge_i \Box \Diamond B_i$ characterizing fairness/liveness, where each $B_i$ is a Boolean formula over $I \cup O$.

For the specifications of the form in (1), known as GR(1) formulas, Piterman et al. $[\text{10}]$ show that the synthesis problem can be solved in polynomial time. Intuitively, in (1), $\phi_s$ characterizes the assumptions on the environment and $\phi_e$ characterizes the correct behavior (guarantees) of the system. Any correct implementation of the specification guarantees to satisfy $\phi_s$, provided that the environment satisfies $\phi_e$.

For a given unrealizable specification $\phi_e \rightarrow \phi_s$, we define a refinement $\psi = \bigwedge_i \psi_i$ as a conjunction of a collection of environment assumptions $\psi_i$ in the GR(1) form such that $\phi_s \land \psi \rightarrow \phi_s$ is realizable. Intuitively it means that adding the assumptions $\psi_i$ to the specification results in a new specification which is realizable. We say a refinement $\phi$ is consistent with the specification $\phi_e \rightarrow \phi_s$ if $\phi_s \land \psi$ is satisfiable. Note that if $\phi_e \land \psi$ is not satisfiable, i.e., $\phi_e \land \psi = \text{False}$, the specification $\phi_e \land \psi \rightarrow \phi_s$ is trivially realizable $[\text{7}]$, but obviously $\psi$ is not an interesting refinement.

### III. PROBLEM STATEMENT AND OVERVIEW

#### A. Problem Statement

Given a specification $\phi = \phi_e \rightarrow \phi_s$ in the GR(1) form which is satisfiable but unrealizable, find a refinement $\psi = \bigwedge_i \psi_i$ as a conjunction of environment assumptions $\psi_i$ such that $\phi_e \land \psi$ is satisfiable and $\phi_e \land \psi \rightarrow \phi_s$ is realizable.

#### B. Overview of the Method

We now give a high-level view of our method. Specification refinements are constructed in two phases. First, given a counter-strategy’s Moore machine $M_e$, we build an abstraction which is a FTS $T_e$. The abstraction preserves the structure of the counter-strategy (its states and transitions) while removing the input and output details. The algorithm processes $T_e$ and synthesizes a set of LTL formulas in special forms, called patterns, which hold over all runs of $T_e$. Our algorithm then uses these patterns along with a subset of variables specified by the user to generate a set of LTL formulas which hold over all runs of $M_e$. We ask the user to specify a subset of variables which she thinks contribute to the unrealizability of the specification. This set can also be used to guide the algorithm to generate formulas over the set of variables which are underspecified. Using a smaller subset of variables leads to simpler formulas that are easier for the user to understand.

The complement of the generated formulas form the set of candidate assumptions that can be used to rule out the counter-strategy from the environment’s possible behaviors. We remove the candidates which are not consistent with the specification in order to avoid a trivial solution $\text{False}$.

Any assumption from the set of generated candidates can be used to rule out the counter-strategy. Our approach does a breadth-first search over the candidates. If adding any of the candidates makes the specification realizable, the algorithm returns that candidate as a solution. Otherwise at each iteration, the process is repeated for any of the new specifications resulting from adding a candidate. The depth of the search is controlled by the user. The search continues until either a consistent refinement is found or the algorithm cannot find one within the specified depth (hence the search algorithm is sound, but not complete).

#### Example 1

Consider the following example borrowed from $[\text{7}]$ with the environment variables $I = \{r, c\}$ and system variables $O = \{g, v\}$. Here $r, c, g$ and $v$ stand for request, clear, grant and valid signals respectively. We start with no assumption, that is we only assume $\phi_e = \text{True}$. Consider the following system guarantees: $\phi_1 = \Box (r \rightarrow \Box \Diamond g)$, $\phi_2 = \Box (c \rightarrow \Box \Diamond g)$, $\phi_3 = \Box (c \rightarrow \neg v)$ and $\phi_4 = \Box (g \land v)$.
Let \( \phi_e \) be the conjunction of these formulas. \( \phi_1 \) requires that every request must be granted eventually starting from the next step by setting signal \( g \) to high. \( \phi_2 \) says that if clear or grant signal is high, then grant must be low at the next step. \( \phi_3 \) says if clear is high, then the valid signal must be low. Finally, \( \phi_4 \) says that system must issue a valid grant infinitely often.

The specification \( \phi_e \) \( \rightarrow \) \( \phi_s \) is unrealizable. A simple counter-strategy is for the environment to keep \( r \) and \( c \) high at all times. Then, by \( \phi_3 \), \( v \) needs to be always low and thus \( \phi_4 \) cannot be satisfied by any system. RATSY produces this counter-strategy which is then fed to our algorithm. An example candidate found by our algorithm to rule out this counter-strategy is the assumption \( \psi = \square \diamond (\neg r) \). Adding \( \psi \) to the specification prevents the environment from always keeping \( r \) high, thus the environment cannot use the counter-strategy anymore. However, the specification \( \phi_e \land \psi \rightarrow \phi_e \) is still unrealizable. RATSY produces the counter-strategy shown in Figure 1(a) for the new specification. The new counter-strategy keeps the \( c \) high all the times. The value of \( r \) is changed depending on the state of the counter-strategy as shown in Figure 1(a). The top block in each state of Figure 1(a) is the name of the state. RATSY produces additional information, shown in middle blocks, on how the counter-strategy enforces the system to violate the specification. We do not use this information in the current version of the algorithm.

The following formulas are examples of consistent refinements produced by our algorithm for the specification \( \phi_e \rightarrow \phi_s \):

- \( \psi_1 = \square (\neg r \lor \neg c) \land \square (r \lor \neg c) \)
- \( \psi_2 = \square (r \rightarrow \neg c) \land \square (\neg r \rightarrow \neg c) \)
- \( \psi_3 = \square \diamond (\neg r) \land \square (\neg c \lor r) \land \square (\neg r \rightarrow \neg c) \)

Assumptions in both of the refinements \( \psi_1 \) and \( \psi_2 \) imply \( \square (\neg c) \), that is, adding them requires the environment to keep the signal \( c \) always low. Although adding these assumptions make the specification realizable, it may not conform to the design intent. Refinement \( \psi_3 \) does not restrict \( c \) like \( \psi_1 \) and \( \psi_2 \), and only assumes that the environment sets the signal \( r \) to low infinitely often and that, when the request signal is low, the clear signal should be low at the same and the next step.

IV. SPECIFICATION REFINEMENT

Algorithm 1 finds environment assumptions that can be added to the specification to make it realizable. It gets as input the initial unrealizable specification \( \phi = \phi_e \rightarrow \phi_s \), the set \( P \) of subsets of variables to be used in generated assumptions and the maximum depth \( \alpha \) of the search. It outputs a consistent refinement \( \psi \), if it can find one within the specified depth.

For an unrealizable specification, a counter-strategy is computed as a Moore transducer using the techniques in [5], [2]. The counter-strategy is then fed to the GeneratePatterns procedure which constructs a set of patterns and is detailed in Section IV-C. Procedure GenerateCandidates, described in Section IV-A, produces a set of candidate assumptions in the form of GR(1) formulas using patterns and the set \( P \) of variables. Algorithm 1 runs a breadth-first search to find a consistent refinement. Each node of the search tree is a generated candidate assumption, while the root of the tree corresponds to the assumption True (i.e., no assumption). Each path of the search tree starting from the root corresponds to a candidate refinement as conjunction of candidate assumptions of the nodes visited along the path. When a node is visited during the search, its corresponding candidate refinement is added to the specification. If the new specification is consistent and realizable, the refinement is returned by the algorithm. Otherwise, if the depth of the current node is less than the maximum specified, a set of candidate assumptions are generated based on the counter-strategy for the new specification and the search tree expands.

In Algorithm 1, the queue CandidatesQ keeps the candidate refinements which are found during the search. At each iteration, a candidate refinement \( \psi \) is removed from the head of the queue. The procedure Consistent checks if \( \psi \) is consistent with the specification \( \phi \). If it is, the algorithm checks the realizability of the new specification \( \phi_{new} = \phi_e \land \psi \rightarrow \phi_s \) using the procedure Realizable [3], [2]. If \( \phi_{new} \) is realizable, \( \psi \) is returned as a suggested refinement. Otherwise, if the depth of the search for reaching the candidate refinement \( \psi \) is less than \( \alpha \), a new set of candidate assumptions are generated using the counter-strategy computed for \( \phi_{new} \). Algorithm 1 keeps track of the number of counter-strategies produced along the path to reach a candidate refinement in order to compute its depth (Depth(\( \psi \))). Each new candidate assumption \( \psi_{new} \) results in a new candidate refinement \( \psi \land \psi_{new} \) which is added to the end of the queue for future processing. The algorithm terminates when either a consistent refinement \( \psi \) is found, or there is no more candidates in the queue to be processed.

A. Generating Candidates

Consider the Moore transducer \( M_c = (S, s_0, I, O, \delta, \gamma) \) of a counter-strategy, where \( I = 2^O \) and \( O = 2^I \), and \( I \) and \( O \) are the set of the system and environment variables, respectively. Given \( M_c \), we construct a finite transition system \( T_c = (Q, \{q_0\}, \delta) \) which preserves the structure of the \( M_c \) while removing all details about its input and output. More formally, for each state \( s_i \in S \), \( T_c \) has a corresponding state \( q_i \in Q \), and \( q_0 \in Q \) is the state corresponding to \( s_0 \in S \). There exists a transition (\( q_i, q_j \)) \( \in \delta \) if and only if there exists \( y \in I \) such that \( \delta(s_i, y) = s_j \). It is easy to see that any run of \( T_c \) corresponds to a run of \( M_c \) and vice versa.

By processing the abstract FTS \( T_c \) of the counter-strategy, we synthesize a set of patterns which are LTL formulas of the form \( \square \lor \psi_1, \psi_2 \land \psi_3 \lor \square \psi_4 \) that hold over all runs of \( T_c \). Each \( \psi_i \) for \( i \in \{1, 2, 3, 4\} \) is a disjunction of a subset of states of \( T_c \), i.e., \( \psi_i = \lor_{q \in Q} q \) where \( Q_i \subseteq Q \).
Algorithm 1: Specification Refinement

Input: $\phi = \phi_0 \rightarrow \phi_s$, initial specification
Input: $P$, set of subsets of variables to be used in patterns
Output: $\alpha$, maximum depth of the search
Output: $\psi$, additional assumptions such that $\phi_e \land \psi \rightarrow \phi_s$ is realizable

1. $M_e := \text{CounterStrategy}(\phi)$;
2. Patterns := $\text{GeneratePatterns}(M_e)$;
3. CandidatesQ := $\text{GenerateCandidates}(\text{Patterns}, P)$;
4. while CandidatesQ is not Empty do
5.     $\psi := \text{CandidatesQ}.\text{DeQueue}$;
6.     if Consistent($\phi, \psi$) then
7.         $\phi_{\text{new}} = \phi_e \land \psi \rightarrow \phi_s$;
8.     else if Realizable($\phi_{\text{new}}$) then
9.         return $\psi$;
10.    else if Depth($\psi$) < $\alpha$ then
11.        $M_e := \text{CounterStrategy}(\phi_{\text{new}})$;
12.        Patterns := $\text{GeneratePatterns}(M_e)$;
13.        newCandidates := $\text{GenerateCandidates}(\text{Patterns}, P)$;
14.        foreach $\psi_{\text{new}} \in \text{newCandidates}$ do
15.            CandidatesQ.$\text{EnQueue}(\psi \land \psi_{\text{new}})$;
16.    end
17. return No refinement was found;

The complements of these formulas, $\square \neg \psi_1$ (liveness), $\neg \psi_2$ (safety), and $\psi_3 \rightarrow \neg \psi_4$ (transition), respectively, are of the desired GR(1) form and provide the structure for the candidate assumptions that can be used to rule out the counter-strategy. Note that similar to Figure 7(a), we do not synthesize assumptions characterizing the initial state because they are easy to specify in practice. Besides, it is simple to discover them from the counter-strategy. Patterns are generated using simple graph search algorithms explained in Section IV-C.

Example 2. Figure 7(b) shows the abstract FTS for the counter-strategy of Figure 7(a). For this FTS our algorithm produces the set of patterns $\square(q_1 \lor q_2 \lor q_3)$, $\square q_0, \square q_1, \square q_2, \square q_3$, and $\square(q_0 \land \square q_1), \square(q_1 \land \square q_2), \square(q_2 \land \square q_3)$, $\square(q_3 \land \square q_1)$. Any run of $T_c$ satisfies all of the above formulas. For example $T_c = \square q_i$ for $i \in \{0, 1, 2, 3\}$, meaning that any run of $T_c$ will eventually visit state $q_i$. The formula $\square(q_1 \land \square q_2)$ means that any run of $T_c$ will eventually visit state $q_1$ and then state $q_2$ at the next step. Also any run of $T_c$ satisfies $\square(q_1 \lor q_2 \lor q_3)$, meaning that any run of $T_c$ will eventually reach and stay in the set of states $\{q_1, q_2, q_3\}$.

As we mentioned previously, each state $q_i \in Q$ of the FTS $T_c$ corresponds to a state $s_i \in S$ of the Moore transducer $M_e$ of the counter-strategy. Also recall that each run of $T_c$ corresponds to a run of $M_e$. $M_e$, at any state $s_i \in S$, outputs the propositional formula $\nu_{s_i} = \gamma(s_i)$ which is a valuation over all environment variables. Formally, for any state $s_i \in S$ of $M_e$, we have $\nu_{s_i} = \ell_1 \land \ell_2 \land \ldots \land \ell_n$, where each $\ell_i$ is a literal over the environment variable $x_i \in I$. We call $\nu_{s_i}$ the state predicate of $s_i$ and also $q_i$. We replace the states in the patterns with their corresponding state predicates to get a set of formulas which hold over all runs of the counter-strategy.

Example 3. Consider the counter-strategy shown in Figure 7(a). The state predicates are $\nu_{s_0} = \nu_{s_1} = \nu_{s_3} = c \land r$ and $\nu_{s_2} = c \land \neg r$, where $S_0, S_1, S_2$ and $S_3$ are the states of $M_e$. Using the patterns obtained in Example 2 and replacing the states with their corresponding state predicates, we obtain LTL formulas which hold over all runs of $M_e$. For example, the pattern $\square(q_1 \lor q_2 \lor q_3)$ gives us the formula $\square((c \land r) \lor (c \land \neg r)) = \square c$. Replacing $q_2$ with $\nu_{S_2}$ in the pattern $\square q_2$ leads to $\square (c \land \neg r)$. Similarly, the pattern $\square(q_1 \land \square q_2)$ gives $\square((c \land r) \land \square (c \land \neg r))$.

The structure of the state predicates and patterns is such that any subset of the environment variables can be used along with the patterns to generate candidates and the resulting formulas still hold over all runs of the counter-strategy. Algorithm 1 gets the set $P = \{P_1, P_2, P_3, P_4\}$ as input, where each $P_i$ is a subset of environment variables that should be used in the corresponding $\psi_i$ for generating the candidate assumptions from the patterns of the form $\square \phi_0, \psi_2$ and $\square (\psi_3 \land \psi_4)$. Example 4. Assume that the designer specifies $P_1 = \{r\}$, $P_2 = \{c\}$, $P_3 = \{r,c\}$ and $P_4 = \{c\}$. Then the pattern $\square(q_1 \lor q_2 \lor q_3)$ results in $\square((c \land r) \lor c) = \square \text{true}$. From $\square q_2$ we obtain $c$, and $\square(q_1 \land \square q_2)$ leads to $\square (c \land \neg r) \land \square c$. Note that using a smaller subset of variables leads to simpler formulas (and sometimes trivial as in $\square \text{true}$). However, this simplicity may result in assumptions which put more constraints on the environment as we will show later.

The complement of the generated formulas form the set of candidate assumptions that can be used to rule out the counter-strategy. For instance, formulas $\square (c \land \neg r) = \square \text{false}$, $\square (c \land \neg r) = \square \text{false}$ and $\square (c \land \neg r) \land \square c$ are the candidate assumptions computed based on the user input in Example 4. Note that there might be repetitive formulas among the generated candidates. We remove the repeated formulas in order to prevent the process from checking the same assumption repeatedly. We also use some techniques to simplify the synthesized assumptions (see Section IV-A).

B. Removing the Restrictive Formulas

Given two non-equivalent formulas $\phi_1$ and $\phi_2$ we say $\phi_1$ is stronger than $\phi_2$ if $\phi_1 \rightarrow \phi_2$ holds. Assume $\phi_1$ and $\phi_2$ are two formulas that hold over all runs of the counter-strategy computed for the specification $\phi_e \rightarrow \phi_s$, and that $\psi_1 \rightarrow \psi_2$. Note that $\neg \psi_2 \rightarrow \neg \psi_1$ also holds, that is, $\psi_1$ is a weaker assumption compared to $\neg \psi_2$. Adding either $\neg \psi_1$ or $\neg \psi_2$ to the environment assumptions $\phi_e$ rules out the counter-strategy. However, adding the stronger assumption $\neg \psi_2$ restricts the environment more than adding $\neg \psi_1$. That is, $\phi_e \land \neg \psi_2$ puts more constraints on the environment compared to $\phi_e \land \neg \psi_1$.

As an example, consider the counter-strategy $M_e$ shown in Figure 7(a). Both $\psi_1 = \square (c \land \neg r)$ and $\psi_2 = \square (c)$ hold over all runs of $M_e$. Moreover, $\psi_1 \rightarrow \psi_2$. Consider the corresponding assumptions $\neg \psi_1 = \square (c \land \neg r)$ and $\neg \psi_2 = \square (c \land \neg r)$. Adding $\neg \psi_2$ restricts the environment more than adding $\neg \psi_1$. $\neg \psi_2$ requires the environment to keep the signal $c$ always low, whereas in case of $\neg \psi_1$, the environment is free to assign additional values to its variables. It only prevents the environment from setting $c$ to high and $r$ to low at the same time.

We construct patterns which are strongest formulas of their specified form that hold over all runs of the counter-
strategy. Therefore, the generated candidate assumptions are the weakest formulas that can be constructed for the given structure and the user specified subset of variables.

C. Synthesizing Patterns

In this section we show how certain types of patterns can be synthesized using the abstract FTS $T_c$ of the counter-strategy. A pattern $\mathcal{P}$ is an LTL formula $\phi_\mathcal{P}$ which holds over all runs of the FTS $T_c$, i.e., $T_c \models \phi_\mathcal{P}$. We are interested in patterns of the form $\square \psi$, $\diamond \psi$, and $\diamond (\psi_1 \land \psi_2)$. The complements of these patterns are of the GR(1) form and, after replacing states with their corresponding state predicates, will yield to candidate assumptions for removing the counter-strategy.

1) Patterns of the Form $\Diamond \psi$: For a FTS $T_c = (Q, \{q_0\}, \delta)$, we define a configuration $C \subseteq Q$ as a subset of states of $T_c$. We say a configuration $C$ is an eventually configuration if for any run $\sigma$ of $T_c$ there exists a state $q \in C$ and a time step $i \geq 0$ such that $\sigma_i = q$. That is, any run of $T_c$ eventually visits a state from the configuration $C$. It follows that if $C$ is an eventually configuration for $T_c$, then $T_c \models \bigvee_{q \in C} \psi$. We say an eventually configuration $C$ is minimal if there exists no $\psi' \subset C$ such that $\psi'$ is an eventually configuration. Note that removing any state $q \in C$ from a minimal eventually configuration leads to a configuration which is not an eventually configuration.

Algorithm 2 constructs eventually patterns which correspond to the minimal eventually configurations of $T_c$ with size less than or equal to $\beta$. The larger configurations lead to larger formulas which are hard for the user to parse. The user can specify the value of $\beta$. Heuristics can also be used to automatically set $\beta$ based on the properties of $T_c$, e.g., the maximum outdegree of the vertices in the corresponding directed graph $\overline{G_T}$, where the outdegree of a vertex is the number of its outgoing edges. In Algorithm 2 the set $\square$Configurations keeps the minimal eventually configurations discovered so far. Algorithm 2 initializes the sets Patterns and $\square$Configurations to $\{q_0\}$ and $\{q_0\}$, respectively. Note that $\square q_0$ holds over all runs of $T_c$. The algorithm then checks each possible configuration $Q' \subseteq Q - \{q_0\}$ with size less than or equal to $\beta$ in a non-decreasing order of $|Q'|$ to find minimal eventually configurations. Without loss of generality we assume that all states in $T_c$ have outgoing edges. At each iteration, a configuration $Q'$ is chosen. Algorithm 2 checks if there is a minimal eventually configuration $Q''$ which is already discovered and $Q'' \subset Q'$. If such $Q''$ exists, $Q'$ is not minimal. Otherwise, the algorithm checks if it is an eventually configuration by first removing all the states in $Q'$ and their corresponding incoming and outgoing transitions from $T_c$ to obtain another FTS $T'_c$. Now, if there is an infinite run from $q_0$ in $T'_c$, then there is a run in $T_c$ that does not visit any state in $Q'$. Otherwise, $Q'$ is a minimal eventually configuration and is added to $\square$Configurations. The corresponding formula $\psi = \square \bigvee_{q \in Q'} q$ is also added to the set of eventually patterns. Note that checking if there exists an infinite run in $T'_c$ can be done by considering $T'_c$ as a graph and checking if there is a reachable cycle from $q_0$, which can be done in linear time in number

<table>
<thead>
<tr>
<th>Algorithm 2: Generating $\Diamond \psi$ patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Finite state transition system $T_c = (Q, {q_0}, \delta)$</td>
</tr>
<tr>
<td><strong>Input:</strong> $\beta$, maximum number of states in generated patterns</td>
</tr>
<tr>
<td><strong>Output:</strong> a set of patterns of the form $\Diamond \psi$ where $T_c \models \psi$</td>
</tr>
<tr>
<td>1 Patterns := ${q_0}$;</td>
</tr>
<tr>
<td>2 $\square$Configurations := ${q_0}$;</td>
</tr>
<tr>
<td>3 foreach $Q' \subseteq Q - {q_0}$ with non-decreasing order of $</td>
</tr>
<tr>
<td>4 if $\not\exists Q'' \in \square$Configurations s.t. $Q'' \subseteq Q'$ then</td>
</tr>
<tr>
<td>5 Let $T'_c = (Q - Q', {q_0}, \delta')$ where $\delta' = {(q, q') \in \delta</td>
</tr>
<tr>
<td>6 if there is no infinite run from $q_0$ in $T'_c$ then</td>
</tr>
<tr>
<td>7 Add $Q'$ to $\square$Configurations;</td>
</tr>
<tr>
<td>8 Let $\psi = \bigvee_{q \in Q'} q$;</td>
</tr>
<tr>
<td>9 Add $\psi$ to Patterns;</td>
</tr>
<tr>
<td>10 return Patterns;</td>
</tr>
</tbody>
</table>

Example 5. Consider the FTS shown in Figure. Algorithm 2 starts at initial configuration $\{q_0\}$ and generates the formula $\Diamond q_0$. None of $\{q_1\}$, $\{q_2\}$ or $\{q_3\}$ is an eventually configuration. For example for configuration $\{q_1\}$, there exists the run $\sigma = q_0, (q_1)^\omega$ which never visits $q_1$. Configurations $\{q_1,q_3\}$ and $\{q_2,q_3\}$ are minimal eventually configurations. For example removing $\{q_1,q_3\}$ will lead to a FTS with no infinite run (no cycle is reachable from $q_0$ in the corresponding graph). It is easy to see that configuration $\{q_1,q_2\}$ is not an eventually configuration. Configuration $\{q_1,q_2,q_3\}$ is not minimal, although it is an eventually configuration. Thus Algorithm 2 returns the set of patterns $\{\Diamond q_0, \Diamond (q_1 \lor q_3), \Diamond (q_2 \lor q_3)\}$.

2) Patterns of the Form $\Diamond \Box \psi$: To compute formulas of the form $\Diamond \Box \psi$ which hold over all runs of the FTS $T_c = (Q, \{q_0\}, \delta)$ of the counter-strategy, we view $T_c$ as a graph and separate its states into two groups: $Q^{\text{cycle}} \subseteq Q$, the set of states that are part of a cycle in $T_c$ (including the cycle from one node to itself), and $Q' = Q - Q^{\text{cycle}}$. Without loss of generality we assume that any state $q \in Q$ is reachable from $q_0$. Therefore, any state $q \in Q^{\text{cycle}}$ belongs to a reachable strongly connected component $C$ of $T_c$. Also for any strongly connected component $C$ of $T_c$, there exists a run $\sigma$ of $T_c$ which reaches states in $C$ and keeps cycling there forever. Hence, the formula $\psi_1 = \Diamond \Box \bigvee_{q \in C} q$ holds over the run $\sigma$. Indeed $\psi_1$ is the minimal formula of disjunctive form which holds over all runs that can reach the strongly connected component $C$. That is, by removing any of the states from $\psi_1$, one can find a run $\sigma'$ which can reach the strongly connected component $C$ and visit the removed state, falsifying the resulted formula. Therefore, eventually for any execution of $T_c$, the state of the system will always be in one of the states $q \in Q^{\text{cycle}}$. Thus the formula $\psi = \Diamond \Box \bigvee_{q \in Q^{\text{cycle}}} q$ is the minimal formula of the form eventually always which holds over all runs of $T_c$.

To partition the states of the $T_c$ into $Q^{\text{cycle}}$ and $Q'$ we use Tarjan’s algorithm for computing strongly connected components of the graph. Thus the algorithm is of linear time.

\footnote{A transition from any state with no outgoing transition can be added to a dummy state with a self loop. Patterns which include the dummy state will be removed.}
complexity in number of states and transitions of $T_e$.

Example 6. Consider the non-deterministic FTS shown in Figure 2. It has three strongly connected components: $\{q_0\}$, $\{q_1, q_2\}$, and $\{q_3\}$. Only the latter two components include a cycle inside them, that is $Q^\text{cycle} = \{q_1, q_2, q_3\}$. Thus, the pattern $\psi = \diamond \Box (q_1 \lor q_2 \lor q_3)$ is generated. Note that the possible runs of the system are $\sigma_1 = q_0, (q_1, q_2, q_3)^{\omega}$ and $\sigma_2 = q_0, (q_3)^{\omega}$. The generated pattern $\psi$ holds over both of these runs. Observe that removing any of the states in $\psi$ will result in a formula which is not satisfied by $T_e$ any more.

3) Patterns of the Form $\diamond (\psi_1 \land \Box \psi_2)$: To generate candidates of the form $\diamond (\psi_1 \land \Box \psi_2)$, first note that $\diamond (\psi_1 \land \Box \psi_2)$ holds only if $\diamond \psi_1$ holds. Therefore, a set of eventually patterns $\diamond \psi_1$ is first computed using Algorithm 2. Then for each formula $\diamond \psi_1$, the pattern $\diamond (\psi_1 \land \Box \bigvee_{q \in N^\text{ext}(\psi_1)} q)$ is generated, where $N^\text{ext}(\psi_1)$ is the set of states that can be reached in one step from the configuration specified by $\psi_1$. Formally, $N^\text{ext}(\psi_1) = \{q_i \in Q \mid \exists q_j \in C \text{ s.t. } (q_j, q_i) \in \delta\}$ and $C$ is the configuration represented by $\psi_1 = \bigvee_{q \in C} q$. The most expensive part of this procedure is computing the eventually patterns, therefore its complexity is the same as Algorithm 2. Algorithms for computing $\diamond \Box \psi$ and $\diamond (\psi_1 \land \Box \psi_2)$ patterns can be found in the technical report [1].

Example 7. Consider the FTS shown in Figure 2. Given the set of eventually formulas produced in Example 3 patterns $\diamond (q_0 \land \Box (q_1 \lor q_3))$, $\diamond ((q_1 \lor q_3) \land \Box (q_2 \lor q_3))$ and $\diamond ((q_2 \lor q_3) \land \Box (q_1 \lor q_3))$ are generated.

The procedures described for producing patterns, lead to assumptions which only include environment variables, and are enough for resolving unrealizability in our case studies. However, in general, GR(1) assumptions can also include the system variables. The procedures can be easily extended to the general case (see [1]).

The following theorem states that the procedures described in this section, generate the strongest patterns of the specified forms. Its proof can be found in [1]. Removing the weaker patterns leads to shorter formulas which are easier for the user to understand. It also decreases the number of generated candidates at each step. More importantly, it leads to weaker assumptions on the environment that can be used to rule out the counter-strategy. If the restriction imposed by any of these candidates is not enough to make the specification realizable, the method analyzes the counter-strategy computed for the new specification to find assumptions that can restrict the environment more. This way the counter-strategies guide the method to synthesize assumptions that can be used to achieve realizability.

Theorem 1. For any formula of the form $\diamond \psi\lor\Box\psi$ or $\diamond (\psi_1 \land \Box \psi_2)$ which hold over all runs of a given FTS $T_e$, there is an equivalent or stronger formula of the same form synthesized by the algorithms described in Section IV-C.

V. Case Studies

We now present two case studies. We use RATSYS to generate counter-strategies and Cadence SMV model checker [8] to check the consistency of the generated candidates. In our experiments, we set $\alpha$ in Algorithm 1 to two, and $\beta$ in Algorithm 2 to the maximum outdegree of the vertices of the counter-strategy’s abstract directed graph. We slightly change Algorithm 1 to find all possible refinements within the specified depth.

A. Lift Controller

We borrow the lift controller example from [3]. Consider a lift controller serving three floors. Assume that the lift has three buttons, denoted by the Boolean variables $b_1, b_2$ and $b_3$, which are controlled by the environment. The location of the lift is represented using Boolean variables $f_1, f_2$ and $f_3$ controlled by the system. The lift may be requested on each floor by pressing the corresponding button. We assume that (1) once a request is made, it cannot be withdrawn, (2) once the request is fulfilled it is removed, and (3) initially there are no requests. Formally, the specification of the environment is $\phi_e = \phi_{\text{init}}^e \land \phi_1^e \land \phi_2^e \land \phi_3^e \land \phi_2^s \land \phi_3^s$, where $\phi_{\text{init}}^e = (\neg b_1 \land \neg b_2 \land \neg b_3)$, $\phi_1^e = \Box (b_1 \land f_1 \rightarrow \neg b_1)$, and $\phi_2^s = \Box (b_1 \land f_1 \rightarrow b_1)$ for $1 \leq i \leq 3$.

The lift initially starts on the first floor. We expect the lift to be only on one of the floors at each step. It can move at most one floor at each time step. We want the system to eventually fulfill all the requests. Formally the specification of the system is given as $\phi = \phi_{\text{init}}^s \land \phi_1^s \land \phi_2^s \land \phi_3^s \land \phi_2^e \land \phi_3^e$, where

- $\phi_{\text{init}}^s = f_1 \land \neg f_2 \land \neg f_3$,
- $\phi_1^s = \Box (f_1 \land f_2) \land \neg (f_2 \land f_3) \land \neg (f_1 \land f_3)$,
- $\phi_2^s = \Box (f_i \rightarrow \neg (f_{i-1} \lor f_i \lor f_{i+1}))$,
- $\phi_3^s = \Box ((f_1 \land f_2) \lor (f_2 \land f_3) \lor (b_1 \land b_2 \land b_3))$,
- $\phi_2^e = \Box (b_1 \land f_1 \rightarrow \neg b_1)$.

The requirement $\phi_3^s$ says that the lift moves up one floor only if some button is pressed. The specification $\phi = \phi_e \rightarrow \phi_s$ is realizable. Now assume that the designer wants to ensure that all floors are infinitely often visited; thus she adds the guarantees $\bigwedge_{j} \phi_{\text{init}}^s$ where $\phi_{\text{init}}^s = \Box (f_j)$ to the set of system requirements. The specification $\phi' = \phi_e \rightarrow \phi_s \bigwedge_{j} \phi_{\text{init}}^s$ is not realizable. A counter-strategy for the environment is to always press the corresponding button. Refinement $\psi_1$ requires that the environment infinitely often press a button. Refinement $\psi_2$ is another suggestion which requires the environment to make a request after any inactive turn. Refinement $\psi_1$ seems to be more reasonable and the user can add it to the specification to make it realizable.

Only one counter-strategy is processed during the search for finding refinements and three candidate assumptions are generated overall, where one of the candidates is inconsistent with $\phi'$ and the two others are refinements $\psi_1$ and $\psi_2$. Thus, the search terminates after checking the generated assumptions at
first level. Only 0.6 percent of total computation time was spent on generating candidate assumptions from the counter-strategy. Note that to generate \( \psi_1 \) using the template-based method in [2], the user needs to specify a template with three variables which leads to \( 2^3 = 8 \) candidate assumptions, although only one of them is satisfied by the counter-strategy.

B. AMBA AHB

ARM’s Advanced Microcontroller Bus Architecture (AMBA) defines the Advanced High-Performance Bus (AHB) which is an on-chip communication protocol. Up to 16 masters and 16 slaves can be connected to the bus. The masters start the communication (read or write) with a slave and the slave responds to the request. Multiple masters can request the bus at the same time, but the bus can only be accessed by one master at a time. A bus access can be a single transfer or a burst, which consists of multiple number of transfers. A bus access can be locked, which means it cannot be interrupted. Access to the bus is controlled by the arbiter. More details of the protocol can be found in [3]. We use the specification given by one of RATSY’s example files (amba02.rat). There are four environment signals:

- \( \text{HBUSREQ}[i] \): Master \( i \) requests access to the bus.
- \( \text{HLOCK}[i] \): Master \( i \) requests a locked access to the bus. This signal is raised in combination with \( \text{HBUSREQ}[i] \).
- \( \text{HBURST}[1:0] \): Type of transfer. Can be SINGLE (a single transfer), BURST4 (a four-transfer), or INCR (unspecified length burst).
- \( \text{HREADY} \): Raised if the slave has finished processing the data. The bus owner can change and transfers can start only when \( \text{HREADY} \) is high.

The first three signals are controlled by the masters and the last one is controlled by the slaves. The specification of amba02.rat consists of one master and two slaves. For our experiment, we remove the fairness assumption \( \square \diamond \text{HREADY} \) from the specification. The new specification is unrealizable. We run our algorithm with the sets of variables \{\text{HREADY}, \text{HBUSREQ}[0], \text{HBUSREQ}[1], \text{HLOCK}[0], \text{HLOCK}[1]\}, \{\text{HREADY} \} and \{\text{HBUSREQ}[0], \text{HBUSREQ}[1]\} to be used in liveness, safety, left and right hand side of transition assumptions, respectively. Some of the refinements generated by our method are:

\[
\begin{align*}
\psi_1 &= \square \diamond \text{HREADY}, \\
\psi_2 &= \square(\text{HREADY} \lor \neg \text{HBUSREQ}[0] \lor \neg \text{HLOCK}[0] \lor \neg \text{HBUSREQ}[1] \lor \\
& \quad \quad \lor \neg \text{HLOCK}[1]\) \land \square \diamond \text{HREADY}, \\
\psi_3 &= \square(\text{HREADY} \lor \\
& \quad \quad \lor \neg \text{HBUSREQ}[0]) \land \\
& \quad \quad \lor (\neg \text{HREADY} \lor \neg \text{HBUSREQ}[0]).
\end{align*}
\]

Note that although \( \psi_2 \) is a consistent refinement, it includes \( \psi_1 \) as a subformula and it is more restrictive. The refinement \( \psi_3 \) implies that \( \text{HBUSREQ}[0] \) must always be low from the second step on. Among these suggested refinements, \( \psi_1 \) appears to be the best option. Our method only processes one counter-strategy with five states and generates five candidate assumptions to find the first refinement \( \psi_1 \). To find all refinements within the depth two, overall five counter-strategies are processed by our method during the search, where the largest counter-strategy had 25 states. The number of assumptions generated for each counter-strategy during the search is less than nine. 28.6 percent of total computation time was spent on generating candidate assumptions from the counter-strategies.

VI. Conclusion and Future Work

We presented a counter-strategy guided approach for adding environment assumptions to an unrealizable specifications in order to achieve realizability. We gave algorithms for synthesizing weakest assumptions of certain forms (based on “patterns”) that can be used to rule out the counter-strategy.

We chose to apply explicit-state graph search algorithms on the counter-strategy because the available tools for solving games output the counter-strategy as a graph in an explicit form. Symbolic analysis of the counter-strategy may be desirable for scalability, but the key challenge for this is to develop algorithms for solving games that can produce counter-examples in compact symbolic form. Synthesizing symbolic patterns is one of the future directions.

Counter-strategies provide useful information for explaining reasons for unrealizability. However, there can be multiple ways to rule out a counter-strategy. We plan to investigate how the multiplicity of the candidates generated by our method can be used to synthesize better assumptions. Furthermore, our method asks the user for subsets of variables to be used in generating candidates. The choice of the subsets can significantly impact how fast the algorithm can find a refinement. Automatically finding good subsets of variables that contribute to the unrealizability problem is another future direction. Synthesizing environment assumptions for more general settings, and using the method for synthesizing interfaces between components in context of compositional synthesis are subject to our current work.
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Abstract—A finite state reactive system (for instance a hardware controller) can be specified through a set of $\omega$-regular properties, most of which are often safety properties. In the game-based approach to synthesis, the specification is converted to a game between the system and the environment. A deterministic implementation is obtained from the game graph and a system's winning strategy. However, there are obstacles to extract an efficient implementation from the game in hardware. On the one hand, a large space must be explored to find a strategy that has a concise representation. On the other hand, the transition structure inherited from the game graph may correspond to a state encoding that is far from optimal.

In the approach presented in this paper, the game is formulated as a sequence of Boolean equations. That leads to significant improvements in the quality of the implementation compared to existing automata-based techniques. It is also shown discussed to extend this approach to the synthesis from obligation properties.

I. INTRODUCTION

Synthesizing reactive systems from $\omega$-regular specifications [20] allows designers to focus on intended behavior rather than implementation details. Acceptance of automated techniques, however, is in proportion to their ability to deliver designs that meet cost and performance targets and are comparable to those produced by humans.

We present techniques that increase the performance of synthesis algorithms and lead to more compact implementations. While the algorithms are general, our implementation is geared towards the synthesis of hardware controllers. We assume that the specification of the reactive system to be synthesized is given by a list of $\omega$-regular properties (system guarantees) that must hold when the environment satisfies another list of $\omega$-regular properties (environment assumption). Each property is first translated to a deterministic parity automaton [13]. In special cases—like specifications in general reactive (1) form [19]—our algorithms take full advantage of this restricted form of specification. However, we do not impose restrictions on the input specification beyond $\omega$-regularity.

Our approach extends the one of [21] in several ways. We synthesize safety properties by first reducing them to relation constraints and then manipulating the constraints in a fully symbolic form. Unlike previous techniques, this approach does not tend to embed the structures of the property automata in the implementation and produces designs with fewer state bits, better state encoding, and simpler combinational logic. It can also be considerably faster than techniques that work on explicit representations of the automata, especially when many safety properties are combined. The result of the process is a parameterized system suitable for incremental synthesis. This is useful when the specification has more than just safety or obligation properties.

We extend the symbolic approach based on transition constraint to the synthesis from obligation properties [14], which include implications between safety properties. For such implications, in particular, we show how to reduce the synthesis game to two safety games based on transition constraints.

The typical approach of automatic synthesis from the specification derives deterministic automata for each safety property; these automata operate in parallel to constrain the transitions of the system. The transition function of the composition of these automata is then inherited by the implementation. In this paper, we propose a novel way to extract the transition function of the implementation. When all the safety properties describe a language that can be generated by a relation so that the problem of sequential synthesis is converted to a problem of combination synthesis. Otherwise, we add just enough memory so that the conversion is correct. We then solve the problem of combinational synthesis by solving Boolean equations. The general solutions capture all the possible ways in which the system can satisfy the safety properties in the specification. The parameterized representation of the general solutions allows us to take advantage of the incremental synthesis framework of [21]. An additional advantage of our approach is that it is symbolic and thus adept at manipulating a large set of safety properties.

The size of the synthesized implementation depends on the transition function of the game and on the system’s winning strategy. The authors in [1] provide a heuristic to select a winning strategy that attempts to minimize the amount of combinational logic in the implementation. On the other hand, the authors in [6] provide a heuristic to select a winning strategy that attempts to minimize the amount of sequential logic. However, improving the symbolic representation of the game obtained from the specification is not the focus of these works. The importance of efficient game representation has also been observed in [13]. The author remarks that current techniques are unable to extract an efficient transition structure of the implementation and proposes a tree-based approach to reduce the dependency of the implementation on the syntax of the specification. No experiments are reported.

The paper is organized as follows: Sec. III covers background and introduces notation. Sec. III IV and V show that safety properties can be generated by a relation. Sec. VI and VII
discuss the synthesis from safety properties from such a relation. Sec. [VIII] extends the relation-based approach to obligation properties. Experimental results are described in Sec. [X] and conclusions are drawn in Sec. [X]

II. Preliminaries

A. Linear-Time Properties

A finite automaton on $\omega$-words $\langle \Sigma, Q, q_0, \delta, \alpha \rangle$ (an $\omega$-automaton) is defined by a finite alphabet $\Sigma$, a finite set of states $Q$, an initial state $q_0 \in Q$, a transition function $\delta: Q \times \Sigma \rightarrow 2^Q$ that maps a state and an input letter to a set of possible successors, and an acceptance condition $\alpha$ that describes a subset of $Q^\omega$, that is, a set of infinite sequences of states. A deterministic automaton is such that $\delta(q, \sigma)$ is empty or a singleton for all states $q \in Q$ and all letters $\sigma \in \Sigma$. (In the case $\delta(q, \sigma)$ is a singleton, we write $\delta(q, \sigma) = q'$ for $\delta(q, \sigma) = \{q'\}$.) A run of automaton $A$ on $\omega$-word $w = w_0w_1...$ is a sequence $q_0, q_1, ...$ such that $q_0 = q_m$ and for $i \geq 0$, $q_{i+1} \in \delta(q_i, w_i)$. A run is accepting iff (if and only if) it belongs to the set described by $\alpha$, and a word is accepted iff it has an accepting run in $A$. The subset of $\Sigma^\omega$ accepted by $A$ is the language of $A$, written $L(A)$.

Several types of acceptance conditions $\alpha$ are in use. We are concerned with parity conditions [10], [3], which concern the set of states $\inf(\rho)$ that occur infinitely often in a run $\rho$. A parity condition assigns a priority to each state: a condition of index $k$ is a function $\pi: Q \rightarrow \{0 \leq i \leq k\}$. A run $\rho$ is accepting iff $\max\{\pi(q_i) \mid q_i \in \inf(\rho)\}$ is odd; that is, if the highest recurring priority is odd [3], [9]. A deterministic parity word automaton (DPW) is a deterministic $\omega$-automaton equipped with a parity condition; it is of minimum index if there is no other DPW for the same language with an acceptance condition of lower index. In the sequel, parity automata are deterministic and of minimum index [5]. A conjunctive parity condition is a set of parity conditions; and a run is accepting iff it is accepting by every parity condition. A disjunctive parity condition is a set of parity conditions; and a run is accepting iff it is accepting by some parity condition. Automata are also assumed to be reduced: all states are reachable from the initial state and the language accepted from them is nonempty.

We fix a finite set of atomic propositions $X$ and consider the alphabet $\Sigma = 2^X$. An $\omega$-regular linear-time property is a subset of $\Sigma^\omega$ that is accepted by a DPW. A linear-time safety property is a closed set of the product topology of $\Sigma^\omega$. Safety properties are accepted by DPWs of index 2 such that there is no path from priority 0 states to priority 1 states. Non-safety properties are progress properties [15]. A safety automaton is irredundant if no two states accept the same language.

Linear-time temporal logic (LTL) is a specification mechanism that can express a subset of the $\omega$-regular properties. Formulae of LTL are built from the atomic propositions in $X$ by applying Boolean connectives and temporal operators $U$ (until), $R$ (releases), and $X$ (next). Convenient abbreviations include $G$ (globally), $F$ (eventually), and $W$ (weak until). An LTL formula is in negation normal form if negation is restricted to atomic propositions. The language described by the LTL formula $\phi$ is denoted by $L(\phi)$.

B. Realizability, Synthesis, and Games

An $\omega$-regular property $W$ is satisfiable if it has a model. For a given partition $(X_e, X_s)$ of the atomic propositions, $W$ is realizable if there exists a winning strategy for the player controlling $X_e$ (the system) in the following game against the player controlling $X_s$ (the environment): at each turn the environment and the system choose subsets of the propositions they control, jointly selecting an element of $\Sigma$. The elements chosen at successive turns form an infinite sequence $\rho \in \Sigma^\omega$. If $\rho$ is in $W$, then the system wins; otherwise the environment wins. If the system has a winning strategy, then $W$ is realizable, in which case a program or circuit satisfying $W$ can be extracted from the strategy.

A full specification of the game requires detailing what each player knows of the opponent’s choices when making its own choices. Variants of realizability result from different assumptions: If the system is fully apprised of the environment’s choice for the same turn, Mealy realizability is obtained. In the opposite case, Moore realizability follows. We adopt a formulation that encompasses both Mealy and Moore realizability as special cases.

An $\omega$-regular property $\phi$ over $X$ specifying a reactive system is accepted by a DPW $A_\phi = \langle \Sigma, Q, q_m, \delta, \pi \rangle$. To check the realizability of $\phi$, $A_\phi$ is interpreted as an input-based parity game $G_\phi = \langle \Sigma, Q, q_m, \delta, \pi \rangle$, where $X = X_{ed} \cup X_s \cup X_{cp}$, and $\Sigma$ is the Cartesian product of a disclosed environment alphabet $\Sigma_{ed} = 2^X$, a system alphabet $\Sigma_s = 2^X$, and a private environment alphabet $\Sigma_{cp} = 2^X$. When the token is in state $q \in Q$, the environment chooses a letter $\sigma_{ed}$ and discloses it to the system; then the system chooses a letter $\sigma_s$ and discloses it to the environment; finally the environment selects a letter $\sigma_{cp}$ and the token moves to state $q' = \delta(q, (\sigma_{ed}, \sigma_s, \sigma_{cp}))$. If the system has a strategy $\tau_s: S \times Q \times \Sigma_{ed} \rightarrow \Sigma_s \times S$ to win this game from $q_m$ then $\phi$ is realizable. The set $S$ is the system’s memory.

III. $R$-Generability

This section is concerned with the safety languages that can be generated by a relation on the alphabet $\Sigma$. It characterizes the $R$-generable languages in terms of the automata that accept them and establishes the correspondence between the automata-based view and the linguistic view of [7]. The automata-based approach provides efficient membership tests that are used in subsequent sections to devise an efficient synthesis procedure for properties that are $R$-generable.

Definition 1. A set of infinite words $W \subseteq \Sigma^\omega$ is $R$-generable if there exists a binary relation $R$ on $\Sigma$ such that a sequence $w_0w_1w_2...$ is in $W$ iff $\forall i \geq 0, (w_i, w_{i+1})$ is in $R$.

The subset of $\Sigma^\omega$ generated by $R \subseteq \Sigma \times \Sigma$ is denoted by $L(R)$. It has been shown in [7] that a set of infinite words $W \subseteq \Sigma^\omega$ is $R$-generable iff it is suffix-closed, fusion-closed, and limit-closed. These concepts are defined as follows:
Definition 2. The language \( W \subseteq \Sigma^\omega \) is suffix-closed if for every word \( w_0w_1w_2 \ldots \in W \) then the suffix \( w_1w_2 \ldots \) is in \( W \). The language \( W \subseteq \Sigma^\omega \) is fusion-closed if the words \( xwy \) and \( axb \) are in \( W \), then \( xwb \in W \) (and \( axy \in W \)). The language \( W \subseteq \Sigma^\omega \) is limit-closed if whenever the words \( w_0w_1w_2, w_0w_1w_2c, \ldots \) belong to \( W \), then the limit of the prefixes \( w_0, w_0w_1, w_0w_1w_2, \ldots \), which is the infinite word \( w_0w_1w_2 \ldots \), is also in \( W \).

Limit-closed \( \omega \)-regular languages are accepted by safety automata [11]. The structure of the \( \omega \)-automata that recognize suffix-closed and fusion-closed languages are now examined. For lack of space, most proofs are omitted, except those that provide constructions used in the algorithms.

Definition 3. An automaton \( A = (\Sigma, Q, q_\text{in}, \delta, \pi) \) is initially free if \( \forall \sigma \in \Sigma \cdot \delta(q_\text{in}, \sigma) = \{ q' \mid \exists q \in Q \cdot \delta(q, \sigma) = q' \} \).

Lemma 1. An \( \omega \)-regular language \( W \subseteq \Sigma^\omega \) is suffix-closed iff it is accepted by an initially-free automaton over \( \Sigma \).

To check whether an \( \omega \)-automaton \( A \) accepts a suffix-closed language, one constructs an initially-free automaton \( A' \) as described in the proof of Theorem 1 below. If \( L(A') \subseteq L(A) \) then \( L(A) \) is suffix-closed. When \( A \) is a deterministic safety automaton, if its initial state simulates every other state then \( L(A) \) is suffix-closed.

Definition 4. An \( \omega \)-automaton \( A \) is 1-definite if the current state of \( A \) is determined by the most recent letter read.

The following result is a special case of the test for definiteness [17], [10]:

Lemma 2. An automaton is 1-definite iff for every input letter \( \sigma \in \Sigma \), there exists a state \( q \in Q \) such that for every state \( q' \in Q \), \( \delta(q', \sigma) \) is either \( \emptyset \) or \( q \).

The notion of definiteness is relaxed to characterize fusion-closed languages in terms of automata.

Definition 5. An automaton \( A = (\Sigma, Q, q_\text{in}, \delta, \pi) \) is half definite iff for every letter \( \sigma \in \Sigma \) the states in \( \{ q' \mid \exists q \in Q \cdot q' \in \delta(q, \sigma) \} \) are language equivalent.

Lemma 3. If an \( \omega \)-regular language \( W \subseteq \Sigma^\omega \) is fusion-closed, then all deterministic automata that accept it are half-definite. If an \( \omega \)-regular language \( W \subseteq \Sigma^\omega \) is accepted by a half-definite deterministic automaton, then it is fusion-closed.

Corollary 1. An \( \omega \)-regular language \( W \subseteq \Sigma^\omega \) is fusion-closed and limit-closed iff it is accepted by a 1-definite safety automaton.

The following theorem characterizes the \( \omega \)-regular languages that are \( \mathcal{R} \)-generable in terms of the structure of their accepting automata. This provides an efficient membership test for safety languages that can be generated by relations.

Theorem 1. A language \( W \subseteq \Sigma^\omega \) is \( \mathcal{R} \)-generable iff it is accepted by an initially-free, 1-definite safety automaton.

Proof: If a set \( W \subseteq \Sigma^\omega \) is generated by a relation \( R \), an initially-free, 1-definite safety automaton \( A = (\Sigma, Q, q_\text{in}, \delta, Q) \) can be built as follows. For each letter \( \sigma \in \Sigma \) that appears in some pair of \( R \), a state \( q_\sigma \) is added to \( Q \), distinct from \( q_\text{in} \).

\( \delta(q_\text{in}, \sigma) = \{ q_\sigma \} \) for each pair \( (\sigma, \sigma') \in R \). Moreover, let \( \delta(q_\sigma, \sigma) = q_\sigma \) for every letter \( \sigma \) that appears in first position in some pair of \( R \). This guarantees that \( A \) is initially-free because \( q_\text{in} \) is connected to every state in \( Q \setminus q_\text{in} \) that has at least one outgoing transition. Then, \( A \) accepts \( W \).

If \( A' = (\Sigma, Q, q_\text{in}, \delta, Q) \) is an initially-free, 1-definite safety automaton accepting \( W \), a relation \( R \) is built as follows. The pair of letters \( (\sigma, \sigma') \) is added to \( R \) when \( \delta(q, \sigma') = q' \) and \( \sigma \) is a letter that labels the transitions into \( q \). (No pair is added to \( R \) for a state with no incoming transitions.) Then, \( R \) generates \( W \).

The check of Theorem 1 can be simplified when the safety automaton is known to be deterministic and irredundant.

Lemma 4. If a deterministic safety automaton \( A = (\Sigma, Q, q_\text{in}, \delta, \pi) \) is initially-free then it is also 1-definite.

Example 1. Consider \( A_\emptyset \) shown in Figure 1. It is a reduced, deterministic, initially-free, and 1-definite automaton. The language \( L(A_\emptyset) \) is \( \mathcal{R} \)-generable and the relation \( R \) is given by the Boolean formula \((\neg r \land \neg r') \lor (\neg r' \lor r') \lor (r \land r') \lor (r \land \neg r' \land g') \), which can be simplified to \( \neg r \lor r' \lor g' \).

If a language \( W \subseteq \Sigma^\omega \) is fusion-closed and limit-closed then it is a subset of some \( \mathcal{R} \)-generable language \( W' \subseteq \Sigma^\omega \). For \( \forall \in \Sigma \), let \( L(\forall) = R_{in} \Sigma^\omega \).

Theorem 2. Given a fusion-closed and limit-closed language \( W \subseteq \Sigma^\omega \), let \( R_{in} = \{ \sigma \mid \exists w \in W \} \). Then there exists an \( \mathcal{R} \)-generable language \( W' \) such that \( W = W' \cap L(\forall) \).

An acceptor for the language \( W' \) in Theorem 2 is obtained through the construction in the proof of Theorem 1.

The following result is already foreshadowed in [17]. This theorem provides us with a method to detect \( \omega \)-regular properties which are \( \mathcal{R} \)-generable.

Theorem 3. If an irredundant safety automaton \( A = (\Sigma, Q, q_\text{in}, \delta, \pi) \) that accepts the \( \omega \)-regular safety property \( \varphi \) is not 1-definite, then no other automaton that accepts \( \varphi \) is 1-definite.

IV. LTL AND \( \mathcal{R} \)-GENERABILITY

This section provides a syntactic characterization of a subset of the LTL formulae that describe \( \mathcal{R} \)-generable languages. When a formula is syntactically \( \mathcal{R} \)-generable, the automata-based procedure of Sec. III can be skipped.
Definition 6. An LTL formula $\phi$ is a transition-constraint if it belongs to the class defined by the following grammar, in which $x$ is a proposition:

- $P ::= G(f)$,
- $f ::= p \mid n \mid f \land f \mid f \lor f$,
- $p ::= x \mid \neg x$,
- $n ::= Xp$.

The grammar defines LTL formulae in negation normal form. Only the $X$ operator is permissible inside the $G$ operator and its nesting is not allowed. The set of safety properties described by Definition 6 is closed under conjunction.

Given a formula $\phi$ produced by the grammar in Definition 6, the relation $R$ that generates the language of $\phi$ is obtained by replacing each subformula $Xx$ by $x'$ and each subformula $X\neg x$ by $\neg x'$. Finally, the $G$ operator is discarded to obtain the propositional formula that is the representation of $R$. Conversely, given a relation $R \subseteq \Sigma \times \Sigma'$, an LTL safety formula $\phi_R$ in the form described in Definition 6 can be obtained by replacing each $x'$ by $Xx$ and $\neg x'$ by $\neg Xx$, finally applying the $G$ operator. (The relation $R \subseteq \Sigma \times \Sigma$ generated from a transition constraint is a Boolean formula, a minterm that satisfies this formula describes a pair $(\sigma, \sigma') \in R$ such that the cube of non-primed variables extracted from the minterm encodes $\sigma$ and the cube of primed variables extracted from the minterm encodes $\sigma'$.)

Example 2. Some LTL formulae describe transition constraints even though they do not satisfy Definition 6. Simple rewriting suffices for something like $\phi = G(r \rightarrow X(r \lor g))$, while the construction of an irredundant safety automaton is used to show that $\psi = G(r \rightarrow X(r \lor g))$ describes the transition constraint $\phi$. The formula $r \lor g$ does not describe a transition constraint. The automaton for this property is shown on the right in Figure 1; this automaton is not 1-definite, but it is deterministic and irredundant. By Theorem 3, it does not accept an $\mathcal{R}$-generable language.

V. GENERAL SAFETY PROPERTIES

Safety properties like $r \lor g$ are neither suffix-closed nor fusion-closed. The objective of this section is to find an $\mathcal{R}$-generable language $W$ that embeds an arbitrary safety language $W$. It is shown that a fusion-closed and limit-closed language $W$ over an augmented alphabet exists such that it is in one-to-one correspondence with $W$. Theorem 2 can be invoked to decompose $W$ into the intersection of an $\mathcal{R}$-generable language and one that constrains the initial letter.

Given a safety language $L$ that is not $\mathcal{R}$-generable, the problem of augmenting the alphabet $\Sigma$ to $\Sigma = \Sigma \times K$ is solved through the irredundant automaton $A$ that accepts $L$.

Let $A_\phi = (\Sigma, Q, q_0, \delta, \pi)$ be an irredundant deterministic safety automaton that accepts property $\phi$. If $A_\phi$ is not 1-definite then there exists $\sigma \in \Sigma$ such that the automaton $A_\phi$ can be in two or more different states after reading the letter $\sigma$. This ambiguity of the irredundant automaton $A_\phi$ after reading one letter defines an incompatibility graph. The vertices of the graph are the states of the automaton, and there is an edge between two distinct vertices $v_1$ and $v_2$ iff there is a letter $\sigma \in \Sigma$ such that, for some states $t_1$ and $t_2$, $\delta(t_1, \sigma) = v_1$ and $\delta(t_2, \sigma) = v_2$. The chromatic number of this graph gives the minimum cardinality of the $K$ required to turn the irredundant automaton into a 1-definite automaton. Each element of $K$ corresponds to one of the colors and $\gamma : Q \rightarrow K$ maps states to colors. One can obtain another safety automaton $\hat{A}_\phi = (\Sigma, Q, q_0, \hat{\delta}, \pi)$, where $\hat{\Sigma} = \Sigma \times K$ and $\hat{\delta}(q, (\sigma, \gamma(\delta(q, \sigma)))) = \delta(q, \sigma)$. The label of each transition is augmented with the color of the target state; this guarantees that $\hat{A}_\phi$ is a 1-definite safety automaton. (If $A_\phi$ can be in several different states after reading a letter $\sigma \in \Sigma$ then all the states are colored differently in the incompatibility graph.) Since $A_\phi$ is 1-definite, the transition function $\hat{\delta}$ can be replaced by a new transition function $\hat{\delta} : \Sigma \rightarrow Q$ where $\hat{\delta}((\sigma, k)) = \{q' \mid \exists q \in Q. q' = \delta(q, \sigma) \land k = \gamma(q') \}$. The state coloring function $\gamma$ can also be replaced by an edge coloring function $\hat{\gamma} : Q \times \hat{\Sigma} \rightarrow K$, where $\hat{\gamma}(q, \sigma) = \gamma(\delta(q, \sigma))$. (The color of an initial state that does not have any incoming transitions is not important.) It will be seen in Sec. VI that the map $\hat{\gamma}$ is convenient when checking realizability of the property $\phi$ through its transition constraint.

Example 3. The irredundant automaton $A_\phi$ for the property $\phi_1 = r \lor g$ is shown in Figure 2. This is not a fusion-closed language, therefore no 1-definite automaton exists. Because of the input $r \land \neg g$ the two states are incompatible. The chromatic number of the incompatibility graph derived from $A_\phi$ is 2.

The automaton $\hat{A}_\phi$ derived from an irredundant $A_\phi$ through the coloring procedure described earlier accepts a fusion-closed and limit-closed language over the alphabet $\hat{\Sigma}$. The language of $A_\phi$ can be represented by a relation $R_\phi$ and an initial predicate $R_{in}$. Let $\hat{\zeta} : \Sigma \rightarrow \Sigma$ be the projection function that maps letter $(\sigma, k) \in \Sigma \rightarrow \sigma$; let $\zeta(w)$ and $\hat{\zeta}(w)$ denote the point-wise extensions of $\zeta$ to a word $w \in \Sigma^*$ and to a language $W \subseteq \Sigma^*$. Then the language of $A_\phi$ embeds the language described by $\phi$ so that $\hat{\zeta}(L(A_\phi)) = L(\phi)$.

The following lemma shows that the safety language accepted by $A_\phi$ is embedded in the language accepted by $\hat{A}_\phi$.

Lemma 5. Given a safety property $W \subseteq \Sigma^*$, there exists an augmented alphabet $\hat{\Sigma}$ and an $\mathcal{R}$-generable language $W \subseteq \hat{\Sigma}^*$ such that $\hat{\zeta} : \Sigma^* \rightarrow \hat{\Sigma}^*$ is a bijection from $W$ to $W$.

Proof: Let $A_\phi$ be an irredundant safety automaton accepting $W$; let $\hat{A}_\phi$ be the 1-definite automaton obtained through the procedure described above. Let $W$ be the language of $\hat{A}_\phi$. The automata $A_\phi$ and $\hat{A}_\phi$ are isomorphic and every edge $(q, \sigma)$ of $A_\phi$ has a unique corresponding edge $(\hat{q}, \hat{\sigma})$ of $\hat{A}_\phi$.

Therefore, for every word $w \in W$, there is a unique word $\hat{w} \in \hat{\Sigma}^*$ such that $\hat{\zeta}(\hat{w}) = w$ and $\hat{w}$ has a run in $\hat{A}_\phi$. This run $\hat{\rho}$ is identical to the run $\rho$ of $w$ in $A_\phi$. Hence, $\hat{w} \in \hat{W}$. Since, there is an injection from $W$ to $\hat{W}$, the restriction of the function $\hat{\zeta}$ to $\hat{W}$ is a bijection from $\hat{W}$ to $W$.

Example 4. Continuing Example 3, the safety property $\phi_1 = r \lor g$ is defined over the alphabet $\Sigma = 2^{(r,g)}$. Let $K = \{\neg r, x\}$ as $|K| = 2$. The irredundant 1-definite automaton $A_{\phi_1}$ is shown in Figure 2. The relation $R_{\phi_1}$ is

$$(r \land \neg g \land \neg x) \land ((r' \land \neg g' \land \neg x') \lor (g' \land x')) \lor (x')$$
and $R_{in}$ is $((r \land \neg g \land \neg x) \lor (g \land x))$.

**Example 5.** The LTL formula $\phi_2 = G(r \land \neg g \rightarrow X(r \lor g \lor X(r \lor g)))$ over $\Sigma = 2^{<r,g>}$ does not describe a fusion-closed language. States $q^g_{in}$ and $q^g_2$ are incompatible with each other. Let $K = \{-y, y\}$ as $|K| = 2$. The automaton $A_{\phi_2}$ is shown in Figure 2. The predicate $R_{in}$ is $-y$ and the relation $R_{\phi_2}$ is $((\neg r \land \neg g \land y \land ((r' \lor g') \land \neg y')) \lor ((\neg r \lor g) \land \neg y \land \neg y')) \lor (r \land \neg g \land \neg y \land (((r' \lor g') \land \neg y') \lor (\neg r' \land \neg g' \land y')))$.

There exists another approach that can derive a transition constraint from an arbitrary safety property. A transition constraint can be derived from an LTL safety property by putting it in separated normal form [2]. For instance, $G(r \rightarrow X(r \lor g))$ can be written as $G((r \rightarrow Xx_1) \land (x_1 \rightarrow g \lor (r \land x_1)))$. This rewriting, however, may use more auxiliary variables than the approach based on the incomparability graph.

Of course, given a conjunction of safety properties, obtaining transition constraints from each of them in turn and then conjoining all the transition constraints does not guarantee optimality. This is because the product automaton obtained from composing the irredundant automata for the corresponding safety properties may be neither reduced nor irredundant. In fact, the conjuction of two languages that are not fusion-closed and limit-closed may result in a fusion-closed and limit-closed (and maybe even suffix-closed) language.

**VI. REALIZABILITY OF TRANSITION CONSTRAINTS**

This section describes how to check the realizability of a safety property $\phi$ embedded in a fusion-closed, limit-closed language $W$. The language $W$ is described by an initial predicate $R_{in}$ and a relation $R_{\phi}$. One can obtain an input-based game $G_{\phi}$ from the automaton $A_{\phi}$ that recognizes the language described by $\phi$. One can also derive an input-based game $G_{\phi}$ from the automaton that accepts $W$. Finally, a game $G_{\phi}$ can be derived from $R_{\phi}$ and $R_{in}$. It can be shown that one can obtain system's or environment's winning strategy for $G_{\phi}$ by playing $G_{\phi}$ or vice-versa. Moreover, one can obtain system's or environment's winning strategy for $G_{\phi}$ by playing $G_{\phi}$ or vice-versa. Therefore, one can obtain system's or environment's winning strategy for $G_{\phi}$ by playing $G_{\phi}$.

For lack of space, the details of the constructions of strategies for one game from those of the other are omitted. (These constructions are rather lengthy and tedious and are not used in the synthesis process: they are only used to prove its correctness.) However, it must be mentioned that in $G_{\phi}$ the input letter includes the “color” added to $A_{\phi}$ to obtain $A_{\phi}$. The choice of the color is given to the system. Since there is only one way to choose the right color, and the system needs to make the right choice to win, this additional responsibility does not affect the outcome of the game.

Now it is shown how to check for the existence of winning strategies in $G_{\phi}$ symbolically; that is, by an algorithm that manipulates the characteristic functions of sets and relations over $\Sigma$. The game $G_{\phi}$ is played in two stages; the first stage checks the realizability of $R_{\phi}$ and the second stage checks the realizability of $R_{in} \land R_{\phi}$. Given a set of target letters $T(X')$, that is, a set expressed in terms of next-state variables, the pre-image operator $\forall X_{ed}$ is defined as follows:

$$MX_{phi} = \exists X'_{ed} \land \forall X'_s \land \forall X'_{ep} \land \exists X'_K \land R_{phi}(X, X') \land T(X').$$

The greatest fixpoint operator $MG_{phi}$ is defined as $MG_{phi} \exists Z \land p \land MX_{phi} Z$. The realizability of $R_{\phi}$ is checked by computing the realizable subset $\Sigma_{phi}$ of $\Sigma$ such that $\Sigma_{phi} = MG_{phi} T$. The greatest fixpoint computation removes the terminal letters from the alphabet $\Sigma$. The terminal letters of the alphabet are defined inductively as letters after which there does not exist a strategy to pick a next letter such that $R_{\phi}$ is satisfied or letters after which only terminal letters can be selected to satisfy $R_{\phi}$. Finally, the realizability of $R_{in} \land R_{\phi}$ is checked. The system wins the game $G_{\phi}$ iff $MX_{in} MG_{phi} T = T$, where

$$MX_{in} T = \forall X'_{ed} \land \forall X'_s \land \forall X'_{ep} \land \exists X'_K \land R_{phi}(X, X') \land T(X').$$

For every letter in $\Sigma_{phi}$, the system can always pick the next letter from the same set so that $R_{\phi}$ is satisfied. The operator $MX_{in}$ establishes the system’s ability to start a word from a letter in $\Sigma_{phi}$ such that $R_{in}$ is satisfied. Therefore, the system wins the game $G_{\phi}$ iff $MX_{in} MG_{phi} T = T$, which means that the system can force the selection of a letter from $\Sigma_{phi}$ ($\Sigma_{phi} = MG_{phi} T$) such that the predicate $R_{in}$ is also satisfied.

**Example 6.** Examples 4 and 5 are continued here. Consider the property $\phi = \phi_1 \land \phi_2$ where $\phi_1 = r \lor W g$ and $\phi_2 = G(r \land \neg g \rightarrow X(r \lor g \lor X(r \lor g)))$. Let $X_{ed} = \emptyset$, $X_s = \{r\}$, $X_{ep} = \{g\}$, and $X_k = \{x, y\}$. Initially, $r$ is asserted until $g$ is asserted; after that, whenever $r$ is asserted then it must be reasserted at least every other step until $g$ is asserted. The iterates of the $MG_{phi} T$ computation are $Z_0 = T$, $Z_1 = (x \land \neg y) \lor (x \land \neg r \land \neg g) \lor (\neg y \land r \land \neg g)$, $\Sigma_{phi} = Z_2 = Z_1$. Since $MX_{in} Z_2 = T$, property $\phi$ is realizable.

**VII. SYNTHESIS FROM TRANSITION CONSTRAINTS**

This section reviews Boolean equations [4] and their relation to safety games. In particular, the connection between the solution of Boolean equations and the winning strategy of the safety game is established. The synthesis approach discussed in this section scales well when the specification contains a large percentage of safety properties.
A. Boolean Equations

Let $x_1, \ldots, x_m$ and $y_1, \ldots, y_n$ be two sets of variables ranging over a Boolean algebra $B$. ($\neg$, $\lor$, and $\land$ denote complementation, join, and meet in $B$, respectively.) A Boolean equation in independent variables $x_1, \ldots, x_m$ and unknowns $y_1, \ldots, y_n$ is a formula of the form

$$
\forall x_1, \ldots, x_m . \exists y_1, \ldots, y_n . F_0(x_1, \ldots, x_m) = F(y_1, \ldots, y_n, x_1, \ldots, x_m),
$$

where $F_0 = \exists y_1, \ldots, y_n . F$ is the consistency condition of $F$. When no confusion arises, we write $F$ to signify $[1]$. A particular solution of $[1]$ is a set of Boolean functions $f_1(x_1, \ldots, x_m)$ for $1 \leq i \leq n$, such that

$$
\forall x_1, \ldots, x_m . F_0(x_1, \ldots, x_m) = F(f_1, f_2, \ldots, f_n).
$$

A general solution in parametric form of $[1]$ is a set of Boolean functions $g_i(x_1, \ldots, x_m, p_1, \ldots, p_t)$, for $1 \leq i \leq n$, where each $p_j$ is a Boolean function of $x_1, \ldots, x_m$ such that

$$
\forall p_1, \ldots, p_t . \exists x_1, \ldots, x_m . F_0(x_1, \ldots, x_m) = F(g_1, \ldots, g_n),
$$

and for every particular solution $\{ f_1, \ldots, f_n \}$ of $[1]$ there is a choice of $p_j$'s that produces a particular solution $\{ f'_1, \ldots, f'_n \}$ such that, for $1 \leq i \leq n$,

$$
\forall x_1, \ldots, x_m . F_0(x_1, \ldots, x_m) \leq f_i(x_1, \ldots, x_m) \leftrightarrow f'_i(x_1, \ldots, x_m).
$$

A general solution to $[1]$ can be computed by the method of successive eliminations [4], which, given $F$, returns $F_0$ and the solution functions $g_i$. Letting $F_n = F$ and $F_{n-1} = \exists y_1 . F_j$ for $1 \leq i \leq n$, it produces

$$
g_i = \neg F_i(g_1, g_{i-1}, 1, x_1, \ldots, x_m) \lor \left( p_1 \land F_i(g_1, g_{i-1}, 1, x_1, \ldots, x_m) \right) \tag{2}
$$

Example 7. Consider $F_2 = (\neg x_1 \lor y_1) \lor (x_2 \lor y_2)$. Then

$$
F_1 = \exists y_2 . F_2 = (\neg x_1 \lor y_1) \lor x_2 \lor F_0 = \exists y_1 . F_1 = x_1 \lor x_2 .
$$

$g_1(x_1, x_2, p_1) = \neg x_2 \lor (p_1 \land \neg x_1) \lor (p_1 \land x_2)$

$g_2(x_1, x_2, p_1, p_2) = x_1 \lor (x_2 \land \neg p_1) \lor p_2$.

One can verify that $\forall p_1, p_2, x_1, x_2, \neg x_1 \lor x_2 = F(g_1, g_2, x_1, x_2)$.

Setting $p_1 = p_2 = 1$ in $g_1$ and $g_2$, one obtains the particular solution $f_1 = \neg x_2, f_2 = x_1 \lor x_2$. The same solution is obtained for $p_1 = \neg x_2$ and $p_2 = x_1 \lor x_2$. The particular solution $f'_1 = \neg x_2, f'_2 = x_2$ cannot be obtained from $g_1$ and $g_2$, but, for $i \in \{1, 2\}$, $\forall x_1, x_2, \neg x_1 \lor x_2 = f_i \leftrightarrow f'_i$. Note that when the consistency condition is identically satisfied,

$$
\neg F_1(g_1, g_{i-1}, 1, x_1, \ldots, x_m) \leq F_1(g_1, g_{i-1}, 1, x_1, \ldots, x_m).
$$

Therefore, if $p_i$ is taken in the interval defined by the two bounds, the particular solution obtained for $y_i$ is $p_1$ itself.

Solving a Boolean equation can be interpreted as finding winning strategies for a two-player game. One player selects a value $(\hat{x}_1, \ldots, \hat{x}_m) \in \{1, \top\}^m$ for the independent variables, while the other must choose a value $(\hat{y}_1, \ldots, \hat{y}_n) \in \{1, \top\}^n$ for the unknowns such that $F_0(\hat{x}_1, \ldots, \hat{x}_m) = F(\hat{y}_1, \ldots, \hat{y}_n, \hat{x}_1, \ldots, \hat{x}_m)$. A particular solution to the equation gives one winning strategy for the second player, while a general solution describes all winning strategies (that differ over the consistency condition).

B. Parameterized Solutions and Transition Constraints

Once the realizability of an $\omega$-regular safety property $\phi$ is established, an implementation that satisfies $\phi$ can be generated from a system's winning strategy in the game $G^b_\phi$. This section describes the procedure to obtain an implementation that satisfies $\phi$ from the initial predicate $R_{m}$ and relation $R_{\phi}$. The solution of equations derived from $R_{m}$ defines the initial condition, while the solution of equations derived from $R_{\phi}$ defines the steady state behavior.

The parameterized reactive system $M_\phi$ that implements $\phi$ consists of the solutions for the initial values and steady state values for variables in $X'_K \cup X'_K$ and a state variable $I$ which is initially $\bot$ and then is $\top$ forever. For each element $u' \in (X'_s \cup X'_s)$, let $u_{m}$ be the initial solution and $u_{\infty}$ the steady-state solution. The initial value of $u$ is $\bot$ and its update is given by $u' = (\neg I \lor u_{m}) \lor (I \lor u_{\infty})$. The initialization bit distinguishes between the initial and steady state solutions.

We now describe how to solve for initial values and steady state values are computed. The relation $R_{\phi}$ is defined over the variables $X$ and $X'$, where $X' = X_{ed} \cup X_{s} \cup X'_{s} \cup X'_{K}$. Given $\Sigma_{r} = M_{\phi} \cup \Sigma_{\phi}$ the following four relations are used to synthesize an implementation for the property $\phi$:

$$
F = R_{\phi}(X, X') \cup \Sigma_{r}(X') \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad F_s = \forall X'_{s} . \exists X'_K . F
$$

$$
I = R_{m}(X', X') \cup \Sigma_{r}(X') \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad I_s = \forall X'_{s} . \exists X'_K . I
$$

The existence of solutions of these Boolean equations has been established by checking the realizability of $\phi$ through $R_{m}$ and $R_{\phi}$. The steady state solution for the variables in $X'_s$ is computed from $F_s$. The steady state solution for the variables in $X'_K$ is computed from $F$. The solution for the initial values for variables in $X'_s$ is computed from $I_s$. The solution for the initial values for variables in $X'_K$ is computed from $I$. If a variable $X'_s$ appears in the steady-state (initial) solution of $X'_K$ then it is substituted by its steady-state (initial) solution.

Example 8. Continuing Example 6 a system $M_\phi$ is obtained through the synthesis of $x, y', \text{ and } r'$. The steady state Boolean equation for the unknown variables $\{x', y'\}$ is $F_3 = R_{\phi}(X, X') \cup \Sigma_{r}(X')$. This equation can be computed from the values of $R_{\phi}$ and $\Sigma_{r}$ described in Example 6. Let $\{r_i, x_i, y_i\}$ be the set of parameters, then the steady state solution of variables $\{x', y'\}$ is given by:

$$
y' = \neg F_{3}^{x'} \lor (y_1 \land F_{3}^{y'}) = r \land \neg g \land \neg p_1 \land x \land \neg g',
$$

$$
x' = \neg F_{3}^{x'} \land (x_1 \land F_{3}^{x'}) = r \lor g \lor x \lor g'.
$$

If the variable $y'$ had appeared in $x'_s$ then $y'$ would be substituted by its function $y'_{m}$. The steady state solution of the variables in $\{r'\}$ is computed from the Boolean equation $F_1 = \forall g'. \exists \{x', y'\}, F_4$, where

$$
r' = \neg F_{3}^{r'} \lor (r_1 \land F_{1}^{r'}) = p_1 \lor \neg x \lor y
$$

Likewise the initial values for $\{x', y'\}$ are synthesized from $I_1 = (r' \land \neg g' \land \neg x') \land (g' \land x') \land \neg y'$, where

$$
y'_{m} = \neg I_{3}(0) \lor (y_1 \land I_{3}(1)) = \bot, x'_{m} = \neg I(0) \lor (x_1 \land I(1)) = g'.
$$
The initial value of \( r' \) is computed from \( I_1 = \forall X'_{ep} \cdot \exists X'_K \cdot I \), where \( r'_m = -I_1(0) \land (r_1 \lor I_1(1)) = \top \).

Each variable \( v \in \bar{X} \) represents a latch (register) which stores the current value of the corresponding value of \( v' \in X' \). Each variable \( o' \in X'_K \) represents the output of the sequential machine and is labeled as the corresponding variable \( o \). Each variable \( o' \in X'_K \) is stored in the latch represented by the variables in \( X'_K \); these are treated as internal signals.

The solution is kept in parameterized form so that winning strategies for the progress properties can be found. This is done by computing the appropriate values of the parameters (which may be functions requiring some finite memory to satisfy the progress properties). If the specification does not contain any progress properties then a simplified \( M_\phi \) can be obtained by assigning any values to the parameters.

VIII. Obligation Properties

If a game with an \( \omega \)-regular winning condition has a graph with more than one strongly connected component (SCC) then the winning and losing states can be computed inductively starting from the terminal SCCs. At each non-terminal SCC, one computes the states that each player can control to winning states outside of the SCC (which are already known). The game is then played on the remaining states. This approach is discussed in [12]. In this section this idea is applied to the obligation properties defined by the implication of two safety properties (e.g., environment assumption and system guarantee). Every obligation property results in a DPW of minimum index 1 with more than one SCC.

To check realizability of an implication between two safety properties such as \( \psi \rightarrow \phi \), one converts \( \psi \) and \( \phi \) to parity games \( G_\psi \) and \( G_\phi \) with safety conditions \( \pi_\psi \) and \( \pi_\phi \). The SCCs of their product can be partitioned in three ordered sets; the bottom set \( S_B \) contains the states in which the antecedent has been violated. The middle set \( S_M \) contains the states in which only the consequent has been violated, and the top set \( S_T \) contains the states where both properties hold. The states in \( S_T \cup S_B \) have priority 1; those in \( S_M \) have priority 0.

This game does not need to be built explicitly, though. Given an implication \( \Phi = \psi \rightarrow \phi \), where both \( \psi \) and \( \phi \) are safety properties, one can obtain the relations \( R_\psi \) and \( R_\phi \) as described in Sec. [VI]. These relations are used to check the realizability of \( \Phi \). The pre-image operator \( M_{X_\Phi} \) defined in Sec. [VI] cannot be used for checking \( \Phi \) because it computes the states that can be forced by the protagonist to stay within the SCC, while in a game obtained from \( \Phi \), the protagonist may be able to win the game by staying within \( S_T \) or by forcing a move out of \( S_T \), since \( \Phi \) allows the protagonist to be kept in the SCC. Therefore, a modified pre-image operator needs to be defined that takes into account the protagonist’s option to escape the SCC. For lack of space we only outline its use.

The solution of the game obtained from \( \Phi \) follows three steps. In the first step one plays the game \( MG_\psi \cup \top \) to compute the letters from which the environment can satisfy \( R_\psi \). In this game the environment is the protagonist and the system is the antagonist. One may need to augment the alphabet \( \Sigma \) to \( \tilde{\Sigma} = \Sigma \times K_e \) as described in Sec. [VI]. The control of coloring variables \( X_{K_e} \) is assigned to the environment. The system is eventually able to force a violation of \( R_\phi \) from the letters in \( \Sigma \setminus \Sigma_\psi \). From the letters \( \Sigma_\psi \), the system can only satisfy \( R_\phi \) by satisfying \( R_\phi \). The new approach, used by the other two tools because ANZU requires the safety system to select a letter from \( \Sigma \) to states from which it can force the system to violate \( \phi \). To check realizability of an implication between two safety properties \( \phi \) and \( \psi \), which are \( 23 \)-generable, but are not \( \pi_\phi \)-generable, the system to select a letter from \( \Sigma_\psi \).

As discussed in Sec. [VI], the control of coloring variables is assigned to the player who is trying to satisfy the property. This is why the variables in \( X_{K_e} \) are controlled by the environment (system) when it is trying to satisfy \( \psi \) (\( \phi \)). This distinction is at work in the following example.

Example 9. Consider the LTL formula \( \Phi = \psi \rightarrow \phi \), where \( \psi = G(r \land X r \rightarrow XX(r \rightarrow l)) \land \phi = G(r \land \neg l \rightarrow \neg g) \land (r \land X r \rightarrow XX(r \rightarrow g)) \). Then \( R_m^\psi \) is \( \neg x \) and \( R_\psi \) is \( (\neg r \land \neg x) \lor (r \land (\neg r \leftrightarrow x)) \lor (r \land x) \rightarrow (r' \leftrightarrow x') \) ,

while \( R_m^\phi \) is \( (\neg r \land \neg g) \land \neg y \) and \( R_\phi \) is \( (r \land \neg l \rightarrow \neg g) \land ((\neg r \rightarrow \neg y) \lor (r \land \neg y \rightarrow r' \leftrightarrow y')) \lor (r \land y \rightarrow (r' \land g \land y) \lor (\neg r' \land \neg x)). \)

The alphabets \( \Sigma_\phi = 2\{r,l,g\} \) and \( \Sigma_\psi = 2\{r,l,g,x,y\} \), where \( X_{rd} = \{r,l\}, X_s = \{g\}, X_{ep} = \emptyset, X_{K_e} = \{x\}, X_{K_s} = \{y\} \).

The system loses both games \( G_\psi \) and \( G_\phi \), but it can win the game \( G_\Phi \). In the game \( G_\Phi \) the environment can force the system to violate \( \phi \) at any time by playing the sequence \( r \land l, r \land \neg l, r \land \neg l \). On the other hand, in the game \( G_\psi \), this sequence forces the environment to violate \( \psi \) and if the environment never plays this sequence then system can always satisfy \( \phi \). Thus \( G_\Phi \) is won by the system.

IX. Experimental Results

The approach described here has been implemented in Vis [3] as an extension of the SAFETY-FIRST approach described in [21]. We report on preliminary experiments conducted on a parameterized example coming from [1] (AMBA Bus). The performance and quality of the implementation is compared in Table II to ANZU [1] and our SAFETY-FIRST approach.

The specifications used for ANZU are different from those used by the other two tools because ANZU requires the safety components to be pre-synthesized into transition constraints. The salient feature of our approach is the significantly smaller sizes of the implementation. We only report latch count in [21], but starting from a more abstract specification than ANZU was paid with higher latch and gate counts. The new approach, however, keeps the simpler and more abstract specification, and still manages to achieve the most efficient designs.

The specification of the AMBA bus controller for \( n \) clients contains \( n - 1 \) properties that are \( R \)-generable, but are not
TABLE I. Experimental Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Safety</th>
<th>Parity</th>
<th>Properties</th>
<th>Time(s)</th>
<th>latches</th>
<th>Gates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E</td>
<td>S</td>
<td>ANZU</td>
<td>SF+TC</td>
<td>ANZU</td>
<td>SF+TC</td>
</tr>
<tr>
<td>AMBA2</td>
<td>3</td>
<td>17</td>
<td>2</td>
<td>56</td>
<td>2.39</td>
<td>6.87</td>
</tr>
<tr>
<td>AMBA3</td>
<td>4</td>
<td>22</td>
<td>6</td>
<td>68</td>
<td>14.67</td>
<td>1.25</td>
</tr>
<tr>
<td>AMBA4</td>
<td>5</td>
<td>26</td>
<td>8</td>
<td>80</td>
<td>109.9</td>
<td>3.47</td>
</tr>
<tr>
<td>AMBA5</td>
<td>6</td>
<td>31</td>
<td>93</td>
<td>93</td>
<td>224.06</td>
<td>5.23</td>
</tr>
<tr>
<td>AMBA6</td>
<td>7</td>
<td>34</td>
<td>105</td>
<td>105</td>
<td>1011.7</td>
<td>10.18</td>
</tr>
<tr>
<td>AMBA7</td>
<td>8</td>
<td>38</td>
<td>117</td>
<td>117</td>
<td>1758.5</td>
<td>17.93</td>
</tr>
<tr>
<td>AMBA8</td>
<td>9</td>
<td>41</td>
<td>129</td>
<td>129</td>
<td>2034.9</td>
<td>76.72</td>
</tr>
<tr>
<td>AMBA9</td>
<td>10</td>
<td>44</td>
<td>141</td>
<td>141</td>
<td>7861.2</td>
<td>193.90</td>
</tr>
<tr>
<td>AMBA10</td>
<td>11</td>
<td>48</td>
<td>153</td>
<td>153</td>
<td>28319.8</td>
<td>224.21</td>
</tr>
<tr>
<td>AMBA11</td>
<td>12</td>
<td>51</td>
<td>165</td>
<td>165</td>
<td>8403.3</td>
<td>410.44</td>
</tr>
<tr>
<td>AMBA12</td>
<td>13</td>
<td>55</td>
<td>177</td>
<td>177</td>
<td>49138.7</td>
<td>878.63</td>
</tr>
<tr>
<td>AMBA13</td>
<td>14</td>
<td>60</td>
<td>189</td>
<td>189</td>
<td>13163.4</td>
<td>1335.04</td>
</tr>
<tr>
<td>AMBA14</td>
<td>15</td>
<td>64</td>
<td>200</td>
<td>200</td>
<td>17104.9</td>
<td>1865.70</td>
</tr>
<tr>
<td>AMBA15</td>
<td>16</td>
<td>69</td>
<td>212</td>
<td>212</td>
<td>TO</td>
<td>2611.00</td>
</tr>
</tbody>
</table>

produced by the grammar in Definition 6. The specification also contains two safety properties that are not R-generable irrespective of the number of clients.

We also implemented a limited retiming step (not applicable in the SAFETY-FIRST approach), applied after the safety properties of the system have been synthesized. Consider the function \( f = (a_A \land b_L) \lor f_i \), where \( a_A \) and \( b_L \) are the latched versions of the signals \( a \) and \( b \). One can implement this function with one latch \( c = a \land b \) then \( f = c_L \lor f_i \). This step may reduce the number of memory elements in the parameterized representation of the transition function. Both the combinational and sequential logic is reduced by this step.

In the case of AMBA bus controller, retiming has significant impact because this controller can be implemented as a Moore machine. When a Moore implementation is not possible, the effectiveness of retiming may be less noticeable. The runtime of the algorithm is affected by retiming because the parameterized representation is also simplified: with fewer BDD variables finding suitable variable orders becomes easier.

The results of Table I do not make use of conversion of general safety properties to transition constraints. Rather the automata for these properties are used directly. In the case when general safety properties are converted to transition constraints, the extraction of an optimal parameterized transition relation incurs significant penalty and is being investigated.

X. Conclusion

We have presented a technique that obtains a significantly simpler representation of the synthesis game. This results in significant improvement in solving the game and produces implementations that are of order of magnitude smaller than previous techniques. The results being reported here include the logic that keeps track of the environment’s assumptions. However, this logic is often not required after the game has been played. We are investigating techniques that will allow the extraction of an implementation that only depends on this logic when absolutely necessary.
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Abstract—Mapping virtual networks to physical networks under bandwidth constraints is a key computational problem for the management of data centers. Recently proposed heuristic strategies for this problem work efficiently, but are not guaranteed to always find an allocation even when one exists. Given that the bandwidth allocation problem is NP-complete, and the state-of-the-art SAT solvers have recently been successfully applied to NP-hard problems in planning and formal verification, the goal of this paper is to study whether these SAT solvers can be used to solve the bandwidth allocation problem exactly with acceptable overhead. We investigate alternative ways of encoding the allocation problem, and develop techniques for abstraction and refinement of network graphs for scalability. We report experimental comparisons of the proposed encodings with the existing heuristics for typical data-center topologies.

I. INTRODUCTION

Allocating computing resources to customers’ requests is the central task for a data center provider. The requests submitted usually define virtual networks involving a number of virtual machines (VMs) and also the bandwidth requirement for virtual links between VMs. To handle such a request, the data center provider should allocate server resources, as well as bandwidth on the links of the data center’s physical network.

However, bandwidth allocation is a computationally hard problem. It is NP-complete to determine whether there is a valid allocation even for simple topologies of physical networks and virtual networks. Current proposed techniques focus on designing heuristic algorithms processing requests efficiently ([1], [2], [3]). These heuristics only consider local constraints, e.g. if there is enough link bandwidth of a server to host a VM [1], to determine allocation. While these techniques work efficiently, they provide no guarantee to always succeed in finding an allocation even if one exists.

On the other hand, recent success of applying SAT/SMT solvers [4], that is, solvers for constraint satisfaction problems, to NP-hard problems in planning and formal verification suggests a promising way to solve NP-hard problems in practice ([5], [6], [7], [8]). In this paper, we encode the bandwidth allocation problem into SAT formulas and utilize state-of-the-art SAT/SMT solvers to find the feasible allocation. We develop abstraction and refinement for the physical networks for scalability. Our experimental results show that the SAT approaches work effectively with acceptable overhead for small data center networks.

The remaining paper is organized as follows. Section II provides a formulation of the bandwidth allocation problem, and the hardness result of it when restricting to the topology of trees. In Section III, we show the SAT encoding of the bandwidth allocation problem and we develop abstraction and refinement techniques for scalability. In Section IV, we show the simulation results. Section V concludes this paper.

II. PROBLEM FORMULATION

In this section, we provide a formal definition of the bandwidth allocation problem. Formally, we model the physical network of a data center as a graph \( PN = (A \cup B, L) \), where \( A \) is the set of host servers, \( B \) is the set of switches. \( L \) is the set of physical links that connect servers switches) with switches. Moreover, each host server \( s \in A \) has a capacity \( c(s) \) that models the maximum number of virtual machines which a server can host. Each physical link \( l \in L \) has a bandwidth \( b(l) \). The virtual network is also modeled as a graph \( VN = (V, E) \), and \( V \) is the set of virtual machines, \( E \) is the set of virtual links connecting virtual machines. Each virtual link \( e \in E \) has a bandwidth requirement \( r(e) \). The mapping \( f : V \to A \) maps a VM to a host server. Due to the capacity of servers, \( f \) should not map VMs more than a server’s capacity. Let \( P \) denote the set of paths in \( PN \). The mapping \( \rho : E \to P \) defines the routing path for each virtual link. That is \( \rho(v_1, v_2) = (f(v_1), \ldots, f(v_2)) \). To meet the bandwidth requirement, every physical link on the routing path must have enough available bandwidth for the virtual link.

We define the bandwidth allocation problem as follows.

Given a physical network \( PN = (A \cup B, L) \) with server capacity \( c \) and link bandwidth \( b \), and a virtual network \( VN = (V, E) \), the bandwidth allocation problem seeks to find the mapping functions \( f \) and \( \rho \), satisfying the following two conditions: (1) \( \forall s \in A, c(s) \geq |\{v \in V | f(v) = s\}|, \) and (2) \( \forall l \in L, b(l) \geq \sum_{e \in E : l \in r(e)} r(e) \).

A feasible allocation can be checked in polynomial time and thus the bandwidth allocation problem is in the class NP. It is also proved in [1] that the bandwidth allocation problem is NP-hard in a general physical network.

In data centers, the tree structure is widely deployed for the physical network topology. Even though the routing path in a tree between any two servers is unique, the bandwidth constraint is still the bottleneck for solving the problem efficiently. We show that even when restricting the physical network topology to be a tree, the bandwidth allocation problem is
still strongly NP-hard, i.e., NP-hard even when the numerical parameters are encoded in unary.

**Theorem 1** (NP-hardness for Trees). Given a physical network \( PN \) in the tree structure, and a virtual network \( VN \), finding the mappings \( f \) and \( \rho \) is strongly NP-complete.

**Proof.** Membership in NP is evident. For the NP-hardness, we show the reduction from a strongly NP-complete problem, namely, the 3-partition problem: given a multiset \( S \) of \( 3m \) positive numbers \( \{x_1, \ldots, x_{3m}\} \), partition \( S \) into \( m \) subsets \( S_1, \ldots, S_m \) such that each subset has \( 3 \) numbers and the sum of the numbers in each subset is equal. We construct the physical network as a 1-level tree with \( m + 1 \) servers \( s_1, \ldots, s_{m+1} \). Each server \( s_i \) connects to a switch \( s \). For \( i = 1, \ldots, m \), set the bandwidth of the link connecting \( s_i \) and \( s \) to be \( t \), which is the desired sum of each subset in the 3-partition problem, and the bandwidth of link \( (s_{m+1}, s) \) to be \( 3t \), which is the sum of all the numbers. Let the capacity of each server be \( 3 \). We construct a virtual network as a 1-level tree with \( 3m + 1 \) virtual machines. Suppose the leaves are \( v_1, \ldots, v_{3m} \) and the root is \( v_{3m+1} \). The bandwidth requirement for the virtual link \( (v_1, v_{3m+1}) \) is \( x_1 \). Since the virtual machine \( v_{3m+1} \) can only be mapped to the server \( s_{m+1} \), it is evident that there is a one-to-one mapping between these two instances. Therefore, the bandwidth allocation problem for trees is also NP-hard.

### III. SAT Approach

In this section, we provide an alternative solution to the bandwidth allocation problem using SAT/SMT solvers. First, we show how to encode the bandwidth allocation problem into SAT formulas with integers. Second, we develop abstraction and refinement of physical network topologies for scalability.

#### A. SAT Encoding

In this section, we show how to encode a bandwidth allocation problem into SAT formulas that work for any physical network topology and virtual network topology. For each virtual machine \( v \in V \), and server \( s \in A \), let \( X(v, s) \) be an integer variable indicating \( f(v) = s \), i.e. \( X(v, s) = 1 \) if \( f(v) = s \), and \( X(v, s) = 0 \), otherwise. To ensure that each virtual machine gets mapped, and only mapped to one server, we have the constraint that

\[
\alpha_s : \bigwedge_{v \in V} \left( \sum_s X(v, s) = 1 \right).
\]

To encode the routing path for each pair of virtual machines, we define the variable \( R(l, e, k) \) to indicate that the physical link \( l \) is the \( k \)’th link of the routing path that is allocated to the virtual link \( e \). The following formula encodes the constraint that there is no more than 1 physical link as the \( k \)’th one:

\[
\alpha_e : \bigwedge_{c,k} \left( \sum_{l \in L} R(l, e, k) \leq 1 \right).
\]

The following constraint ensures that \( R(l, e, k) \) indeed encodes a path in the physical network:

\[
\alpha_c : \bigwedge_{e,k} \left( \bigvee_{l_1, l_2: l_1, l_2 \text{ are adjacent}} R(l_1, e, k) \land R(l_2, e, k + 1) \right).
\]

The constraint \( \bigvee_{l_1, l_2: l_1, l_2 \text{ are adjacent}} R(l_1, e, k) \land R(l_2, e, k + 1) \) means that the \( k \)’th and the \( k + 1 \)’th physical link on the routing path assigned for the virtual link \( e \) should be adjacent. For each physical link \( l \in L \) and virtual link \( e \in E \), let \( Y(l, e) \) be an integer variable indicating the bandwidth of \( l \) reserved for virtual link \( e \). We have the following constraint:

\[
\alpha_y : Y(l, e) = r(e) \iff \bigvee_k R(l, e, k) = 1.
\]

To encode the constraint that for each virtual link, there is a routing path between the host servers to which the two VMs of the virtual link are mapped, we have:

\[
\alpha_v : \bigwedge_{\{v_1, v_2\} \in E, s_1, s_2 \in A, s_1 \neq s_2} \left( X(v_1, s_1) = 1 \land X(v_2, s_2) = 1 \implies \bigvee_{l_1, l_2: l_1, l_2 \text{ are adjacent}} Y(l_1, e) = r(e) \land Y(l_2, e) = r(e) \right).
\]

Finally, the server capacity condition can be encoded as

\[
\beta_{\text{server}} : \bigwedge_{s \in A} \left( \sum_v X(v, s) \leq c(s) \right),
\]

and the link capacity condition is encoded as

\[
\beta_{\text{link}} : \bigwedge_{e \in E} \left( \sum_l Y(l, e) \leq b(l) \right).
\]

Putting all the pieces together, we have the encoding \( \Phi_{PN,VN} \) for the bandwidth allocation problem:

\[
\Phi_{PN,VN} = \alpha_s \land \alpha_r \land \alpha_c \land \alpha_y \land \alpha_v \land \beta_{\text{server}} \land \beta_{\text{link}}.
\]

The following theorem easily follows.

**Theorem 2.** Given any physical network \( PN = (A \cup B, L) \) and virtual network \( VN = (V, E) \), there exists mappings \( f \) and \( \rho \) satisfying the requirements of the bandwidth allocation problem, if and only if the formula \( \Phi_{PN,VN} \) is satisfiable.

#### B. Abstraction and Refinement

We use 2-level tree as an example topology for the data centers to demonstrate how to abstract and refine the network topology. In the tree topology, all the leaves are host servers, and there are two levels of switches. On the first level, the switches connect with the host servers, and the root switch sitting on the second level connects with the switches on the first level. For notation brevity, let \( T \) denote the physical tree topology. We denote the root of the 2-level tree as \( r \), and its children as \( w_1, \ldots, w_k \), and \( s_{i,j} \) as the \( j \)’th children of \( w_i \).

The routing path for any two servers in a tree is unique, therefore, the encoding involving \( R(l, e, k) \) can be omitted.
For each pair of host servers \( u, v \), let \( p(u, v) \) be the unique path between them. The constraint \( \alpha_v \) can be simplified as:

\[
\alpha_v : \bigwedge_{(v_1, v_2) \in E, s_1, s_2 \in A, s_1 \neq s_2} (X(v_1, s_1) = 1 \land X(v_2, s_2) = 1) \rightarrow \\
\bigwedge_{l \in p(s_1, s_2)} (Y(l, e) = r(e)).
\]

Therefore, the whole formula is:

\[
\Phi_{P,N,V,N} = \alpha_u \land \alpha_v \land \beta_{server} \land \beta_{link}.
\]

a) Abstraction: In the abstraction phase, we “compress” \( T \) into a 1-level tree \( T_{abs} \), which has a single root \( r \) with its children \( w_1, ..., w_k \). By abstracting the subtree rooted at \( w_i \), we set the capacity of \( w_i \) to be the sum of capacities of all its children. That is, \( c(w_i) = \sum_j c(s_{i,j}) \). Using the encoding technique above, we build the constraint \( \Phi_{T_{abs},VN} \) and solving the constraint gives us a solution for the allocation problem for the abstracted tree and the original virtual network.

b) Refinement: In the refinement phase, we need to solve for the subtree \( T_i \) with root \( w_i \) and its children \( s_{i,1}, ..., s_{i,m} \). By solving the abstracted tree \( T_{abs} \) in the first phase, we know the set of virtual machines that are mapped to this subtree. The virtual network \( VN_i \) that are mapped to the subtree \( T_i \) is a subgraph of the original virtual network. Suppose the set of VMs that are mapped to the subtree is \( V_i \), then \( VN_i = (V_i, E_i) \), and here \( (v_1, v_2) \in E \) if and only if \( (v_1, v_2) \in E_i \) and \( (v_1, v_2) \in E \). The formula \( \Phi_{T_i,VN_i} \) encodes the constraint for mapping the virtual network \( VN_i \) to the subtree \( T_i \). However, this is not sufficient to ensure that the mapping is feasible for the original virtual network. In fact, there may be a virtual link of which only one end is mapped to the subtree. To handle this situation, we need to establish a route for the server which the virtual machine is mapped to and the root switch in the subtree. That is,

\[
\alpha_v' : \bigwedge_{(v_1, v_2) \in E, v_1 \in V_i} (X(v_1, s_1) = 1 \rightarrow \\
Y((s_1, w_1), e) = r(e)).
\]

Therefore, the formula for the refinement is

\[
\Phi_{T_i,VN_i,VN} = \Phi_{T_i,VN_i} \land \alpha_v'.
\]

The algorithm for the abstraction and refinement approach is shown as algorithm 1. The algorithm first solves the formula of the abstracted tree (line 4), and then refines each subtree (line 5-7). To facilitate the search, if the refinement phase of some subtree fails, we stop refining the next subtree and return back to solve the first phase. To force the SMT solver to provide a different solution, we add the counter-example that makes the refinement fail. That is \( \alpha_{counter} = \neg(\bigwedge_{v \in V_i} X(v, w_i) = 1) \) (line 8-11). If all the subtrees can be refined, the algorithm finds a feasible solution (line 13-17). Otherwise, the formula \( \Phi \) for the abstracted tree is unsatisfied after a number of iterations, in which case, there is no feasible solution (line 19).

**Algorithm 1 Abstraction&Refinement SAT solving.**

1: build the formula \( \Phi_{T_{abs},VN} \) for the abstracted tree \( T_{abs} \);
2: \( \Phi = \Phi_{T_{abs},VN} \);
3: while \( \Phi \) is satisfied do
4: solve \( \Phi \);
5: for all \( i \) do
6: let \( VN_i = (V_i, E_i) \) be the virtual network that needs to be mapped to the subtree \( T_i \);
7: build the formula \( \Phi_{T_i,VN_i,VN} \);
8: if \( \Phi_{T_i,VN_i,VN} \) is unsatisfactory then
9: \( \Phi = \Phi \land \neg(\bigwedge_{v \in V_i} X(v, w_i) = 1) \);
10: break;
11: end if
12: end for
13: if all subtrees can be refined then
14: set \( f(v) = s \) if \( X(v, s) = 1 \);
15: compute \( \rho \) using the unique routing path in \( T \);
16: return \( f \) and \( \rho \);
17: end if
18: end while
19: return no solution;

**IV. Simulation Results**

In this section, we show some empirical evaluation of our SAT solution. The topology of the physical network in our evaluation is a 2-level tree and the leaves denote the host servers and there are 2-levels of switches. There are 200 servers and each server can host 4 VMs and we set the bandwidth of the lower level link to be 20, while the higher level links’ bandwidth is set to be 200. We use the topology generated by connecting 3 complete graph with 3 links as the topology of the virtual network. This topology is used to model the distributed storage systems that have 3 identical replicas, and each replica communicates with one another. We use two different size of replicas, namely 3 VMs and 5 VMs in one replica, and thus 9 VMs and 15 VMs in the virtual network respectively. In each replica, the bandwidth requirement for each virtual link ranges from 0 to 2 at random, and the bandwidth of the links connecting each replica is always 1. That is, each virtual link requires 5% to 10% bandwidth of that of the lower level links in the physical network. For comparison, we run the SAT encoding algorithm without abstraction and refinement (referred as sat), as well as the SAT encoding with the abstraction and refinement (referred as sat_ab). In addition, we compare the algorithm proposed in [1] (referred as secondnet). For each virtual network, we try to map as many copies of the virtual network as possible to the physical network using the allocation algorithms. We run 3 times for each virtual network, and compare the server utilization, link utilization and the running time of the 3 algorithms. All the evaluations are run on a server with quad-core 2.67GHz Intel Xeon CPU, 4GB of RAM, and we use
average link utilization. abs only uses about 45 seconds to map 15 VMs, while secondnet takes no more than 2 seconds to map 15 VMs. It is also shown that abstraction reduces the running time significantly. To map a virtual network with 15 VMs, sat takes 200 seconds, while sat_abs only uses about 2 seconds. Let's remark that the SAT encoding approaches and existing approaches are not mutually exclusive. In practice, those approaches can be run in parallel and the first outputting feasible allocation is adopted. Moreover, SAT encoding approaches can be applied when optimizing the data center by re-locating allocated virtual networks. In this case, finding the optimal solution is more critical than running time.

V. CONCLUSION

Bandwidth allocation problem is the key computational problem in data center management. In this paper, we show an alternative approach that encodes the problem into SAT formulas and apply SAT/SMT solvers to solve the problem. We report simulation results showing that by using abstraction and refinement techniques, we are able to provide high quality solutions within acceptable overhead.
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Abstract—Model checking and counter-example guided abstraction refinement are examples of applications of SAT solving requiring the production of models for satisfiable formulas. Better than giving a truth value to every variable, one can provide an implicant, i.e. a partial assignment of the variables such that every full extension is a model for the formula. An implicant is prime if every assignment is necessary. Since prime implicants contain no literal irrelevant for the satisfiability of the formula, they are considered as highly refined information.

We here propose a novel algorithm that uses data structures found in modern CDCL SAT solvers to efficiently compute prime implicants starting from an existing model. The original aspects are (1) the algorithm is based on watched literals and a form of propagation of required literals, adapted to CDCL solvers (2) the algorithm works not only on clauses, but also on generalized constraints (3) for clauses and, more generally for cardinality constraints, the algorithm complexity is linear in the size of the constraints found. We implemented and evaluated the algorithm with the Sat4j library.

I. INTRODUCTION

Although SAT is a decision problem whose answer on an input formula is “satisfiable” or “unsatisfiable”, it is often necessary or useful to obtain an explanation of this output, i.e. proofs of unsatisfiability for unsatisfiable formulas and models for satisfiable formulas. As a side effect of the data structures they use, modern SAT solvers output full models for satisfiable formulas, i.e. they assign a value to every variable in the input (even if the value of some variables is irrelevant). For some applications, a partial model or implicant (i.e. a partial assignment that is sufficient to satisfy all clauses) is preferred to a full assignment. Bounded model checking is one such application: an assignment corresponds to an error trace, and the smaller the assignment, the simpler it usually is to understand the flaw [1]. Using implicants instead of models is also useful when performing Boolean optimization (e.g. Pseudo Boolean Optimization or MaxSAT). Evaluating an objective function over an implicant provides a range of values (which may contain a single element) instead of a single value with a model. As such, optimization approaches based on strengthening may compute better upper bounds from implicants rather than from models. Generating partial assignments is also useful in Satisfiability Modulo Theories (see [2] for a thorough introduction) when the theory reasoner has a high complexity. Implicants are also used in the context of compilation of knowledge base, the cover of implicants being a classical way to compile a knowledge base [3]–[5].

An implicant is prime if none of its proper subsets is an implicant. The paper addresses the problem of efficiently deriving a prime implicant from an existing model of a satisfiable formula. A prime implicant can be derived from a model by iteratively removing the assignments that are not necessary. In this paper, we present two instances of this greedy approach. The first associates counters to constraints, yielding the algorithm sketched in [6]. This algorithm has complexity linear in the size of the constraints, but requires specialized indexing and dedicated counters as found in DPLL-based solvers. We propose a new algorithm benefiting from the lazy data structures (i.e. watched literals [7]) available in modern SAT solvers. Our approach is not only suitable for clauses but generalizes to e.g. cardinality constraints. For sets of clauses and cardinality constraints, the complexity of this algorithm is also linear, thanks to a dedicated propagation procedure on the constraints.

Related work. We focus on computing one prime implicant (not necessarily of minimum size) out of a given model, using the data structures used in modern SAT solvers. Algorithm [1] (Section II-C) is quickly discussed in [6] and [8], without concrete implementation or complexity study; in Section II-C we provide a concrete instantiation of it, and discuss its complexity. An algorithm embedding SAT solving techniques is proposed in [9] and motivated by experimental results. Some other techniques, e.g. [10], involve encoding the problem of finding prime implicants to linear programming. Getting minimal assignments (i.e. prime implicants) for a CNF (Conjunctive Normal Form) from a model provided by a SAT solver is discussed in [1], and several techniques are sketched. The authors of this work notably notice that literals assigned by propagation are mandatory in any prime implicant included in the model; for completeness, we restate formally this result in Section II-C. They also mention brute-force lifting, noticing it can be implemented in time quadratic in the size of the CNF formula. In the same context, the time complexity of our algorithms is linear.

A lot of research concentrates on the problem of generating one prime implicant or the set of all prime implicants for a
formula, without previous knowledge of models, e.g. [3], [8], [11]–[13]. Also, many works focus on the more complex problem of finding prime implicants of minimum size (e.g. [14] in propositional logic, and [15] in the context of SMT); the techniques presented here could be used repeatedly to find prime implicants of minimum size, but this goes beyond the scope of this paper.

Overview. Section III introduces definitions and notations. In Section II-C, we give an original formal presentation of some formula(s) \( A \) is also a model of (all elements in) \( B \). In this paper, we use the term constraint for formula, implicitly understanding that a constraint \( c \) most often denotes:

- a clause, a disjunctive set of literals;
- a cardinality constraint \( \sum_{\ell_i \in c} \ell_i \geq k \) where \( k \) (the degree) is an integer and each literal \( \ell_i \) is either 0 (false) or 1 (true) — a clause can be seen as a cardinality constraint of degree 1;
- a pseudo-Boolean constraint \( \sum_{\ell_i \in c} w_i \ell_i \geq k \), where \( k \) and each \( w_i \) are positive integers.

A set of constraints is viewed as the conjunctive combination of its elements and a literal as a Boolean assignment of a propositional variable. Throughout this paper, a set of literals cannot contain two opposite literals, so that sets of literals essentially are partial mappings from the lexicon of propositional variables to the Boolean values. In the following we identify a model for a (set of) formula(s) with the set of all the literals it satisfies.

A set of literals \( M \) is an implicant for a set of constraints \( C \) if, for every constraint \( c \in C \), \( M \models c \). An implicant \( M \) of \( C \) is a prime implicant if, for every proper subset \( M' \) of \( M \), \( M' \) is not an implicant of \( C \). Assuming \( M \models c \) and \( \ell \in M \), we say \( \ell \) is a required literal in \( M \) for constraint \( c \), and write \( \text{Req}(M, \ell, c) \), when \( M \setminus \{ \ell \} \not\models c \). In particular, for a clause \( c \) such that \( M \models c \), we have \( \text{Req}(M, \ell, c) \iff M \cap c = \{ \ell \} \). A required literal \( \ell \) for \( M \) and a set of constraints \( C \), denoted \( \text{Req}(M, \ell, C) \), is such that there exists a constraint \( c \in C \) with \( \text{Req}(M, \ell, c) \).

B. Elements of SAT solving

Modern CDCL-based SAT solvers assume their input is given as a set of clauses, but the techniques described here may be generalized to handle cardinality and pseudo-Boolean constraints. To decide if a set of clauses is satisfiable, a solver must find a variable assignment that satisfies all clauses. Three key aspects of this search are decision, propagation and learning. Decision consists in setting an unassigned variable to a Boolean value. A variable assignment is propagated if it is enforced by the previous assignments, i.e. this happens when all but one literal in a clause have been assigned to false. Then this last literal must be true for the set of clauses to be satisfiable. It may happen that propagation implies a conflicting assignment. In that case, a new clause (the conflict) is learnt, being recorded as a new constraint. Then backtracking and further propagation occur. If propagation terminates without conflict, either all variables are assigned and the set is satisfiable, or a new decision occurs. On an unsatisfiable set of constraints, the algorithm will eventually reach a conflicting assignment with no decided variable.

In practice, the computation cost is dominated by propagation. A naïve algorithm could be: whenever a variable is assigned a value, all clauses containing the literal set to false are checked for unsatisfiability or new propagations. The watched literals technique is a heuristic that effectively reduces that cost in practice. In the case of clauses, it is based on the observation that a clause needs to be inspected only when all but one literal are assigned to false. So, for each clause, only two of its literals are watched, and the clause is inspected only when one of the two watched literals is assigned to false. This technique generalizes to cardinality constraints, by watching at most \( k + 1 \) literals, for a constraint of degree \( k \).

C. Greedy computation of prime implicants from models

Consider a model \( M \) for a set of constraints \( C \). Most often, the model \( M \) is computed with a solver using propagation; knowing which literals in \( M \) are propagated, and which are not, is highly valuable information for computing prime implicants out of \( M \). Indeed, the following simple lemma allows to directly identify elements in \( M \) that have to be in every prime implicant included in \( M \).

Lemma 1: Assume 1) \( M \) is an implicant for a set of formulas \( C \), 2) \( c \) is a logical consequence of \( C \), 3) and \( M \setminus \{ \ell \} \not\models c \). Then \( M \setminus \{ \ell \} \) is not an implicant of \( C \). In other words, the literal \( \ell \) belongs to every prime implicant included in \( M \).

Proof. If \( c \) is a logical consequence of \( C \), then every implicant of \( C \) is an implicant of \( c \). As \( M \setminus \{ \ell \} \) is not an implicant of \( c \), \( M \setminus \{ \ell \} \) is not an implicant of \( C \). □

In the context of CDCL solvers, the above trivial lemma has an interesting corollary. Assume \( \ell \in M \) is propagated, i.e. there exists a constraint \( c \in C \) or learnt from \( C \) — in both cases, \( c \) is a logical consequence of \( C \) — and a subset \( M' \subseteq M \setminus \{ \ell \} \) such that \( M', c \models \ell \). Then \( M, C, c \) and \( \ell \) fulfill the requirements of the lemma: \( \ell \) is mandatory in every implicant included in \( M \). Only decision literals may possibly be removed from \( M \) to obtain a stronger implicant.

The abstract Algorithm I computes a prime implicant for a set of constraints \( C \), starting from a model \( M_0 \) of \( C \) and a subset \( \Pi_0 \) of the literals known to be in a prime implicant (e.g., the empty set, or the set of all propagated literals in the CDCL solver that produced \( M_0 \)). Variable \( M \) is an implicant for \( C \) of decreasing size, and \( \Pi \) is an increasing subset of a prime implicant included in \( M \). The algorithm checks each
literal $\ell$ in $M \setminus \Pi$ and greedily adds it to $\Pi$ if it is required or removes it from $M$ otherwise. There may be several different prime implicants included in $M_0$; the successive choices of $\ell$ in line 3 determine which of those prime implicants is returned by the algorithm.

**Algorithm 1** Abstract computation of prime implicants

1: procedure PRIME($C, M_0, \Pi_0$)
2:   $M, \Pi \leftarrow M_0, \Pi_0$
3:   while $\ell \in M \setminus \Pi$ do
4:     if $\text{Req}(M, \ell, C)$ then $\Pi \leftarrow \Pi \cup \{\ell\}$
5:     else $M \leftarrow M \setminus \{\ell\}$
6:   return $\Pi$

The algorithm can be refined in a practical and efficient algorithm. Remember that checking if $\text{Req}(M, \ell, C)$ is true comes to check if $\text{Req}(M, \ell, c)$ is true for some constraint in $c \in C$. It is thus useful, in order not to check every constraint in $C$, to have an index $W(\ell)$ that gives the set of constraints containing $\ell$. This index can be built efficiently, though it requires to read the entire set of constraints.

Algorithm 2 was sketched in [f] and is specialized for sets of clauses; it can be extended easily (at the expense of heavier notations) to cardinality constraints while preserving the linear complexity. It can also be extended to arbitrary constraints, but requires to define the concrete code for $\text{Req}(M, \ell, c)$ for an arbitrary constraint $c$. If $c$ is a clause, $\text{Req}(M, \ell, c)$ is true if and only if $M \cap c = \{\ell\}$. Such a test can be done efficiently using counters for the true literals in every clause $c$; in Alg. 2 line 10 $\exists c \in W(\ell) \cdot N[c] = 1$ stands for a loop on $W(\ell)$ that stops returning true if $N[c] = 1$ for some $c$, and returns false otherwise. For every clause $c$, $N[c]$ has to be initialized to $|M_0 \cap c|$. The counters in $N$ have to be updated each time a literal is removed from $M$ (line 13).

**Algorithm 2** Prime implicants for CNFs.

1: procedure PRIME($C, M_0, \Pi_0$)
2:   $M, \Pi \leftarrow M_0, \Pi_0$
3:   for all $\ell \in M$ do $W(\ell) \leftarrow \emptyset$
4:   for all $c \in C$ do
5:     $N[c] \leftarrow 0$
6:   for all $\ell \in c$ do $W(\ell) \leftarrow W(\ell) \cup \{c\}$
7:   for all $\ell \in M$ do
8:     for all $c \in W(\ell)$ do $N[c] \leftarrow N[c] + 1$
9:   for all $\ell \in M \setminus \Pi$ do
10:    if $\exists c \in W(\ell) \cdot N[c] = 1$ then
11:       $\Pi \leftarrow \Pi \cup \{\ell\}$
12:     else
13:       for all $c \in W(\ell)$ do $N[c] \leftarrow N[c] - 1$
14:   $M \leftarrow M \setminus \{\ell\}$
15: return $\Pi$

**Theorem 1**: Given a satisfiable set of clauses $C$, a model $M_0$, and a set $\Pi_0$ of literals mandatory in all prime implicants included in $M_0$, Algorithm 2 returns a prime implicant for $C$. It runs in time $O(|C|)$.

**Proof**: If the set of literals given as argument of the function is a model, then the returned set of literals is also a (partial) model for $C$. Indeed, a literal $\ell$ is removed from the model if and only if all clauses are satisfied when $\ell$ is removed.

Furthermore, the returned partial model $M$ is minimal. Assume $M \setminus \{\ell\}$ is also a partial model for $C$. If $\ell$ has not been removed, either there exists a clause $c \in C$ such that $\ell$ is the sole true literal, or $\ell$ was initially in $\Pi_0$. In the first case, $M \setminus \{\ell\}$ cannot be a partial model for $c$ and hence for $C$. The second case would contradict the theorem hypothesis on $\Pi_0$.

Assume that, for each clause $c$, the counter $N[c]$ can be read and modified in constant time. Assume also that, for each $\ell$, the indexing $W(\ell)$ of clauses containing literal $\ell$ is such that 1) it can be emptied in constant time, 2) an element can be added in constant time, 3) all its elements can be iteratively read in cumulative linear time. We also suppose that iterating on $C$, $M$ and $M \setminus \Pi$ has a cumulative cost which is respectively $O(|C|)$, $O(|M|)$, and $O(|M|)$.

Under the above assumptions, Algorithm 2 is linear with respect to the size of the clause set $\sum_{c \in C} |c|$. We consider that every literal is present in at least one clause so that $O(\sum_{c \in C} |c| + |M|) = O(\sum_{c \in C} |c|)$. Line 3 is $O(|M|)$. Lines 4–6 involve inspecting each clause and each literal in the clause, and execute a constant time operation (at line 6) for each of those literals. This block is thus $O(\sum_{c \in C} |c|)$. Lines 7–8 involve inspecting each clause $c$ at most $|c|$ times, and is thus also $O(\sum_{c \in C} |c|)$. In the last loop at lines 10–14 each clause $c$ from $C$ is again examined at most $2 \times |c|$ times. Overall, all four loops are $O(\sum_{c \in C} |c|)$. \hfill \Box

Algorithm 2 has linear complexity, but requires to build an index of constraints by literals and counters. Also, a constraint is examined once for every of its literals satisfied in the model (not unlike what happens in SAT solving with counters instead of watched literals). Rather than preventing a counter from decreasing to 0 (which, for SAT solving, would correspond to a conflict), it is more reasonable to directly put in $\Pi$ the last satisfied literal of a clause as soon as the counter reaches one (i.e. using some kind of propagation). This motivates the version presented in the next section, using watched literals, instead of indexes and counters.

**III. Computing Prime Implicants by Propagation**

It can be argued that the above algorithm uses late detection of literals to add in the prime implicant. Indeed, a literal $\ell$ is iteratively selected, and $\text{Req}(M, \ell, c)$ is checked for every constraint $c$ containing $\ell$. Another possibility is to use early detection of literals for addition to $\Pi$, similarly to Boolean constraint propagation in SAT solvers. This yields the algorithms described in this section.

**A. An abstract version**

Algorithm 3 is the early detection equivalent of abstract Algorithm 1; it computes a prime implicant out of an implicant.
$M_0$ for a set of constraints $C$, and any subset $\Pi_0$ of the required literals in $M_0$. Variable $M$, initialized to $M_0$, is an implicant for $C$ of strictly decreasing size, and $\Pi$ is an increasing subset of a prime implicant included in $M$. The larger $\Pi_0$ is, the faster the convergence; also it is optional as the algorithm is sound if it is empty. We introduce it for future specializations.

Algorithm 3 Abstract propagation-based algorithm

1: procedure PRIME($C, M_0, \Pi_0$)  
2: $M, \Pi \leftarrow M_0, \Pi_0$  
3: $\Pi \leftarrow \Pi \cup \text{IMPLIED}(C, M)$  
4: while $\ell \in M \setminus \Pi$ do  
5: $M \leftarrow M \setminus \{\ell\}$  
6: $\Pi \leftarrow \Pi \cup \text{IMPLIED}(C, M)$  
7: return $\Pi$

Algorithm 4 Prime implicants using watched literals

1: procedure PRIME($C, M_0, \Pi_0, W$)  
2: $M, \Pi \leftarrow M_0, \Pi_0$  
3: $\text{IMPLIED}_{W, 0}(C, M, \Pi, W)$  
4: while $\ell \in M \setminus \Pi$ do  
5: $M \leftarrow M \setminus \{\ell\}$  
6: $\text{IMPLIED}_{W}(C, M, \Pi, W)$  
7: return $\Pi$

There may exist several prime implicants in $M_0$. The one produced by Algorithm 3 depends only on the successive choices of $\ell$ in line 4. Any prime implicant subset of $M_0$ may be produced, given the right sequence of chosen literals. A prime implicant produced by Algorithm 1 or Algorithm 2 is obtained by Algorithm 3 by picking literals in the same sequence and dropping literals that are already in prime.

B. Implementation with watched literals

A concrete implementation of the above abstract algorithm would best use the data structures implemented in state-of-the-art SAT solvers. This is the approach of Algorithm 4 in addition to the model $M_0$, it reuses the watched literals relation at the ending state of the SAT solver. We consider a general notion of watched literals as a relation $W$ between literals and constraints such that, for every literal $\ell$, $W(\ell)$ is a (sub)set of constraints containing $\ell$. We now require $\Pi_0$ to initially contain all the literals that are directly entailed by one constraint in $C$. Since such literals are included in $\{\ell \mid \text{Req}(M, \ell, C)\}$, the precondition for Algorithm 5 is verified.

Algorithm 5 Prime implicants with watched literals

1: procedure PRIME($C, M_0, \Pi_0, W$, $\ell_0$)  
2: $M, \Pi \leftarrow M_0, \Pi_0$  
3: $\text{IMPLIED}_{W, 0}(C, M, \Pi, W)$  
4: while $\ell \in M \setminus \Pi$ do  
5: $M \leftarrow M \setminus \{\ell\}$  
6: $\text{IMPLIED}_{W}(C, M, \Pi, W)$  
7: return $\Pi$

The data in Algorithm 5 includes the variables of Algorithm 3, namely $M$ and $\Pi$, and the watched literals relation $W$. The inherent property of the watched literals for a constraint $c$, i.e. $W^{-1}(c)$, is that, as long as all watched literals remain either undefined or true, nothing can be deduced from $c$ in the current assignment. In our context $\Pi$ plays a role similar to the current partial assignment in the SAT solver. Let us define, for a constraint $c$, the set of literals $S(c) = \Pi \cup W^{-1}(c)$. Formally, $W$ is always such that:

$W_1(c): \forall \ell \in W^{-1}(c) \setminus \Pi. \neg \text{Req}(S(c), \ell, c)$

$W_2(c): S(c) \cap M = c$

Both properties should be satisfied by the inputs given to our algorithm. Observe that: 1) if $\Pi \models c$, then $W_1(c)$ is true; 2)
when a literal $\ell$ is removed from $M$, $W_1(c)$ is not affected; and 3) if $\ell$ furthermore satisfies $\neg \text{Req}(M, \ell, c)$, then $W_2(c)$ is also preserved. The algorithm first establishes an additional loop invariant (line 3): $W_3(c): S(c) \subseteq M$.

As in Algorithm 3, the main loop repeatedly removes one (unrequired) literal $\ell$ from $M \backslash \Pi$ (line 5), possibly augmenting $\Pi$ with new literals, and repairs the invariant properties for the watched literals (line 6). Function $\text{HDL} \_\text{CONST}$ in Algorithm 5 is generic and may be refined to handle specific classes of constraints. One such concrete implementation is given for clauses and, more generally, for cardinality constraints in Algorithm 6. Assuming $|W^{-1}(c)| \geq 2$, $c \in W(\ell)$ and $\ell \notin M$, either there exists another literal $\ell'$ that may be watched by $c$, in which case $W$ is updated with the new association, or there is no such literal, and the literals in $W^{-1}(c)$ must be in the prime implicant and are inserted into $\Pi$. In the special case of clauses, then there is only one such literal.

**Proposition 3:** When $C$ is a set of clauses and $\text{HDL} \_\text{CONST}$ is specified as in Algorithm 6, Algorithm 4 runs in time $O(\sum_{c \in C} |c|)$.

**Proof.** $\text{IMPLIED}_W(C, M, \ell, \Pi, W)$ has cumulated complexity in $O(\sum_{c \in C} |c|)$. To achieve this rate, one has to ensure that, for every clause $c$, the cumulative time for the calls to $\text{HDL} \_\text{CONST}$ with $c$ is $O(|c|)$. This can simply be done by storing clauses as arrays of literals indexed from 1 to $|c|$, using a pointer initialized to 1 in this array, and looking for the suitable literal from this pointer on (and updating its value). The successive calls to $\text{HDL} \_\text{CONST}$ on clause $c$ would then resume their search from the previous position. Each literal in each clause would therefore be processed at most once.

For every literal $\ell \in M$, there is one call to $\text{IMPLIED}_W(C, M, \ell, \Pi, W)$ in function $\text{IMPLIED}_W$. Every clause in $C$ is satisfied by at least one of its watched literals. If a clause appears in $W(\ell)$, its other watched literal is thus in $M$, and the watched literal will be replaced by another watched literal in $M$ (or the clause stays in $W(\ell)$ and its other watched literal is added to $\Pi$). So every clause will be examined at most once for the whole run of $\text{IMPLIED}_W$. Assuming the search for another watched literal in line 2 of Algorithm 6 remains linear with respect to the size of the clause, $\text{IMPLIED}_W$ runs in time $O(\sum_{c \in C} |c|)$.

$\text{IMPLIED}_W$ is called at most once for each literal $\ell$ in $M_0$ on line 6 in Algorithm 4. If the watch relation for clause $c$ is modified (on line 3 in Algorithm 5), $c$ will never occur again in $W(\ell)$, since $\ell$ is removed forever from $M$. As a consequence, every clause $c$ will be considered at most $|c|$ times by the successive calls of Algorithm 6. In these calls, the cumulated searches for a new watched literal (condition on line 2 in Alg. 6) accounts for a factor linear in the size of $c$.

Prop. 3 may be generalized to any class of constraints and watched literals strategy where the cumulated time of $\text{HDL} \_\text{CONST}(c)$ has a complexity linear in the size of $c$. This holds for cardinality constraints, as the watched literals

---

**Algorithm 6** $\text{HDL} \_\text{CONST}$ for clause or cardinality constraints

1: procedure $\text{HDL} \_\text{CONST}(c, M, \ell, ref \Pi, ref \ W)$
2: \hspace{1em} $\Pi \leftarrow \Pi \cup \{\ell' \in W^{-1}(c) \mid \text{Req}(M, \ell, c)\}$
3: \hspace{1em} if $\Pi \nmid c$ then
4: \hspace{2em} Choose $W'$ such that
5: \hspace{2em} $W' \subseteq (W^{-1}(c) \cup M) \setminus \{\ell\}$
6: \hspace{2em} $(\Pi \cup W') \cap M \mid c$
7: \hspace{2em} $\forall \ell' \in W' \cap \Pi' \rightarrow \neg \text{Req}(W' \cup \Pi, \ell, c)$
8: \hspace{2em} in $W^{-1}(c) \leftarrow W'$

---

**Algorithm 5** $\text{HDL} \_\text{CONST}$ for arbitrary constraints

1: procedure $\text{HDL} \_\text{CONST}(c, M, \ell, ref \Pi, ref \ W)$
2: \hspace{1em} $\Pi \leftarrow \Pi \cup \{\ell' \in W^{-1}(c) \mid \text{Req}(M, \ell, c)\}$
3: \hspace{1em} if $\Pi \nmid c$ then
4: \hspace{2em} Choose $W'$ such that
5: \hspace{2em} $W' \subseteq (W^{-1}(c) \cup M) \setminus \{\ell\}$
6: \hspace{2em} $(\Pi \cup W') \cap M \mid c$
7: \hspace{2em} $\forall \ell' \in W' \cap \Pi \rightarrow \neg \text{Req}(W' \cup \Pi, \ell, c)$
8: \hspace{2em} in $W^{-1}(c) \leftarrow W'$

---

**Proposition 2:** Given a set of constraints $C$, an implicant $M_0$, a set of literals $\Pi_0$, and a relation $W$ between literals and constraints in $C$ such that:
- \{c \mid \exists \ell \in C, c \mid \ell \} \subseteq \Pi_0 \subseteq \{c \mid \text{Req}(M_0, \ell, C)\}$,
- \forall c \in C. $W_1(c) \cap W_2(c)$

then Algorithm 3 terminates and returns a prime implicant of $C$ contained in $M_0$.

**Proof.** The proof is similar to that of Algorithm 3, the same invariants being satisfied: we prove that lines 3 and 6 establish these invariants through the successive calls to function $\text{HDL} \_\text{CONST}$ (Algorithm 5).

First, consider the call in line 5. Before the call, invariants $I_2$ and $I_3$ are satisfied, as well as $W_1(c)$ and $W_2(c)$ for each constraint $c$, and $\Pi \subseteq \{c \mid \text{Req}(M_0, \ell, C)\}$, thanks to the preconditions of PRIME. The call establishes $W_3(c)$ for every constraint $c$, and at the same time, introduces literals in $\Pi$ so that \{c \mid \text{Req}(M_0, \ell, C)\} \subseteq \Pi$. This is a direct consequence of line 2 in Algorithm 5. The other lines ensuring that $W_1(c)$, and $W_2(c)$ remain preserved even if $\ell$ is removed. When all the negations of literals in $M$ have been removed from the watched literals by the successive calls, $W_3(c)$ is also satisfied for each $c$. Every element $\ell$ added in $\Pi$ can be related to a constraint $c$ such that $\text{Req}(M, \ell, c)$.

Now consider the call in line 6. The invariants are satisfied, if it were not for the absence of $\ell$ in $M$. Again, for each constraint $c$, the successive calls to $\text{HDL} \_\text{CONST}$ repair the invariant $W_3(c)$ while preserving $W_1(c)$ and $W_2(c)$. This may insert new literals in $\Pi$ if they are required by $c$. ☐
strategy may also be employed.

IV. EXPERIMENTAL EVALUATION

A classical implementation of Algorithm 1 with quadratic complexity in the size of \( M_0 \setminus \Pi_0 \) has already been available in Sat4j for several years. In practice, this implementation performed well on many SAT benchmarks because a vast majority of the literals of the model found by the SAT solver are implied by unit propagation, so \( M_0 \setminus \Pi_0 \) was initially much smaller than \( M_0 \) (\( \Pi_0 \) containing all propagated literals initially). There are however classes of problems for which this is not true.

Sat4j MaxSAT uses selector variables to translate MaxSAT problems into Pseudo-Boolean Optimization problems [16]. In that context, counting the number of satisfied selector variables provides an upper bound on the minimum number of constraints that must be falsified. However, despite a strategy to always branch first on falsified selector variables, some selector variables may be satisfied even if the original constraint is satisfied. To improve the bounds, two solutions exist: using an encoding enforcing that the selector variable can only be satisfied if the original constraint is falsified, or counting the selector variables on a prime implicant. The former solution adds many binary clauses to the original CNF (as many binary clauses as literals in the original formula) and is inefficient in practice.

We present here some experimental results of the proposed algorithm on a specific set of benchmarks from the MaxSAT 2010 evaluation. The previous version of Sat4j could not compute prime implicants for industrial MaxSAT benchmarks from circuit debugging with millions of variables and clauses [17]. We used those benchmarks to compare the proposed algorithm based on watched literals against one based on counters, both of linear complexity.

Since we use prime implicants to improve the upper bounds computed by our MaxSAT solver, prime implicants have to be computed on a set of clauses plus one cardinality or pseudo-boolean constraint representing the bound of the objective function. On the following, we present the time required to compute the first prime implicant of each benchmark, thus on clauses only.

Algorithm 4 (for clauses) and Algorithm 6 (for clauses, cardinality and pseudo-Boolean constraints) have been implemented in the Sat4j library. As described in the previous section, the implementation includes a propagation procedure similar to the classical unit propagation scheme found in CDCL solvers with two key differences: i) the propagation always eventually finds a satisfied literal and ii) the number of steps to update the watched literals is reduced by storing the last position in the search between each call to the propagation procedure. Note that for clauses, where only two literals are watched, a constraint with \( n \) literals is traversed at most \( n \) times if there is no bookkeeping, and it may be a good tradeoff to avoid storing that information for short clauses to save memory. For larger clauses, or cardinality constraints, bookkeeping the state of the search as proposed for Algorithm 6 is crucial: on some examples, the time spent to compute a prime implicant was dramatically reduced (e.g. from 240 seconds to less than one second) by such a simple implementation detail, that guarantees the linearity of the algorithm. For pseudo-Boolean constraints, we use a counter based implementation and extra care is required to update the state during backtracking and to handle the literals that do not belong to the implicant. Finally, learned clauses are ignored for the propagation. The implementation details can be found in the source code of Sat4j.

The results are summarized in Table 1. The Sean Safarpour benchmark set contains 52 benchmarks. Sat4j is able to load 36, running out of memory for the others (when given 2GB of memory). For those 36 benchmarks, we give the number of variables (including the selector variables, one per clause), the number of clauses, the total number of literals in the formula (the cumulated size of the clauses), the number of literals implied by unit propagation in the model (#implied), and the time taken respectively by the counter vs. watched literals approaches to compute a prime implicant from the first model found by the MaxSAT solver. We also give the median values on those 36 benchmarks. The proposed algorithm was able to compute prime implicants for all benchmarks within a second, while the counter based approach missed one (due to memory out) and lead in some cases to much greater runtimes (up to one order of magnitude). Those results illustrate the advantage of reusing the solver data structures to minimize memory requirements and the advantage in practice of using those lazy data structure for computing prime implicants.

V. CONCLUSION

We propose and discuss an algorithm to compute prime implicants in time linear in the size of the input formula designed for easy integration in modern SAT solvers. This algorithm is based on lazy data structures such as watched literals [7]. The efficiency of the algorithm is maintained for other kinds of constraints as long as some data structure ensures the constraint will be traversed at most once during the successive calls to the propagation procedure. This applies to both clauses and cardinality constraints. The same algorithm can also be applied to other kind of constraints, but linear complexity may be lost.

We implemented the algorithm for clauses, cardinality and pseudo-Boolean constraints in the Sat4j platform. On a class of problems with millions of variables, we compare a counter based algorithm against our watched literal algorithm. While both algorithms are linear, our algorithm computed all prime implicants in less than a second, which was not the case for the other algorithm. These results show that applying the proposed algorithm to compute prime implicants instead of models has a negligible overhead.

Good prime implicant computation procedures are useful for many applications. In particular, we investigate prime implicants for Boolean optimization by strengthening, as the value of the objective function computed on a prime implicant
<table>
<thead>
<tr>
<th>#vars (M)</th>
<th>#cla (M)</th>
<th>#literals (M)</th>
<th>#implied (M)</th>
<th>Alg. 2 (s)</th>
<th>Alg. 4 (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>1.7</td>
<td>4.0</td>
<td>0.5</td>
<td>4.842</td>
<td>0.736</td>
</tr>
<tr>
<td>1.3</td>
<td>0.9</td>
<td>2.2</td>
<td>0.4</td>
<td>0.347</td>
<td>0.377</td>
</tr>
<tr>
<td>1.5</td>
<td>1.1</td>
<td>2.7</td>
<td>0.4</td>
<td>2.860</td>
<td>0.495</td>
</tr>
<tr>
<td>2.6</td>
<td>1.8</td>
<td>4.4</td>
<td>0.6</td>
<td>MO</td>
<td>3.463</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0</td>
<td>2.5</td>
<td>0.3</td>
<td>0.541</td>
<td>0.380</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>1.3</td>
<td>0.2</td>
<td>0.210</td>
<td>0.230</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>1.3</td>
<td>0.2</td>
<td>0.212</td>
<td>0.237</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>1.8</td>
<td>0.3</td>
<td>0.729</td>
<td>0.364</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7</td>
<td>1.8</td>
<td>0.2</td>
<td>0.225</td>
<td>0.252</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>1.9</td>
<td>0.2</td>
<td>0.559</td>
<td>0.283</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>1.9</td>
<td>0.2</td>
<td>0.552</td>
<td>0.283</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>2.1</td>
<td>0.2</td>
<td>0.578</td>
<td>0.301</td>
</tr>
<tr>
<td>0.2</td>
<td>0.16</td>
<td>0.4</td>
<td>0.04</td>
<td>0.154</td>
<td>0.120</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4</td>
<td>1.1</td>
<td>0.1</td>
<td>0.552</td>
<td>0.221</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>2.4</td>
<td>0.25</td>
<td>0.280</td>
<td>0.355</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
<td>3.9</td>
<td>0.5</td>
<td>4.191</td>
<td>0.486</td>
</tr>
<tr>
<td>1.6</td>
<td>1.2</td>
<td>2.9</td>
<td>0.4</td>
<td>3.956</td>
<td>0.377</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>2.1</td>
<td>0.2</td>
<td>0.638</td>
<td>0.284</td>
</tr>
<tr>
<td>1.8</td>
<td>1.0</td>
<td>2.8</td>
<td>0.3</td>
<td>4.008</td>
<td>0.354</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6</td>
<td>4.5</td>
<td>0.4</td>
<td>2.567</td>
<td>0.486</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>2.6</td>
<td>0.2</td>
<td>0.326</td>
<td>0.304</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>2.6</td>
<td>0.2</td>
<td>0.333</td>
<td>0.289</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>2.6</td>
<td>0.2</td>
<td>0.319</td>
<td>0.330</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>2.6</td>
<td>0.2</td>
<td>0.343</td>
<td>0.684</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6</td>
<td>4.6</td>
<td>0.4</td>
<td>2.493</td>
<td>0.493</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7</td>
<td>1.9</td>
<td>0.1</td>
<td>0.232</td>
<td>0.269</td>
</tr>
<tr>
<td>1.2</td>
<td>0.9</td>
<td>2.5</td>
<td>0.2</td>
<td>0.621</td>
<td>0.348</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.04</td>
<td>0.152</td>
<td>0.102</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.04</td>
<td>0.154</td>
<td>0.077</td>
</tr>
<tr>
<td>2.2</td>
<td>1.7</td>
<td>4.8</td>
<td>0.4</td>
<td>9.225</td>
<td>0.510</td>
</tr>
<tr>
<td>2.2</td>
<td>1.7</td>
<td>4.8</td>
<td>0.4</td>
<td>8.946</td>
<td>0.490</td>
</tr>
<tr>
<td>2.2</td>
<td>1.7</td>
<td>4.8</td>
<td>0.4</td>
<td>6.086</td>
<td>0.556</td>
</tr>
<tr>
<td>1.5</td>
<td>1.2</td>
<td>3.4</td>
<td>0.3</td>
<td>4.250</td>
<td>0.366</td>
</tr>
<tr>
<td>1.5</td>
<td>1.2</td>
<td>3.4</td>
<td>0.3</td>
<td>4.172</td>
<td>0.370</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>1.9</td>
<td>0.3</td>
<td>0.643</td>
<td>0.285</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>1.9</td>
<td>0.3</td>
<td>0.645</td>
<td>0.273</td>
</tr>
</tbody>
</table>

Median: 1.168, 0.930, - , 0.268, 0.578, 0.301

yields a better upper bound than the value obtained with a model.
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Abstract—This paper presents a method for translating formulas written in assertion languages such as LTL into a monitor circuit suitable for model checking. Unlike the conventional approach, no automata is generated for the property, but instead the monitor is built directly from the property formula through a recursive traversal. This method was first introduced by Pnueli et. al. under the name of Temporal Testers. In this paper, we show the practicality of temporal testers through experimental evaluation, and also offer a self-contained exposition for how to construct them in manner that meets the requirements of industrial model checking tools. These tools tend to operate on logic circuits with sequential elements, rather than transition relations, which means we only need to consider so called positive testers with no future references. This restriction both simplifies the presentation and allows for more efficient monitors to be generated. In the final part of the paper, we suggest several possible optimizations that can improve the quality of the monitors, and conclude with experimental data.

I. AT A GLANCE

Consider the LTL formula:

\[ \text{for-all-paths: } G \neg a \lor XF \neg b \]

A witness to its negation satisfies:

\[ \text{there-exists-a-path: } F a \land XG b \]

If no such witness exists, the original formula holds. Construct the following equisatisfiable formula by introducing a variable for each subformula, including the full formula:

\[
\begin{align*}
\neg z_0 & \land G(z_0 \leftrightarrow z_1 \land z_2) \\
\neg z_1 & \land G(z_1 \leftrightarrow Fa) \\

\neg z_2 & \land G(z_2 \leftrightarrow Xz_3) \\
\neg z_3 & \land G(z_3 \leftrightarrow Gb)
\end{align*}
\]

(1)

Since the specification is in negated normal form and all the operators are monotonic, bi-implications can be replaced by simple implications:

\[
\begin{align*}
\neg z_0 & \land G(z_0 \rightarrow z_1 \land z_2) \\
\neg z_1 & \land G(z_1 \rightarrow Fa) \\

\neg z_2 & \land G(z_2 \rightarrow Xz_3) \\
\neg z_3 & \land G(z_3 \rightarrow Gb)
\end{align*}
\]

(2)

Two types of properties commonly supported by modern model checking tools are:

- **Safety.** A counterexample is a finite path to a bad state.
- **Liveness.** A counterexample is an infinite path where a set of signals \(f_1, f_2, \ldots, f_k\) are each true infinitely often.

In the following sections, it is shown how the conjuncts in (2) can each be translated into a small monitor circuit together with a liveness property, yielding a new model that can be verified by existing model checking tools. Furthermore, it is shown how the safety fragment of a temporal formula can be checked more efficiently by producing a safety property for that part.

Example. The conjunct \(G(z_1 \rightarrow Fa)\) of (2) is translated into a circuit that outputs \textsc{true} as long as \(z_1 = 0\), then when \(z_1 = 1\), it starts waiting for \(a = 1\), outputting \textsc{false} in the meanwhile. When \(a = 1\) arrives, the circuit goes back to waiting for \(z_1 = 1\), while again outputting \textsc{true}. This output signal needs to hold infinitely often for a witness to the formula, and is thus added as a liveness property.

II. INTRODUCTION

A. Automata-theoretic approach

Vardi and Wolper [18] introduced the automata-theoretic approach to verification. Given a formula \(\phi\) and a machine \(M\), finding whether \(M \models \phi\) is done by creating an automaton \(A_{\phi}\) that accepts the traces that violate \(\phi\), and then checking whether \(M \times A_{\phi}\) is empty. In this paper we discuss generating circuits representing finite automata for detecting finite traces and simple Büchi automata for liveness properties.

B. Related work

Vardi and Wolper [18] showed that every LTL formula can be translated to a Büchi automaton that accepts the same language. There are now many approaches to perform that translation. In this section we review the most common ones.

The first set of approaches use direct construction of a Büchi automaton. These methods tend to be complicated, and may generate exponentially large automata.

The second set [17] translates the LTL formula into an alternating automaton, which is then translated into a Büchi automaton. The main advantage is the simplicity of the resulting alternating automaton, whose size is linear in the size of the formula. The resulting Büchi automaton has an exponential number of states in the size of the formula, but the size of the symbolic description is linear. This approach is also compositional; the alternating automaton for a formula is obtained from the alternating automata for its subformulas.
An often overlooked problem with this approach is that a good understanding of this flow, and especially of alternation and its removal [5], is a non-trivial intellectual undertaking. In an industrial environment, a simpler approach, especially if it has few disadvantages, is to be preferred.

Kesten et. al. in [10], and later Pnueli and Zaks in [13], [14] explored the use of temporal testers for verification of LTL and PSL. A temporal tester for a formula $\phi$ is a transition system that has a variable $x_\phi$ such that $G(x_\phi \leftrightarrow \phi)$ holds; a positive temporal tester is similar, except that $G(x_\phi \rightarrow \phi)$ holds instead. Temporal testers for simple properties can be combined recursively for more complicated properties.

The approach presented in this paper is based on temporal testers. Given a conjunct $i \phi$ equals 1. This makes $z_i$ and the monitor state machine for $\phi$ a positive temporal tester for $\phi$.

Similarly, as noted in [13], translation through alternating automata also results in positive temporal testers. The symbolic description of the resulting Büchi automata (depending on the translation method) has a variable for each subformula, with the property that whenever the variable is true, so is the subformula.

### C. Finite traces

Some formulas, such as $G \phi$ can be shown to hold only by infinite traces, other formulas, like $F \phi$, by a finite trace, i.e. the formula will hold on any infinite extension of that finite trace. While, other formulas, such as $G \phi \lor F \psi$, can sometimes be shown to hold by a finite trace, and in other cases require an infinite trace.

As verification tools are usually much more efficient in detecting finite traces, it is preferable to detect finite traces whenever possible. In subsection VI-A it is shown how this can be achieved. The finite traces detected by our method are the same as the informative prefixes defined by Kupferman and Vardi in [11]. This is shown in section X.

### D. $\omega$-regular specifications

Although this paper shows how to build monitor circuits for LTL and PLTL formulas, Pnueli and Zaks [14] showed how to extend this method by adding regular events to implement support for $\omega$-regular languages such as PSL or SVA.

### III. Notation

By circuit, we mean a directed acyclic graph with two edge types, complemented and non-complemented, and the following node/gate types:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND</td>
<td>A binary AND-gate.</td>
</tr>
<tr>
<td>PI</td>
<td>Primary input.</td>
</tr>
<tr>
<td>PO</td>
<td>Primary output.</td>
</tr>
<tr>
<td>FF</td>
<td>Flip-flop (unit delay).</td>
</tr>
<tr>
<td>TRUE</td>
<td>The constant true.</td>
</tr>
</tbody>
</table>

For the main discussion, temporal formulas are expressed in Linear Temporal Logic extended with past operators (PLTL). The temporal operators of PLTL are reviewed in Figure 1. The extension to include past operators is trivial, but it allows us to use a richer set of benchmarks. Detailed formal semantics of PLTL can be found in [3]. A PLTL formula is any expression using logical operators $\land$, $\lor$, and $\neg$, and the temporal operators reviewed in Figure 1. In our terminology, a signal (or atomic proposition) is the output of a gate in the design (possibly complemented) referred to by the specification.

A PLTL formula is in negated normal form (NNF) if negations are present only on the atomic propositions. A formula can be brought into NNF by using the identities $\neg(Xa = X\neg a)$, $\neg(Ga = F\neg a)$, $\neg(Fa = G\neg a)$, $\neg[a \land b] = [\neg a \land \neg b]$, and their past-operator duals. Example: $\neg(G(a \lor Pb)) = F(\neg a \land H\neg b)$.

### IV. On Introducing Auxiliary Variables

In Section I, it was shown how each subformula is given a name in the form of an auxiliary variable $z_i$. The construction is completely analogous to how the Tseitin transformation [15] is used in SAT to convert a propositional formula into an equisatisfiable CNF representation; but because we are dealing with a temporal formula, the $G$ is needed to ensure that the auxiliary variable maintains its correspondence with the subformula it represents. Because there is an implicit existential quantifier around the LTL formula (“there-exists-a-path”), with some abuse of notation we can repeatedly use the identity $\phi(\psi) = \exists x. G(x \leftrightarrow \psi) \land \phi(x)$, but leaving $x$ to be implicitly quantified.

Why is it sound to turn bi-implications into simple implications, as was done from equation (1) to (2)? The operators we
allow in NNF, both logical and temporal, are all monotonically increasing in their inputs, meaning that if $op(x, y)$ is True in a cycle, then so are $op(1, y)$ and $op(x, 1)$. Hence, any trace satisfying equation (2) can be "fixed" by identifying the $z_i \rightarrow \text{RHS}$ where $z_i$ is 0 and RHS is 1 and simply flip the value of $z_i$. The modified trace will satisfy (1).

V. MONITOR CIRCUITS

Assume the specification has been negated and expanded to an equisatisfiable formula as outlined in Section I. Each conjunct is either on the form "$G(z \rightarrow *a)$" (for unary operators "*a") or "$G(z \rightarrow a + b)$" (for binary operators). For each operator, we describe a monitor circuit. In the next section, it is shown how the monitors are combined to formulate a model checking problem for the entire PLTL specification. Our monitors have the following set of inputs and outputs:

```
  z  a  b
  --> --> --> pending failed accept

```

The meanings of these signals are as follows:

- **z**: A fresh PI, also referred to as the activator, created to match the auxiliary variable of the expansion. When it non-deterministically goes high, the circuit starts monitoring inputs $a$ and $b$ to see if they adhere to the semantics of the operator.
- **a**: Left input of the operator: either a signal from the design or the activator $z_i$ of the $i^{th}$ monitor, synthesized for the left subformula.
- **b**: Right input of the operator.
- **pending**: True if the monitor has an outstanding requirement on one or both of its input signals to be True either in this or in future cycles.
- **failed**: True if a violation has been detected, preventing any further extension of the current trace from being a valid witness.
- **accept**: Must hold infinitely often for a trace to be a valid witness. Stated negatively: if this signal goes forever False, then the trace is not valid.

The system of monitors can be thought of as follows: The top-monitor is activated by asserting $z_0 = 1$ in the first cycle. This monitor, in order to meet its accept condition and avoid its failed constraint, will force one or both of its subformulas to be activated, either now or later. The process propagates down through the formula tree. If we can find an infinite run with no monitor outputting failed, and with each monitor having an infinite number of accepts, then a witness to the temporal formula has been produced. Note that the non-deterministic activator variables are all existentially quantified, which means that we can defer to the underlying model checker to "guess" perfectly when they should be activated.

Below, we illustrate some LTL operators as monitor circuits. $\text{Y} f$ denotes the previous value of $f$ (which translates directly into a zero-initialized FF whose next-state function is $f$), and is_Init denotes a signal which is True only in the first cycle.

If accept is left out, it is assumed to be constant True. If failed or pending are left out, they are assumed to be constant False.

```
G(z \rightarrow Xa)  pending = z   failed = Yz \land \neg a
G(z \rightarrow Ga)  pending = (Y pending) \lor z   failed = pending \land \neg a
G(z \rightarrow Fa)  pending = (z \lor (Y pending)) \land \neg a   accept = \neg pending
G(z \rightarrow (a W b))  pending = (z \lor (Y pending)) \land \neg b   failed = pending \land \neg a
```

The 1-to-1 correspondence between this textual representation and a circuit diagram is illustrated for the $F$ operator in Figure 2.

```
\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig2}
\caption{Monitor circuit for $G(z \rightarrow Fa)$.}
\end{figure}
```

Past operators $P a$ and $H a$ are trivially implemented by a single flop remembering if $a$ has held at least once, or always, in the past:

```
\begin{align*}
\text{once}_a &= a \lor (Y \text{once}_a) \\
\text{always}_a &= a \land \neg (Y \neg \text{always}_a)
\end{align*}
```

VI. RUNNING THE MODEL CHECKER

Putting together all the steps of our approach:

1) The original specification $\phi$ is converted to an equivalent NNF formula $\psi$.
2) $\psi$ is expanded to an equisatisfiable conjunction of 
"$G(z_i \rightarrow \text{expr})$" formulas by introducing a variable $z_i$ for each subformula.
3) For each such conjunct, a monitor circuit is created.
4) The initial activator $z_0$ is replaced by is_Init.
5) All failed signals are OR-ed together and a flop is introduced to remember if any monitor has ever failed. Formally:

```
\begin{align*}
\text{init}(\text{has\_failed}) &= 0 \\
\text{next}(\text{has\_failed}) &= \text{FAILED} \\
\text{FAILED} &= \text{failed}_1 \lor \ldots \lor \text{failed}_n \lor \text{has\_failed}
\end{align*}
```
Which is just another way of stating:

\[ \text{FAILED} = P \; (\text{failed}_1 \lor \ldots \lor \text{failed}_n) \]

6) The liveness checker is called on:

\[ \text{infinitely often}(\text{accept}_1, \ldots, \text{accept}_n) \]

under the constraint \( \neg \text{FAILED} \). If the checker does not support constraints, it can be folded into the property:

\[ \text{infinitely often}(\text{accept}_1 \land \neg \text{FAILED}, \ldots, \text{accept}_n \land \neg \text{FAILED}) \]

An example of a final monitor circuit is shown in Figure 3.

A. Safety fragment

Remember that we are working in the negative, and that disproving a safety property “for-all-paths: \( G \neg p \)” corresponds to finding a witness to “\( F \neg p \)”, i.e. a path to a bad state. Normally witnesses of temporal formulas are infinite traces, but in this case, any infinite extension of a finite prefix leading to the bad state is a valid witness. This is a \textit{bounded witness} or \textit{bad prefix} [11], and in our monitor formalism, it corresponds to having no pending signals. Therefore, a search for a witness to a temporal formula can be split into two parts: (i) the search for a finite, non-failing trace, where the last state has no pending signal; or (ii) the search for an infinite, non-failing trace where all \textit{accepts} happen infinitely often. The key is that the first type of search can be carried out by a safety-checker, which is more efficient than the more general liveness-checker needed for the second type. The part of the property checkable by (i) is referred to as the \textit{safety fragment}.

This observation can be used to improve our model checking process by:

1) Collecting pending signals:

\[ \text{PENDING} = \text{pending}_1 \lor \ldots \lor \text{pending}_n \]

2) Generating a safety check to be executed before the liveness check:

B. Assumptions and Assertions

Generally, a specification is composed of two types of formulas, \textit{assumptions}, modeling the behavior of the external environment, and \textit{assertions}, describing the specific behavior of the design under verification. A counterexample for the specification must satisfy all the assumptions and violate at least one of the assertions. Unfortunately, if combined directly into a single LTL formula “\( \text{assumptions} \rightarrow \text{assertions} \)”, the constraints may force infinite counterexamples where finite ones are expected easier to find. Therefore, most verification tools check safety only under the requirement that assumptions have not yet been violated at the point where the assertion fails. As an example, consider a zero-initialized counter under the assumption “\( G \) (counter < 10)” and the assertion “\( G \) (counter \( \neq 5 \))”. In five cycles, the counter will reach a bad state, but the system has no infinite runs that satisfy the assumption. A safety-checker would produce a counterexample, which is reasonable because the assumption fails after the bad state is reached. In contrast, a liveness tool would consider the property valid because there is no infinite counterexample.

To implement this relaxation in our framework, we ignore \textit{accept} and \textit{pending} for all monitors belonging to assumptions. This clearly changes the semantics of the property, but may be a reasonable compromise (and most probably what the user intended). This can be presented as an option to the user to be accepted or not.

VII. Optimization

A. Monotonic signals

Suppose the user chose to use past operators to express weak until, as in the right-hand side of the following expression:

\[ [a \ W \ b] = G(a \lor P b) \]

Then, this will lead to the following translation:

\[ G(z_0 \rightarrow G z_1) \]
\[ \land G(z_1 \rightarrow a \lor z_2) \]
\[ \land G(z_2 \rightarrow P b) \]

Here we see a problem: as soon as the first monitor is activated \( (z_0 = 1) \), it will be forever pending. However, the native monitor of weak-until does not share this property. This can be resolved by observing that \( P b \) is a monotonic signal, and that once true, remains true, which motivates introducing a signal \textit{done} for each monitor:

\[ \text{done} \]: This signal should be \texttt{TRUE} only if the monitor has reached a state where \textit{failed} can never happen and \textit{accept}
The default interpretation of “a.done” for a non-activator variable a, is FALSE. But all signals in the specification can be checked for monotonicity in the design by l-induction, which is typically very fast. If an atomic signal a is monotonically increasing, “a.done” can be interpreted as just a. If not, “a.done” should still be treated as FALSE.

As an example of how the done signal can be explicitly produced, consider the operators:

\[
\begin{align*}
G(z \rightarrow Ga) \\
\text{pending} &= Pz \land \neg a \text{.done} \\
\text{failed} &= \text{pending} \land \neg a
\end{align*}
\]

We hypothesize that deriving constraints and invariants will give similar benefits to determining the automaton [2] when used with inductive proof-methods, such as k-induction, interpolation and PDR/IC3.

C. Fewer auxiliary variables

Introducing an auxiliary variable for each subformula is not always necessary. It is most obvious for the logical operators, where a subformula with multiple ANDs and ORs can be turned trivially into a single monitor with only one activator zi, introducing a single new PI.

Also we can save on PIs and get a smaller translation for the G-operator. If we have:

\[
G(z_i \rightarrow Gz_j)
\]

then, assuming zj is a PI introduced for a subformula, we can simply remove it and replace each occurrence of zj by Pzj. In the same way, we can save up to two PIs for each \(-\)-operator:

\[
G(z_i \rightarrow z_j \land z_k)
\]

If zj and zk are PIs, they can be replaced by zi.

These transformations can be understood by looking at the definition of failed, which for the G-operator is “failed = Pz_i \land \neg z_j”. Since the left-hand side is constrained to FALSE, we have: \(\neg (Pz_i \land \neg z_j) = (Pz_i \rightarrow z_j)\), and since we only need to propagate activation downwards to subformulas, it is safe to substitute \(z_j\) for \(Pz_i\).

Another way of achieving simplifications of the above sort is by performing signal correspondence [16], [4], [12], [9] under constraints. This analysis will detect equivalent nodes in the combined monitor circuit and simplify the netlist by transferring fanouts from all equivalent nodes into one representative node. The fact that these signals are equivalent must

\[\text{Note! It should be emphasized at this point that the proposed analysis of failed and accept signals, as well as the analyses described in the next two subsections, are performed only on the combined monitor circuit, which is small, and not on the design, which may be large. The only exception is the l-induction step, which is performed on the design and offers a highly selective way of bringing some particularly useful information about the design into the analysis of the monitors. This invariant information (monotonicity of signals) can be used for the done analysis above, as well as in the analyses described in the next two subsections.}\]

B. Deadlock states, Acceptable states and Reachable states

Deriving constraints is useful both for strengthening the analyses described in this section, and for proving the property. We make two observations:

- States that for any sequence of inputs will eventually reach FAILED cannot be part of a witness.
- States that cannot, for any sequence of inputs, reach a given accepti signal cannot be part of a witness.

The first type of states corresponds to deadlock states, and is characterized by the transitive strong preimage of FAILED.\(^1\)

This set can be computed symbolically for the combined monitor circuit using e.g. BDDs or SAT based cube-enumeration. The negation is then added as a constraint to the system.

Similarly, the second type of states can be derived by taking the transitive (weak) preimage of each accept, and intersecting the results. This corresponds precisely to constraint extraction for safety properties as described in [6], interpreting each accepti signal as a bad state.

Finally, the (forward) reachable states of the combined monitors can be computed, and this invariant added to the set of constraints. Although it is redundant in the sense that it will not restrict the search space for finding witnesses, it can make inductive proofs easier and strengthen the analyses presented in this section.

We hypothesize that deriving constraints and invariants will give similar benefits to determining the automaton [2] when used with inductive proof-methods, such as k-induction, interpolation and PDR/IC3.

\[\text{1 The strong preimage of S is the set of predecessor for which all next states are in S.}\]
be maintained, but if on the left-hand side of the equivalence is a PI (as often happens) with no other fanouts, i.e. “PI ↔ (some node)”, then that constraint can always be satisfied and hence dropped.

VIII. EXPERIMENTAL RESULTS

For the experimental evaluation we used the same benchmarks as Biere et. al in [3], which can be downloaded from [1]. The benchmark suite consists of 14 designs, 12 of which we could use (the 1394 and csmacd designs could not be handled correctly by our parser). Each design contains several PLTL properties. For each property, two monitors were generated, one using the method described in this paper, and one using the tool LTL2SMV [7], which builds a monitor from a Büchi automaton produced through the alternating automata approach. Both monitors were then combined with the design and given to a liveness checker [19]. Verification times are reported in Figure 5 and plotted in Figure 4. The benchmarks were carried out on a dual 8-core Intel Xeon E5-2670 with 128 GB of memory, using a timeout of 600 seconds.

Analysis. LTL2SMV provides an alternating automata based approach without much optimizations. This was compared against an unoptimized implementation of the method presented in this paper. Verification runtimes suggest that the two methods are comparable with a small advantage to the new method. Because of its simplicity, this makes it an interesting option for industrial implementation as well as future research.
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X. APPENDIX – INFORMATIVE PREFIXES

This section shows that the monitors described in this paper accepts precisely the informative prefixes. For brevity, the exposition is limited to the temporal operators X and U. A prefix, or a finite trace, refers to an assignment to the atomic propositions for the first n cycles.

Definition 1 (Kupferman and Vardi [11]). The prefix s1,...,sn is informative for a formula ϕ if there exists a map L from {1,...,n+1} to the set of subformulas of ϕ such that:

1) ϕ ∈ L(1)
2) L(n+1) = Ø
3) If an atomic proposition p ∈ L(i) then s_i |= p
4) If a ∨ b ∈ L(i) then a ∈ L(i) or b ∈ L(i)
5) If a ∧ b ∈ L(i) then a ∈ L(i) and b ∈ L(i)
6) If Xa ∈ L(i) then a ∈ L(i+1)
7) If [a U b] ∈ L(i) then either b ∈ L(i) or a ∈ L(i) and [a U b] ∈ L(i+1)

To match precisely the formalism of [11], an additional trivial monitor is added for the atomic propositions. For practical purposes it can be optimized away, resulting in the construction described in this paper:

G(z → a)
failed = z ∧ ¬a

Proposition 1. If s_1,...,s_n is an informative prefix for formula ϕ, then the trace s_1,...,s_n is accepted by the monitor circuit of ϕ.

Proof: The prefix assigns values to the atomic propositions. In our monitor formalism, additional primary inputs are introduced for for the activator variables. To complete the trace, the activator for ψ, z_ψ, is set to TRUE in cycle i iff ψ ∈ L(i). It must now be shown that the augmented trace is accepted by the monitor. More precisely:

(a) The activator of ϕ is TRUE in the initial cycle.
(b) All failed signals are FALSE everywhere on the trace.
(c) All pending signals are FALSE in cycle n.

We first observe that on this augmented trace, if the pending signal holds, the activator must hold as well in the same cycle. For the atomic propositions, boolean connectives and X, the pending signal is defined to be the activator signal, so the observation trivially holds. Assume for contradiction that the observation does not hold for ψ = [a U b], and let i be the first cycle in which it is false, i.e. the pending signal holds but the activator does not. From the monitor constructions, the pending signal for [a U b] is defined to be:

pending = (z_ψ ∨ Ypending) ∧ ¬z_b

which can be simplified by the assumption that z_ψ = 0:

pending = Ypending ∧ ¬z_b

For pending to hold on cycle i, it must hold on cycle i – 1, but since i is the first cycle in which pending can be set without the activator, the activator must be TRUE in cycle i – 1, and therefore [a U b] ∈ L(i – 1). The definition of pending also requires that z_i must not hold in cycle i – 1 and therefore b ̸∈ L(i – 1). But the definition of L then forces [a U b] to hold in cycle i which contradicts the assumption, proving the observation for [a U b]. Now:

(a) Follows directly from ϕ ∈ L(1).
(b) We prove for each operator separately:

– For ψ = p, an atomic proposition, failed := z_ψ ∧ ¬p. However, by definition of L, if p ∈ L(i) then s_i |= p. z_p is true iff p ∈ L(i), so the combination of s_i |= p, and z_p = TRUE can never happen.

– For ψ = a ∧ b, failed := z_ψ ∧ ¬(z_a ∧ z_b). However, by definition of L, if a ∧ b ∈ L(i) then a ∈ L(i) and b ∈ L(i). The connectors are TRUE iff the corresponding formulas are in L(i), so the combination of a ∧ b ∈ L(i), a ∈ L(i), and b ∈ L(i), can never happen. The same applies to ψ = a ∨ b.

– For ψ = Xa, failed := Y z_ψ ∧ ¬z_a. However, by definition of L, Xa ∈ L(i – 1) and a ̸∈ L(i) can never happen together.

– For ψ = [a U b], failed := pending ∧ ¬z_b. We proved that if pending holds then the activator z_ψ must hold as well, therefore [a U b] ∈ L(i). Substituting the definition of pending gives us failed := (z_ψ ∨ Ypending) ∧ ¬z_b ∧ ¬z_a. So for failed to be TRUE, we must also have a, b ̸∈ L(i), but cannot happen together with [a U b] ∈ L(i).
(c) For each operator that can possibly set pending to TRUE:

- For $\psi = Xa$, $Xa \in L(n)$ requires that $a \in L(n+1)$, and therefore the activator of $Xa$ cannot be set on cycle $n$. Therefore, neither can pending.

- For $\psi = [a U b]$, pending := $(z_\psi \lor Y \text{pending}) \land \neg z_b$, to make the pending signal TRUE in cycle $n$, we must have $[a U b] \in L(n)$, which requires that either $a \in L(n) \land [a U b] \in L(n+1)$ or $b \in L(n)$. The former cannot happen because $L(n+1) = \emptyset$, and therefore $z_b$ must hold, setting the pending signal to FALSE.

Proposition 2. If the finite trace $s_1, \ldots, s_n$ is accepted by the monitor circuit of $\phi$, then $s_1, \ldots, s_n$ is also an informative prefix for formula $\phi$.

Proof: We need to show the existence of a map $L$. To facilitate its definition, we change all the activator variables for formulas $[a U b]$ in cycle $i$ to TRUE if the pending signal holds in cycle $i - 1$. This is allowed because activator variables are not atomic proposition, and are not used in the definition of an informative prefix.

If pending held at cycle $i$ before the change, then the change does not affect failed or pending. If pending held at cycle $i - 1$ and did not hold in cycle $i$ before the change, it means that $z_b$ must already have held in cycle $i$, so again, failed and pending are not affected and the trace is still accepted by the monitor.

We define for $i \in \{1, \ldots, n\}$, $L(i) := \{\psi \mid $ activator signal of $\psi$ is set in cycle $i\}$ and $L(n+1) := \emptyset$. It remains to show that this $L$ satisfies the requirements of definition 1. The construction of the monitor guarantees that the activator of $\phi$ holds in the initial cycle.

The only operators that can prevent $L(n+1)$ from being empty are $X$ and $U$. For $\psi = Xa$, the activator cannot hold in cycle $n$ because it is equal to pending, therefore $Xa \not\in L(n)$. If $[a U b] \in L(n)$, and pending is FALSE, then $z_b$ must hold on cycle $i$, and therefore $b \in L(n)$, consistent with $L(n+1) = \emptyset$.

The rest of the conditions also hold. For atomic propositions, the boolean connectives and $X$, failed becomes TRUE when the activator holds and the condition of $L$ is violated. It is only for $\psi = [a U b]$ that this is not immediately obvious. If the activator of $[a U b]$ holds, then either $z_b$ holds, and pending becomes FALSE, or $z_b$ is FALSE and pending becomes TRUE, forcing the activator to hold in the next cycle and forcing $z_a$ to hold for failed not to become TRUE. This is exactly the condition of definition 1.

XI. APPENDIX – LIST OF MONITORS FOR PLTL

Below is a complete list of monitors for PLTL. Variable $t$ is local to each monitor. If accept is left out, it is assumed to be constant TRUE. If failed or pending are left out, they are assumed to be constant FALSE.

$$G(z \rightarrow Xa)$$ pending = $z$
failed = $\neg is\_init \land (Y\_z \land \neg a)$

$$G(z \rightarrow Ya)$$ failed = $z \land \neg Y(a)$

$$G(z \rightarrow Za)$$ failed = $z \land (Y\_a)$

$$G(z \rightarrow Fa)$$ pending = $(z \lor (Y\_pending)) \land \neg a$
accept = $\neg pending$

$$G(z \rightarrow Ga)$$ pending = $(Y\_pending) \lor z$
failed = pending $\land \neg a$

$$G(z \rightarrow Pa)$$
t = $Y(t) \lor a$
failed = $z \land \neg t$

$$G(z \rightarrow Ha)$$
t = $\neg Y(\neg t) \land a$
failed = $z \land \neg t$

$$G(z \rightarrow [a W b])$$ pending = $(z \lor (Y\_pending)) \land \neg b$
failed = pending $\land \neg a$

$$G(z \rightarrow [a U b])$$ pending = $(z \lor (Y\_pending)) \land \neg b$
failed = pending $\land \neg a$
accept = $\neg pending$

$$G(z \rightarrow [a R b])$$ pending = $(z \lor (Y\_pending)) \land \neg a$
failed = $(z \land \neg b) \lor ((Y\_pending) \land \neg b)$

$$G(z \rightarrow [a S b])$$
t = $(Y\_t \land a) \lor b$
failed = $z \land \neg t$

$$G(z \rightarrow [a T b])$$
t = $b \land (\neg Y(\neg t) \lor a)$
failed = $z \land \neg t$

$$G(z \rightarrow a \land b)$$ failed = $z \land \neg (a \land b)$

$$G(z \rightarrow a \lor b)$$ failed = $z \land \neg (a \lor b)$

$$G(z \rightarrow FALSE)$$ failed = $z$

$$G(z \rightarrow TRUE)$$ (nothing)
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Abstract—Verification of safety properties of concurrent programs with an arbitrary numbers of processes is an old challenge. In particular, complex parameterized protocols like FLASH are still out of the scope of state-of-the-art model checkers. In this paper, we describe a new algorithm, called BRAB, that is able to automatically infer invariants strong enough to prove a protocol like FLASH. BRAB computes over-approximations of backward reachable states that are checked to be unreachable in a finite instance of the system. These approximations (candidate invariants) are then model checked together with the original safety properties. Completeness of the approach is ensured by a mechanism for backtracking on spurious traces introduced by too coarse approximations.

I. INTRODUCTION

Nowadays, modern computing systems are often relying on multi-core or distributed architectures. Inherently, the verification of mutual exclusion or cache coherence properties for such systems is very challenging. Consider for instance that, in the Stanford FLASH multiprocessor architecture, the transition system describing the cache coherence protocol has already more than 67 million states when just four processors are in competition [9].

A standard way of verifying a transition system is to enumerate the entire state space [22], [24] (modulo reduction and compaction techniques). However, on large problems, efficient enumerative model checkers reach their limits in both time and memory consumption. For instance, Murϕ fails to prove the safety of FLASH for five processes with a timeout limit of 24 hours and 20 GB of memory.

An alternative is to verify a parameterized version of the system. Model checking of such systems is an old and well studied problem [5], [12], [18]. Yet, all automatic techniques that allow properties to be verified for any number of processes do not scale very well. For instance, state-of-the-art parametric model checkers hit their limit on academic problems: most tools need several minutes to prove the safety of the parameterized protocol given by German [36], although this protocol only has 28,000 reachable states for four processes.

Some approaches are known to scale on large problems: compositional and abstraction model checking techniques [10] have been used to prove a parameterized version of FLASH [30], [38]. However, they all require human experts to provide hand-crafted invariants. Designing algorithms to find automatically good quality invariants is still a challenge and an active research area [13], [21], [28], [31], [36].

In this paper, we propose a novel algorithm that infers invariants capable of proving complex protocols. Our contributions are as follows:

• The BRAB algorithm (illustrated in Section II), It first computes a set \( \mathcal{M} \) of reachable states using a forward exploration for a finite instance of the system with a fixed number of processes. Then, it performs a backward reachability analysis of the parameterized system. At each loop iteration, BRAB computes an over-approximation of backward reachable states and checks that it represents states that are not in \( \mathcal{M} \). All these approximations, which can be seen as candidate invariants, are model checked together with the original safety properties. To ensure completeness, BRAB backtracks when it encounters a spurious trace introduced by a too coarse approximation. The strength of our method resides in two aspects. First, model checking approximations together makes it possible for the proof of an approximation to use part of the proof of another one. A second key insight is that finite instances (even small) are generally good oracles for guiding the choice of approximations as they can be seen as a concentrated knowledge of the system.

• A formalization of BRAB for a generic symbolic framework where sets of states are represented by logical formulas (Section III). We only require pre- and post-images to be computable and the decidability of backward reachability. Under these conditions, we prove soundness, completeness and termination of our algorithm. Such a generic presentation allows BRAB to be implemented in different frameworks.

• An implementation of BRAB in the framework of array-based transition systems (Section IV). This is a syntactically restricted class of parametrized transition systems with states represented as arrays indexed by an arbitrary number of processes [19]. Our implementation is available in the Cubicle model checker [14].

• A comparison of our approach with state-of-the-art parameterized and enumerative model checkers on a set of significant problems (Section V). This comparison effort demonstrates that our method is promising.

To our knowledge, Cubicle (with BRAB) is the first tool that proves automatically the safety of FLASH.

II. INVARIANTS FOR FINITE INSTANCES AND BEYOND

We illustrate our method on a simplified version of the directory based cache coherence protocol proposed by German [36]. The protocol consists of a global directory which maintains the consistency of a shared memory between a
The parameterized number of cache clients. The status of each cache $i$ is indicated by a variable $\text{Cache}_i$ which can be in one of the three states: (E)xclusive (read and write access), (S)hared (read access only) or (I)invalid (no access to the memory). Clients send requests to the directory when cache misses occur: $\text{rs}$ for a shared access (read miss), $\text{re}$ for an exclusive access (write miss). The directory has four variables: a boolean flag $\text{Exg}$ indicates whether a client has an exclusive access to the main memory, a boolean array $\text{Shr}$, such that $\text{Shr}[i]$ is true when a client $i$ is granted (read or write) access to the memory, $\text{Cmd}$ stores the current request ($\varepsilon$ stands for the absence of request), and $\text{Ptr}$ contains the emitter of the current request.

The initial states of the protocol are represented by the following logical formula:

$$\forall i. \text{Cache}_i = 1 \land \neg \text{Shr}[i] \land \neg \text{Exg} \land \text{Cmd} = \varepsilon$$

stating that the cache of each process is invalid, no access has been given and there is no request to be processed.

![Fig. 1: State diagram of the German-ish protocol](image)

We give in Figure 1 a high-level view of the evolution of a single cache. Solid arrows show the evolution of the cache following its own requests whereas, dashed arrows depict transitions resulting from a request of another client. For example, a cache moves from state 1 to S when a read miss occurs and the directory grants it a shared access, while recording it in the array $\text{Shr}[i] := \text{true}$. Similarly, when a write miss occurs in another cache, the directory invalidates all clients recorded in $\text{Shr}$ before granting an exclusive access. This has the effect of moving caches from states E or S to state 1.

The formal description of the protocol is given by the transition system in Figure 2. Following notations in [36], we describe each transition by a logical formula relating the values of state variables before and after the transition. We denote by $X'$ the value of the variable $X$ after the execution of the transition. For instance, transition $t_1$ should read as: if there exists a process $i$ whose cache is invalid and there is no command to be processed, then update variable $\text{Ptr}$ to $i$ and set variable $\text{Cmd}$ to $\text{rs}$.

This protocol ensures that when a cache client is in an exclusive state then no other process has (read or write) access to the memory. Proving this safety property amounts to checking that states that satisfy the following formula $\Theta$ are not reachable:

$$\Theta : \exists i, j \neq j \land \text{Cache}_i = \text{E} \land \text{Cache}_j \neq \text{I}$$

**Finite Instance.** We consider a finite instance of the protocol with two caches. We give in Figure 3 (left graph) the beginning of a forward exploration starting from the state (circled node) obtained by instantiating the initial formula with two distinct processes #1 and #2. Each edge label $t(#_i)$ stands for the instance of a transition $t$ with process $#_i$.

**Backward Reachability.** We then run a backward reachability analysis for the parameterized system. Starting from $\Theta$ (octagon node), we iteratively compute its pre-images (circle nodes) for all transitions. Pre-images that are subsumed by already visited nodes (dotted edges) are not expanded anymore. This process ends either when a formula in a node intersects the initial formula or when there is no more pre-image to compute.

To improve this standard backward analysis, we try to prune the search space by finding over-approximations of pre-images. Since the set of possibilities is very large, we restrict the choice to formulas that represent unreachable states in the finite instance, and which are syntactic sub-formulas of pre-images.

If it succeeds to extract an appropriate candidate, the newly found approximation (rectangles connected with a bold dashed arrow) replaces the original formula. To illustrate this we show a partial graph of $\text{BRAB}$'s execution on the right of Figure 3.

Starting from the unsafe formula $\exists i \neq j. \text{Cache}_i = \text{E} \land \text{Cache}_j \neq \text{I}$, the pre-image by transition $t_5$ returns the node $\exists i \neq j. \neg \text{Exg} \land \text{Cmd} = \text{rs} \land \text{Ptr} = j \land \text{Cache}_i = \text{E}$. This node could be approximated by $\neg \text{Exg} \land \text{Cmd} = \text{rs}$. But on closer inspection, $\neg \text{Exg} \land \text{Cmd} = \text{rs}$ is already reachable on the left graph of Figure 3 as it is satisfied by a concrete state of the finite instance (double-headed arrow with $\models$) so it is undoubtedly not a good approximation. On the contrary
When one is exposed, vice-versa.

As we can see on the graph Figure 3, the sub-graphs of some approximations intersect. These sub-graphs depict the proof of unreachability for each approximation, this means that proofs are factorized, hence the benefit of inserting them during the main search. For example, part of the pre-image of the first approximation is subsumed by the second approximation (and vice-versa).

Naturally approximations can introduce spurious traces. When one is exposed, BRAB restarts from scratch the construction of the reachability graph, while remembering this approximation to avoid exploring the same spurious behaviours. For example, if we had built the finite model using only one process variable, nothing would prevent the algorithm from considering the bad approximation \( \exists i. \neg \text{Exg} \land \text{Cache}[i] = E \) reachable.

In our example, with a finite model with two processes, no approximation introduces an error trace and the system is proved safe. As a consequence, each node in the graph is unreachable and its negation is an invariant of the system. In particular, approximations yield the following non-trivial invariants (the last one is not shown on the graph):

\[
I_1: \forall i, j. i \neq j \land \text{Cache}[i] = E \implies \neg \text{Shr}[j] \\
I_2: \forall i. \text{Cache}[i] = E \implies \text{Exg} \\
I_3: \forall i. \text{Cache}[i] \neq I \implies \text{Shr}[i]
\]

III. FORMALIZING THE BRAB ALGORITHM

A. Notations and Preliminaries

We assume the usual syntactic and semantic notions of first-order logic. In particular, we use the symbol \( \models \) for the logical entailment relation between sets of formulas. For convenience, disjunctions are represented by sets of formulas.

We adopt a symbolic framework for specification of parameterized systems where states are described by a fixed set of state variables \( Q \). Each variable \( x \in Q \) is defined over a finite or infinite domain \( D_x \). This domain may be unspecified, in which case we call it a parameter of the system. We assume that in this framework (sets of) system states can be described by formulas in a decidable fragment of the first-order logic.

A parameterized system \( S \) is defined by a pair \((I, T)\) where \( I \) is a formula describing the initial states of the system and \( T \) is a set of (possibly quantified) formulas, called transitions, relating states of \( S \). For a state formula \( \varphi \) and a transition \( \tau \in T \), let \( \text{pre}(\tau, \varphi) \) be the formula describing the set of states from which a state satisfying \( \varphi \) can be reached in one \( \tau \)-step. The pre-image closure of \( \varphi \), denoted by \( \text{Pre}^*(\varphi) \), is defined as follows

\[
\text{Pre}^0(\varphi) \triangleq \varphi \\
\text{Pre}^n(\varphi) \triangleq \bigcup \{ \text{pre}(\tau, \psi) \mid \psi \in \text{Pre}^{n-1}(\varphi), \tau \in T \} \\
\text{Pre}^*(\varphi) \triangleq \bigcup_{k \in \mathbb{N}} \text{Pre}^k(\varphi)
\]

and the pre-image of a set of formulas \( V \) is defined by \( \text{Pre}^*(V) = \bigcup_{\varphi \in V} \text{Pre}^*(\varphi) \). We also write \( \text{Pre}(\varphi) \) for \( \text{Pre}^1(\varphi) \). Similarly, we define the post-image \( \text{post}(\tau, \varphi) \) of \( \varphi \) with respect to \( \tau \) as the set of states that are reachable from \( \varphi \) in one step by taking the transition \( \tau \). The definition of \( \text{Post}^* \) is given by the equations for \( \text{Pre}^* \), with post in place of pre.

Definition 1. A set of formulas \( V \) is said to be reachable iff \( \text{Post}^*(I) \land V \) is satisfiable, or equivalently, \( \text{Pre}^*(V) \land I \) satisfiable. It is unreachable otherwise.

Definition 2. An invariant of a system is any property that holds in all reachable states of the system.

We give a standard backward reachability algorithm for this framework, as defined by the function \( \text{BWD} \) in Algorithm 1. Starting with an empty set \( V \) of visited nodes (state formulas/set really) and a queue \( Q \) of pending nodes initialized
with a formula $\Theta$, BWDA iteratively computes the backward reachability graph of $\text{PRE}^\ast(\Theta)$. The algorithm terminates when a node fails the safety check (consistency with the initial condition — line 6), or when all nodes in $Q$ are subsumed by the nodes in $V$ (line 8).

The decidability of BWDA is assumed to be guaranteed in the symbolic framework under consideration.

Algorithm 1: Backward Reachability Analysis

| Input: a parameterized system $(I, T)$ and a formula $\Theta$ |
| Variables: $V$: visited nodes |
| $Q$: work queue |
| 1 function BWDA() : begin |
| 2 \hspace{1em} $V := \emptyset$; |
| 3 \hspace{1em} push($Q$, $\Theta$); |
| 4 \hspace{1em} while not_empty($Q$) do |
| 5 \hspace{2em} $\phi := \text{pop}(Q)$; |
| 6 \hspace{2em} if ($I \land \phi$ sat) then |
| 7 \hspace{3em} return unsafe |
| 8 \hspace{2em} else if ($\phi \not\in V$) then |
| 9 \hspace{3em} $V := V \cup \{\phi\}$; |
| 10 \hspace{3em} push($Q$, $\text{PRE}(\phi)$); |
| 11 end |
| 12 end |
| 13 return safe |
| 14 end |

B. The BRAB Algorithm

BRAB is defined by Algorithms 2 and 3. It implements an extended version of backward reachability that computes over-approximations during the search loop and backtracks when spurious traces are introduced by too coarse formulas.

BRAB takes as input a parameterized system $(I, T)$, a formula $\Theta$, and two integers $d_{max}$ and $k$. In addition to the set $V$ of visited nodes and the work queue $Q$, our algorithm requires three variables $\mathcal{M}$, $\mathcal{B}$ and $\mathcal{F}$, and a couple of maps $\text{Kind}$ and $\text{From}$. These variables are used as follows:

- $\mathcal{M}$ is a set of reachable states for a finite instance of the system with $k$ processes;
- $\mathcal{B}$ is a set of bad (or too coarse) over-approximations;
- $\mathcal{F}$ contains the last visited node that fails the safety check during the backward analysis;
- $\text{Kind}$ maps formulas to values in $\{\text{Orig}, \text{Appr}\}$. It is used to differentiate formulas in $\text{PRE}^\ast(\Theta)$ (Orig formulas) from pre-images of over-approximations (Appr formulas);
- $\text{From}$ associates pre-images with their original ancestor formula.

The entry point of the algorithm is the function BRAB. It starts by initializing some variables: $\mathcal{B}$ is the empty set, $\Theta$ is recorded as the initial value of $\text{PRE}^\ast(\Theta)$ in $\text{Kind}$ and $\text{From}$, and $\mathcal{M}$ is the set $\text{FWD}(d_{max}, k)$ of reachable states constructed by a forward exploration of the reachability graph starting in $I(\#1) \land \cdots \land I(\#k)$ and limited to depth $d_{max}$. BRAB then enters a verification loop (line 36). It first calls the function BWDA which verifies the safety of $\Theta$ in the parameterized case by a backward reachability with approximations. If BWDA returns safe, so does BRAB. Otherwise, $\mathcal{F}$ contains the last formula that fails the safety check in BWDA and BRAB returns unsafe if $\mathcal{F}$ is a pre-image of $\Theta$. If $\mathcal{F}$ is (a pre-image of) an approximation, then BRAB ignores this spurious result, saves the original ancestor of $\mathcal{F}$ in $\mathcal{B}$ to avoid reproducing the same trace, and continues its verification loop.

BWDA implements a reachability loop similar to Algorithm 1. It only differs at two lines. It saves in $\mathcal{F}$ the formula which fails the safety check (line 23). It also calls function Approx in place of $\text{PRE}$ (line 27) to find over-approximations of the current node $\phi$. The function Approx limits potential candidates to subformulas subsuming $\phi$ that are not already known to be bad approximations and which represent states that are not in $\mathcal{M}$. If it fails to find such an approximation, Approx returns the pre-image of $\phi$. Regarding the correctness of BRAB, the set candidates($\phi$) must be finite (implementation details are given in Section IV). If Approx finds a new approximation $\psi$, it is tagged with Appr in $\text{Kind}$ and $\text{From}(\psi)$ is set to $\psi$. Otherwise, formulas in $\text{PRE}(\phi)$ inherit the information of $\phi$ in $\text{Kind}$ and $\text{From}$.

C. Correctness

The correctness of BRAB relies on the decidability of BWDA (assumed in Section III-A) the following loop invariants:

- (Inv1) $V$ does not contain immediately reachable formulas, i.e. $V \models \neg I$
- (Inv2) $\text{PRE}^\ast(\Theta)$ is incrementally computed in $V$ and $Q$, i.e. $\text{PRE}^\ast(\Theta) \models V \cup \text{PRE}^\ast(Q)$
- (Inv3) if $\text{Kind}(\phi) = \text{Orig}$ then $\phi \in \text{PRE}^\ast(\Theta)$

Theorem 1. If BRAB() returns safe then $\Theta$ is unreachable.

Proof: When BRAB returns safe, the loop (line 29) terminates with $Q$ empty. Now, by contradiction, suppose $\Theta$ is reachable. By definition $\text{PRE}^\ast(V) \land I$ is satisfiable. Since $Q$ is empty, by (Inv2) $\text{PRE}^\ast(\Theta) \models V$ and $V \land I$ thus satisfiable too, which contradicts the invariant (Inv1) $V \models \neg I$.

Theorem 2. If BRAB() returns unsafe then $\Theta$ is reachable.

Proof: If BRAB returns unsafe, then there exists a formula $\phi$ such that $\phi \land I$ is satisfiable and $\text{Kind}(\phi) = \text{Orig}$. By (Inv3), we conclude that $\text{PRE}^\ast(\Theta) \land I$ is satisfiable.

Theorem 3. BRAB() always returns safe or unsafe.

Proof: Suppose the algorithm 2 does not terminate then whether:

1) BWDA does not terminate, or
2) BRAB does not terminate

(1) Since BWDA only differs from BWDA by Approx, its termination is assured by the fact that candidates returns a finite set of formulas. (2) The co-domain of From is a subset of
Algorithm 2: Backward Reachability with Approximations and Backtracking (BRAB)

**Input:** a parameterized system \((I, T)\), a formula \(\Theta\) to be verified, the maximal depth \(d_{\text{max}}\) for the forward exploration and the number \(k\) of processes to be considered for the finite instance of the system

**Variables:**
- \(V\): visited nodes
- \(Q\): work queue
- \(M\): Finite model obtained by forward exploration
- \(B\): bookkeeping of bad approximations
- \(F\): last node visited when unsafety discovered
- \(\text{Kind}\): map formulas \(\mapsto\) \(\{\text{Orig}, \text{Appr}\}\)
- \(\text{From}\): map formulas \(\mapsto\) formula

1 function \(\text{Approx}(\varphi)\) : begin
   foreach \(\psi\) in \(\text{candidates}(\varphi)\) do
      if \(\psi \notin B \land M \neq \psi\) then
         \(\text{Kind}(\psi) := \text{Appr}\);
         if \(\text{Kind}(\psi) = \text{Orig}\) then \(\text{From}(\psi) := \psi\);
         else \(\text{From}(\psi) := \text{From}(\varphi)\);
         return \(\psi\)
      end
   end
   foreach \(\psi\) in \(\text{PRE}(\varphi)\) do
      \(\text{Kind}(\psi) := \text{Kind}(\varphi)\);
      \(\text{From}(\psi) := \text{From}(\varphi)\);
   end
   return \(\text{PRE}(\varphi)\)
end

1 function \(\text{BWDA}\) : begin
   \(V := \emptyset\);
   push \((Q, \Theta)\);
   while not_empty \((Q)\) do
      \(\varphi := \text{pop} \((Q)\)\);
      if \((I \land \varphi)\) sat then
         \(F := \varphi\);
         return unsafe
      else if \((\varphi \notin V)\) then
         \(V := V \cup \{\varphi\}\);
         push \((Q, \text{Approx}(\varphi))\)
      end
   end
   return safe
end

1 function \(\text{BRAB}\) : begin
   \(B := \emptyset\); \(\text{Kind}(\Theta) := \text{Orig}\); \(\text{From}(\Theta) := \Theta\);
   \(M := \text{FWD}(d_{\text{max}}, k)\);
   while \(\text{BWDA}\) = unsafe do
      if \(\text{Kind}(F) = \text{Orig}\) then return unsafe;
      \(B := B \cup \{\text{From}(F)\}\);
   end
   return safe
end

Algorithm 3: Finite and Depth-Limited Forward Analysis

**Input:** a parameterized system \((I, T)\)

**Variables:**
- \(V\): visited nodes
- \(Q\): work queue

1 function \(\text{FWD}(d_{\text{max}}, k)\) : begin
   \(V := \emptyset\);
   push \((Q, (0, I(#1) \land \cdots \land I(#k)))\);
   while not_empty \((Q)\) do
      \((d, \varphi) := \text{pop} \((Q)\)\);
      if \((\varphi \notin V \land d \leq d_{\text{max}})\) then
         \(V := V \cup \{\varphi\}\);
         \(N := \{(d + 1, \psi) \mid \psi \in \text{POST}(\varphi)\}\);
         push \((Q, N)\)
      end
   end
   return \(V\)
end

\(A = \bigcup_{\varphi \in \Psi} \text{candidates}(\varphi)\) (guaranteed by line 5), where \(\Psi\) is the final set obtained by \(\text{BWD}\) on \(\Theta\). Since \(\Psi\) is finite, \(\overset{\text{max}}{\text{PRE}}\) is also finite. The condition \(\psi \notin B\) at line 3 guarantees that approximations added in \(B\) at line 38 are always distinct and in \(\overset{\text{max}}{\text{PRE}}\). In other words \(B\) cannot grow forever, so BRAB terminates.

**Remark** Notice that the correctness of BRAB does not depend on the content of \(M\), which thus acts as an oracle.

IV. Implementation

We have implemented BRAB in the logical framework of array-based transition systems that was proposed by Ghilardi and Ranise [19]. In this framework, states are represented by infinite arrays indexed by processes. This class is useful to model several infinite state systems and allows some topology constraints to be specified on indexes (linear ordering, multisets). Although this framework does not have all the desirable properties of Section III-A for completeness, Theorem 1 is still applicable.

In this framework, unsafe properties are cubes (conjunctions of literals existentially quantified by distinct variables). Safety properties are decidable by backward reachability as soon as a well-quasi ordering can be exhibited on models (configurations). The interested reader is referred to [19] for further details. We present here the choices we made for this implementation and its practical aspects.

In FWD, the construction of \(M\) only relies on the implementation of POST. Computing POST symbolically could be advantageous for some problems but we found out that a forward enumerative exploration worked best (efficiency wise) on our benchmarks. This forces us to abstract away all variables living in unbounded domains and can lead to a model where unreachable states were explored. Since the correctness does not depend on the finite model in any way, its construction can incorporate any state-of-the-art enumerative techniques or methods tailored to bug finding. For instance, its precision could be improved by adding a way of restricting
unbounded types (e.g. to handle infinite systems with arithmetic operations). In any case, the only significant quality of the partial model is to be able to disprove the majority of wrong approximations.

In Approx, to ensure termination of BRAB, we restrict candidates ($\varphi$) to a finite set of strict syntactic subformulas of $\varphi$. In Cubicle, nodes of the proof graph are cubes, seen as sets of literals, so when looking for an approximation, we successively test all its subsets starting from the coarsest ones, i.e. the ones that represent the largest sets of states. Choosing first the most general approximations will yield stronger invariants. We keep the first that is not disproved by $M$ or the set $B$. Notice this forbids us to directly approximate an approximation. In some cases, no suitable approximation can be found, and we continue the algorithm as usual. Going further than our implementation of candidates, for instance to consider all formula $\psi$ such that $\psi \models \varphi$, is possible but is a complicated matter as there exists infinitely many such $\psi$. In addition, the framework guarantees that pre-images of cubes are computable as disjunctions of cubes.

The efficiency of BRAB relies essentially on two aspects: the choice of approximations and the content of the set $M$. Indeed, choosing an approximation that is not general enough will delay the convergence of the algorithm and inserting a too general approximation will lead to unnecessary restarts. Similarly, if the exploration of the finite instance is incomplete or too imprecise, some wrong approximation will not be detected before the backward reachability exposes an error trace, resulting in a costly restart. In our implementation, we limit the negative effect of restarts trying to do them as early as possible, by finding wrong approximations sooner. For example, it is a wise choice to give a higher priority in the queue to pre-images of approximations (i.e. $\psi$ such that kind($\psi$) = Appr) so as to ensure they will be checked before expanding too much of the original formulas. Instead of restarting the algorithm from scratch, a possible improvement that we did not implement, is to keep as much information as possible from the previous run. It is indeed possible, yet costly, to maintain dependency information at run time to retain the nodes of $V$ and $Q$ that are not affected by the wrong approximation. BRAB is distributed in the open source model checker Cubicle.

V. EXPERIMENTAL RESULTS

A. Experiments

We have evaluated our implementation of the BRAB algorithm on challenging mutual exclusion algorithms, fault-tolerance and cache coherence protocols. In the table Figure 4, we compare the performance of Cubicle when using a classical backward reachability loop (second column), and when using BRAB (first column). We run BRAB with an unlimited depth forward exploration for two processes in all benchmarks except for the different versions of FLASH. We also include the results for an enumerative model checker CMurphi 5.4.9 [35] and different parameterized model checkers (MCMem 2.0 [20], PFS [23], Undip [37]) to show that the examples we chose are far from trivial.

For each tool we report the execution times obtained with the best setting we found. T.O. indicates a timeout if a tool didn’t answer within 24 hours and O.M. means that it exceeded a memory limit of 20 GB. For CMurphi, we give the time used to prove the safety of each benchmark for a fixed number of processes between parentheses. The last columns gives the maximum number of processes we were able to reach with 20 GB. We denote by / benchmarks that we were unable to easily translate due to syntactic restrictions. For instance PFS does not allow the update of multiple local variables at the same time, Undip does not allow variables of the type of processes and MCMem doesn’t support systems with more than 50 transitions or multi-dimensional arrays.

All benchmarks were executed on a 64 bits machine with an Intel® Xeon® processor @ 3.2 GHz and 24 GB of memory. The source code for Cubicle and its implementation of the BRAB algorithm as well as all the detailed benchmarks are available at [http://cubicle.lri.fr/fmcad2013](http://cubicle.lri.fr/fmcad2013).

In this table, Szymanski at (resp. Szymanski na) is an atomic (resp. non-atomic) version of Szymanski’s mutual exclusion algorithm. German Baukus is a version of Steven German’s protocol extracted from [7]. German CTC is the version translated from Ching-Tsun Chou’s Mur$\varphi$ models, adding data paths to German Baukus. German pfs is an encoding of the German that was extracted from the distribution of PFS [23] where invalidation is performed non atomically. Chandra-Toueg is a version of Chandra and Toueg’s reliable broadcast protocol [8] with the send omission failures model extracted from [4].

These experiments show that BRAB is very efficient on examples from the literature and is several orders of magnitude faster than backward reachability on almost all benchmarks.

B. The FLASH Cache Coherence Protocol

The Stanford FLASH (FLexible Architecture for SHared memory) multiprocessor [27] is a modular architecture designed to scale to thousands of processing units. Each processor maintains a local cache memory, whose coherence is ensured by a message passing protocol on a point-to-point network with arbitrary latency. Each memory address is owned by a processing unit called Home (the physical location of the given memory address).

Related work. The first proof was performed by Park and Dill [34] in 1996 using the PVS proof assistant but it requires to construct inductive invariants by hand and detail the proof steps in the assistant. This protocol was also verified by Das, Dill and Park [15] using a manually guided predicate abstraction. The method of compositional model checking and data type reduction developed by McMillan [30] which first relied on BDD based model checking in SMV was later elaborated by Chou, Mannava and Park in a framework called CMP [9]. The CMP method, formalized by Krstić [26], works by iteratively abstracting a protocol and strengthening the invariants from the analysis of counterexamples produced by the model checker. As of today, it is the method that scales best but it requires a lot of expert knowledge and manual intervention to devise non interference lemmas from counterexamples. In 2008, Talupur and Tuttle came up with the insight of using message flows conceived by protocol designers as a source of potential invariants to help the CMP method converge faster [33], [38]. Although their method is able to automatically
generate invariant candidates from message flows, the CMP method still requires adding extra handcrafted non-interference lemmas to achieve convergence on the German and FLASH protocols.

We have modeled this protocol in Cubicle’s input language from the Murϕ models by Ching-Tsun Chou that were used in [9], [38]. These models only account for one memory line but they (and their properties) are straightforwardly generalizable to an arbitrary number of memory addresses. The only difference we introduced is that we abstracted away the home processor and for all arrays indexed by home, each occurrence of A[home] was replaced by a global variable A_home. The control property we want to verify for FLASH is

$$\forall x, y. x \neq y \Rightarrow \text{CacheState}[x] = \text{Exclusive} \Rightarrow \text{CacheState}[y] \neq \text{Exclusive}$$

and the data properties are

$$\forall x. \text{CacheState}[x] = \text{Exclusive} \Rightarrow \text{Data}[x] = \text{CurrData}$$

$$\forall x. \text{CacheState}[x] = \text{Shared} \land \text{Collecting} \Rightarrow \text{Data}[x] = \text{PrevData}$$

$$\forall x. \text{CacheState}[x] = \text{Shared} \land \neg \text{Collecting} \Rightarrow \text{Data}[x] = \text{CurrData}$$

where CurrData, PrevData and Collecting are auxiliary variables introduced only to specify these data properties.

We show the results obtained with Cubicle ran with option –brab on different versions of the FLASH protocol in Figure 5. The line nodata gives the result when we only asked to verify control properties whereas in line Flash we asked to verify both control and data properties. Finally we give the results on a version of FLASH where we introduced an error in line buggy. On this version, Cubicle exhibits an error trace highlighting a buggy behaviour.

| k | d_max | |AM| | time | |Backward # inv | | | | |Total time | | |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| nodata | 2 | 6 | 439 | 0.02s | | | | 0 | 30 | 0 | 0.36s | |
| buggy | 2 | 6 | 445 | 0.02s | | | | 225 | 7 | 0 | 2.97s | |
| Flash | 3 | 14 | 452,523 | 8.56s | | | | 1047 | 131 | 0 | 5m40s | |

Fig. 5: Verification of FLASH with Cubicle

Below are a few of the invariants inferred for the FLASH: they are not trivial although each one of them connects the values of only two or three variables.

$$(\text{Inv}_1) \quad \neg \text{Invmarked}[\text{Home}]$$

$$(\text{Inv}_2) \quad \text{CacheState}[\text{Home}] = \text{Shared} \Rightarrow (\text{Dir}_\text{Local} \lor \neg \text{Dir}_\text{Pending})$$

$$(\text{Inv}_3) \quad \forall x. \text{CacheState}[x] = \text{Exclusive} \Rightarrow \text{Dir}_\text{Dirty}$$

$$(\text{Inv}_4) \quad \forall x. \text{CacheState}[x] = \text{Exclusive} \Rightarrow (x = \text{Home} \Rightarrow \neg \text{Dir}_\text{HeadVld}) \land (x \neq \text{Home} \Rightarrow \text{Dir}_\text{HeadVld})$$

VI. RELATED WORK

Parameterized verification being a largely studied problem, we focus here on the most closely related work.

Invariant generation: Ghilardi and Ranise describe in [19] an invariant synthesis algorithm for array-based systems. Their backward reachability analysis always computes precise formulas and their mechanism of guessing candidate invariants guided by the goal is similar to BWDA but the candidates are only filtered by syntactic heuristics. The main difference with our approach is that candidates are model checked one at a time in a completely independent resource limited backward reachability loop. Other approaches for generating inductive invariants include network invariants [21] which uses finite automata learning algorithms and split invariants [32] which connects small-model properties, inductive methods and compositional reasoning.

Cutoffs: The method of invisible invariants [6], [36] aims at discovering inductive invariants for parameterized systems that are checked up to a certain cutoff value obtained with a syntactic criterion. Similarly to our approach, it extracts information from a forward exploration of a finite instance of the original system. This information is generalized and, contrary to our technique, must amount to inductive invariants, whereas we only use it as an oracle. Although in Section II $I_1 \land I_2 \land I_3 \land \neg \Theta$ is an inductive invariant, it is generally not the case. In [17], finite instances are also used in conjunction with a template mechanism to obtain formulas that describe interesting system behaviors. Approaches based on cutoff and small model properties have been most successful when the value is detected dynamically such as in [25] although their method only works for petri-nets, and most recently in [3] which is capable of handling multiple process topologies (arrays, rings, trees, multisets) whereas our implementation of BRAB for array based transition systems only applies for linear topologies (and multisets) but scales for the Flash.

Abstractation: Abdulla et al. propose in [1], [2] versions of backward reachability analysis with approximated transitions. Other methods for parameterized verification are based on abstraction: the method of indexed predicates [28] automatically infers quantified predicates from which the technique of...
predicate abstraction is able to construct inductive invariants: the tool UCLID which implements this technique is able to verify the German protocol [29] but not the FLASH, counter abstraction [16] whose idea is to keep track of the number of processes that satisfy a given property, and environment abstraction [11] which combines predicate abstraction with counter abstraction. In our case, we do not abstract the original system, abstractions are performed on the fly.

VII. CONCLUSION AND PERSPECTIVES

We have presented a novel backward reachability algorithm with approximations and backtracking to check safety properties of parameterized systems. Given a correct backward reachability algorithm, we have proved the correctness of our extension. We believe that small instances of the original problem already exhibit behaviors that constitute a valuable source of knowledge. Our algorithm uses this information to filter approximations which are then model checked altogether, allowing a factoring of the proofs. It can be seen as a technique for automatically inferring invariants. We provide an open source implementation BRAB and have demonstrated the viability of our approach on several examples from the literature and FLASH, a near industrial cache coherence protocol.

An immediate line of future work is to experiment this approach on real industrial protocols such as Intel’s LCP or hierarchical cache coherence protocols. While satisfactory, we think that the backtracking mechanism can be improved and that other oracles can be used for the exploration of the finite instance. Finally we would also like to explore the idea of approximations guided by finite instances in other frameworks.
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Abstract—Craig Interpolation is a standard method to construct and refine abstractions in model checking. To obtain abstractions that are suitable for the verification of software programs or hardware designs, model checkers rely on theorem provers to find the right interpolants, or interpolants containing the right predicates, in a generally infinite lattice of interpolants for any given interpolation problem. We present a semantic and solver-independent framework for systematically exploring interpolant lattices, based on the notion of interpolation abstraction. We discuss how interpolation abstractions can be constructed for a variety of logics, and how they can be exploited in the context of software model checking.

I. INTRODUCTION

Model checkers use abstractions to reduce the state space of software programs or hardware designs, either to speed up the verification process, or as a way of handling infinite state space. One of the most common methods to construct or refine abstractions is Craig interpolation [1], a logical tool to extract concise explanations for the infeasibility (safety) of specific paths in a program. To ensure rapid convergence, model checkers rely on theorem provers to find suitable interpolants, or interpolants containing the right predicates, in a generally infinite lattice of interpolants for any given interpolation problem. In the past, a number of techniques have been proposed to guide theorem provers towards good interpolants (see Sect. II for an overview); however, those techniques either suffer from the fact that they require invasive changes to the theorem prover, or from the fact that they operate on a single proof of path infeasibility, and are therefore limited in the range of interpolants that can be produced.

We present a semantic framework for systematically exploring interpolant lattices, based on the notion of interpolation abstraction. Our approach is solver-independent and works by instrumenting the interpolation query, and therefore does not require any changes to the theorem prover. Despite simple implementation, interpolation abstractions are extremely flexible, and can incorporate domain-specific knowledge about promising interpolants, for instance in the form of interpolant templates used by the theorem prover. The framework can be used for a variety of logics, including arithmetic domains or programs operating on arrays or heap, and is also applicable for quantified interpolants.

We have integrated interpolation abstraction into the model checker Eldarica [2], which uses recursion-free Horn clauses (a generalisation of Craig interpolation) to construct abstractions [3], [4]. Our experiments show that interpolation abstraction can prevent divergence of the model checker in cases that are often considered challenging.

A. Introductory Example

We consider an example inspired by the program discussed in the introduction of [5]. The example exhibits a situation that is generally considered challenging for automatic verifiers:

\[
\begin{align*}
i &= 0; x &= j; \\
\text{while } (i < 50) \{ i++; x++; \} \\
\text{if } (j == 0) \text{ assert } (x >= 50); \\
\end{align*}
\]

To show that the assertion holds, a predicate abstraction-based model checker would construct a set of inductive invariants as Boolean combination of given predicates. If needed, Craig interpolation is used to synthesise further predicates.

In the example, we might consider the path to the assertion in which the loop terminates after one iteration. This path could lead to an assertion violation if the conjunction of assignments and guards on the path (in SSA form) is satisfiable:

\[
i_0 \neq 0 \wedge x_0 \neq j \wedge i_0 \neq 50 \wedge i_1 \neq i_0 + 1 \wedge x_1 \neq x_0 + 1 \\
\wedge i_1 \geq 50 \wedge j \neq 0 \wedge x_1 < 50
\]

It is easy to see that the formula is unsatisfiable, and that the path therefore cannot cause errors. To obtain predicates that prevent the path from being considered again in the model checking process, Craig interpolants are computed for different partitionings of the conjuncts: we consider the case (1)∧(2), corresponding to the point on the path where the loop condition is checked for the second time. An interpolant is a formula $I$ that satisfies the implications (1)→$I$ and (2)→¬$I$, and that only contains variables that occur in both (1) and (2); a model checker will use $I$ as a candidate loop invariant.

The interpolation problem (1)∧(2) has several solutions, including $I_1 = (i_1 \leq 1)$ and $I_2 = (x_1 \geq i_1 + j)$. What makes the example challenging is the fact that a theorem prover is likely to compute interpolants like $I_1$, recognising the fact that the loop cannot terminate after only one iteration as obvious cause of infeasibility. $I_1$ does not describe a property that holds across loop iterations, however; after adding $I_1$ as a predicate, a model checker would have to consider the case that the loop terminates after two iterations, leading to a similar formula $i_2 \leq 2$, and so on. Model checking will only terminate after 50 loop unwindings; in similar situations with unbounded loops, picking interpolants like $I_1$ will lead to divergence (non-termination) of a model checker.

In contrast, the interpolant $I_2$ encodes a deeper explanation for infeasibility, the dependency between $i$ and $x$, and takes the actual assertion to be verified into account. Since $I_2$ represents an inductive loop invariant, adding it as predicate will lead to significantly faster convergence of a model checker.

This paper presents a methodology to systematically explore solutions of interpolation problems, enabling a model checker.
to steer the theorem prover towards interpolants like $I_2$. This is done by modifying the query given to the theorem prover, through the application of interpolation abstractions that capture domain knowledge about useful interpolants. To obtain $I_2$, we over-approximate the interpolation query (1)∧(2) in such a way that $I_1$ no longer is a valid interpolant:

$$
(\bar{i}_0 \equiv 0 \land x_0 \equiv j' \land \bar{i}_0 < 50 \land \bar{i}'_1 \equiv \bar{i}_0 + 1 \land x'_1 \equiv x_0 + 1 \land x'_1 - \bar{i}'_1 \equiv \bar{i}_1 - \bar{i}_1 \land j' \equiv \bar{j})
$$

$$\land (x_1 - \bar{i}_1 \equiv x'_1 - \bar{i}'_1 \land j \equiv j'' \land \bar{i}'_1 \geq 50 \land j'' \equiv 0 \land x'_1 < 50)
$$

The rewriting consists of two parts: (i) the variables $x_1, i_1, j$ are renamed to $x'_1, \bar{i}'_1, j'$ and $x''_1, \bar{i}'', j''$, respectively; (ii) limited knowledge about the values of $x_1, i_1, j$ is re-introduced, by adding the grey parts of the interpolation query. Note that the formula is still unsatisfiable. Intuitively, the theorem prover “forgets” the precise value of $x_1, i_1$, ruling out interpolants like $I_1$; however, the prover retains knowledge about the difference $x_1 - \bar{i}_1$ (and the value of $j$), which is sufficient to compute relational interpolants like $I_2$.

The terms $x_1 - \bar{i}_1$ and $j$ have the role of templates, and encode the domain knowledge that linear relationships between variables and the loop counter are promising building blocks for invariants (the experiments Sect. VII illustrate the generality of this simple kind of template). Template-generated abstractions represent the most important class of interpolation abstractions considered in this paper (but not the only one), and are extremely flexible: it is possible to use both template terms and template formulæ, but also templates with quantifiers, parameters, or infinite sets of templates.

Templates are in our approach interpreted semantically, not syntactically, and it is up to the theorem prover to construct interpolants from templates. Boolean connectives, or other interpreted operations. To illustrate this, observe that the templates $\{x_1 - \bar{i}_1, i_1\}$ would generate the same interpolation abstraction as $\{x_1, i_1\}$; this is because the values of $x_1 - \bar{i}_1, i_1$ uniquely determine the value of $x_1, i_1$, and vice versa.

B. Contributions and Organisation of this Paper

- The framework of interpolant abstractions (Sect. IV);
- A catalogue of interpolation abstractions, in particular interpolation abstractions generated from template terms and template predicates (Sect. V);
- Algorithms to explore lattices of interpolation abstractions, in order to compute a range of interpolants for a given interpolation problem (Sect. VI);
- An experimental evaluation (Sect. VII).

II. RELATED WORK

Syntactic restrictions of considered interpolants [5], [6], for instance limiting the magnitude of literal constants in interpolants, can be used to enforce convergence and completeness of model checkers. This method is theoretically appealing, and has been the main inspiration for the work presented in this paper. In practice, syntactic restrictions tend to be difficult to implement, since they require deep modifications of an interpolating theorem prover; in addition, completeness does not guarantee convergence within an acceptable amount of time. We present an approach that is semantic and more pragmatic in nature; while not providing any theoretic convergence guarantees, the use of domain-specific knowledge can lead to performance advantages in practice.

It has been proposed to use term abstraction to improve the quality of interpolants [7], [8]: intuitively, the occurrence of individual symbols in an interpolant can be prevented through renaming. Our approach is highly related to this technique, but is more general since it enables fine-grained control over symbol occurrences in an interpolant. For instance, in Sect. I-A arbitrary occurrence of the variable $i_1$ is forbidden, but occurrence in the context $x_1 - i_1$ is allowed.

The strength of interpolants can be controlled by choosing different interpolation calculi [9], [10], applied to the same propositional resolution proof. To the best of our knowledge, no conclusive results are available relating interpolant strength with model checking proof. In addition, the extraction of different interpolants from the same proof is less flexible than imposing conditions already on the level of proof construction; if a proof does not leverage the right arguments why a program path is infeasible, it is unlikely that good interpolants can be extracted using any method.

In a similar fashion, proofs and interpolants can be minimised by means of proof transformations [11], [12]. The same comments as in the previous paragraph apply.

Divergence of model checkers can be prevented by combining interpolation with acceleration, which computes precise loop summaries for restricted classes of programs [13], [14], [15]. Again, our approach is more pragmatic, can incorporate domain knowledge, but is not restricted to any particular class of programs. Our experiments show that our method is similarly effective as acceleration for preventing divergence when verifying error-free programs. However, in contrast to acceleration, our method does not support the construction of long counterexamples spanning many loop iterations.

Templates have been used to synthesise program invariants in various contexts, for instance [16], [17], [18], and typically search for invariants within a rigidly defined set of constraints (e.g., with predefined Boolean or quantifier structure). Our approach can be used similarly, with complex building blocks for invariants specified by the user, but leaves the construction of interpolants from templates entirely to the theorem prover.

III. PRELIMINARIES

1) Craig interpolation: We assume familiarity with standard classical logic, including notions like terms, formulæ, Boolean connectives, quantifiers, satisfiability, structures, models. For an overview, see, e.g., [19]. The main logics considered in this paper are classical first-order logic with equality (FOL) and Presburger arithmetic (PA), but our method is not restricted to FOL or PA. In the context of SMT, the quantifier-free fragment of FOL, with equality as only predicate, is usually denoted by EUF.

Given any logic, we distinguish between logical symbols, which include Boolean connectives, equality $\equiv$, interpreted functions, etc., and non-logical symbols, among others variables and uninterpreted functions. If $\bar{s} = \langle s_1, \ldots, s_n \rangle$ is a list
of non-logical symbols, we write \( \phi[\bar{s}] \) (resp., \( t[\bar{s}] \)) for a formula (resp., term) containing no non-logical symbols other than \( \bar{s} \). We write \( \bar{s}' = (s_1', \ldots, s_{\nu}' \ldots) \) (and similarly \( \bar{s}'' \), etc.) for a list of primed symbols; \( \phi[\bar{s}'] \) (resp., \( t[\bar{s}'] \)) is the variant of \( \phi[\bar{s}] \) (resp., \( t[\bar{s}] \)) in which \( \bar{s} \) has been replaced with \( \bar{s}' \).

An interpolation problem is a conjunction \( A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \) over disjoint lists \( \bar{s}_A, \bar{s}, \bar{s}_B \) of symbols. An interpolant is a formula \( I[\bar{s}] \) such that \( A[\bar{s}_A, \bar{s}] \Rightarrow I[\bar{s}] \) and \( B[\bar{s}, \bar{s}_B] \Rightarrow \neg I[\bar{s}] \); the existence of an interpolant implies that \( A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \) is unsatisfiable. We say that a logic has the interpolation property if also the opposite holds: whenever \( A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \) is unsatisfiable, there is an interpolant \( I[\bar{s}] \). For sake of presentation, we only consider logics with the interpolation property; however, many of the results hold more generally.

We represent binary relations as formulae \( R[\bar{s}_1, \bar{s}_2] \) over two lists \( \bar{s}_1, \bar{s}_2 \) of symbols, and relations over a vocabulary \( \bar{s} \) as \( R[\bar{s}, \bar{s}'] \). The identity relation over \( \bar{s} \) is denoted by \( Id[\bar{s}, \bar{s}'] \).

With slight abuse of notation, if \( \phi[x_1, \ldots, x_n] \) is a formula containing the free variables \( x_1, \ldots, x_n \), and \( t_1, \ldots, t_m \) are ground terms, then we write \( \phi[t_1, \ldots, t_m] \) for the formula obtained by substituting \( t_1, \ldots, t_m \) for \( x_1, \ldots, x_n \).

2) Statelessness: Some of the results presented in this paper require an additional assumption about a logic:

**Definition 1** A logic is called stateless if conjunctions \( A[\bar{s}] \land B[\bar{t}] \) of satisfiable formulae \( A[\bar{s}], B[\bar{t}] \) over disjoint lists \( \bar{s}, \bar{t} \) of non-logical symbols are satisfiable.

Intuitively, formulae in a stateless logic interact only through non-logical symbols, not via any notion of global state, structure, etc. Many logics that are relevant in the context of verification are stateless (in particular quantifier-free FOL, PA, logics based on the theory of arrays, etc); other logics, for instance full FOL, modal logics, or separation logic can of verification are stateless (in particular quantifier-free FOL, PA, logics based on the theory of arrays, etc); other logics, for instance full FOL, modal logics, or separation logic can

3) Lattices: A poset is a set \( D \) equipped with a partial ordering \( \sqsubseteq \). A poset \( (D, \sqsubseteq) \) is bounded if it has a least element \( \bot \) and a greatest element \( \top \). We denote the least upper bound and the greatest lower bound of a set \( X \subseteq D \) by \( \sqcup X \) and \( \sqcap X \), respectively, provided that they exist. Given elements \( a, b \in D \), we say \( b \) is a successor of \( a \) if \( a \sqsubseteq b \) but \( a \neq b \), and immediate successor if in addition there is no \( c \in D \setminus \{a, b\} \) with \( a \sqsubseteq c \sqsubseteq b \).

Elements \( a, b, b' \in D \) with \( a \sqsubseteq b \) and \( b \not\sqsubseteq a \) are incomparable. An element \( a \in X \subseteq D \) is a maximal element (resp., minimal element) of \( X \) if \( a \not\sqsubseteq b \) (resp., \( b \not\sqsubseteq a \)) and \( b \in X \) imply \( a = b \).

A lattice \( L = (D, \sqsubseteq, \sqcup, \sqcap) \) is a poset \( (D, \sqsubseteq) \) such that \( \sqcup \{a, b\} \) and \( \sqcap \{a, b\} \) exist for all \( a, b \in D \). \( L \) is a complete lattice if all non-empty subsets \( X \subseteq D \) have a least upper bound and greatest lower bound. A complete lattice is bounded by definition. A non-empty subset \( M \subseteq D \) forms a sub-lattice if \( \sqcup \{a, b\} \in M \) and \( \sqcap \{a, b\} \in M \) for all \( a, b \in M \).

A function \( f : D_1 \to D_2 \), where \( (D_1, \sqsubseteq_1) \) and \( (D_2, \sqsubseteq_2) \) are posets, is monotonic if \( x \sqsubseteq_1 y \) implies \( f(x) \sqsubseteq_2 f(y) \).

IV. INTERPOLATION ABSTRACTIONS

This section defines the general concept of interpolation abstractions, and derives basic properties:
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**Fig. 1.** Illustration of interpolation abstraction, assuming that only common non-logical symbols exist. Both concrete and abstract problem are solvable.

**Definition 2 (Interpolation abstraction)** Suppose \( A[\bar{s}_A, \bar{s}] \) and \( B[\bar{s}, \bar{s}_B] \) are formulae over disjoint lists \( \bar{s}_A, \bar{s}, \bar{s}_B \) of non-logical symbols, and \( \bar{s}' \) and \( \bar{s}'' \) fresh copies of \( \bar{s} \).

An interpolation abstraction is a pair \( (R_A[\bar{s}', \bar{s}], R_B[\bar{s}, \bar{s}'']) \) of formulae with the property that \( R_A[\bar{s}, \bar{s}] \land R_B[\bar{s}'', \bar{s}'] \) is valid (i.e., \( Id[\bar{s}, \bar{s}] \Rightarrow R_A[\bar{s}, \bar{s}] \) and \( Id[\bar{s}'', \bar{s}'] \Rightarrow R_B[\bar{s}'', \bar{s}'] \)). We call \( A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \) the concrete interpolation problem, and

\[
(A[\bar{s}_A, \bar{s}'] \land R_A[\bar{s}', \bar{s}]) \land (R_B[\bar{s}, \bar{s}''] \land B[\bar{s}'', \bar{s}''])
\]

the abstract interpolation problem for \( A[\bar{s}_A, \bar{s}], B[\bar{s}, \bar{s}_B] \) and \( (R_A[\bar{s}', \bar{s}], R_B[\bar{s}, \bar{s}'']) \).

Assuming that the concrete interpolation problem is solvable, we call an interpolation abstraction feasible if also the abstract interpolation problem is solvable, and infeasible otherwise.

The common symbols of the interpolation problem in Sect. I-A are \( \bar{s} = (x_1, i_1, j) \), and the interpolation abstraction is defined by \( R_A = (x_1' - i_1' = x_1 - i_1 \land j' = j) \) and \( R_B = (x_1 - i_1 = x_1'' - i'' \land j = j'') \). A further illustration is given in Fig. 1. The concrete interpolation problem is solvable since the solution sets \( A[\bar{s}] \) and \( B[\bar{s}] \) are disjoint, i.e., \( A[\bar{s}] \land B[\bar{s}] \) is unsatisfiable. An interpolant is a formula \( I[\bar{s}] \) that represents a superset of \( A[\bar{s}] \), but that is disjoint with \( B[\bar{s}] \). Since \( R_A[\bar{s}, \bar{s}] \) and \( R_B[\bar{s}, \bar{s}] \) are valid, the solution set of \( A[\bar{s}_A, \bar{s}'] \land R_A[\bar{s}', \bar{s}] \) represents an over-approximation of \( A[\bar{s}] \); similarly for \( B[\bar{s}] \) and \( R_B[\bar{s}, \bar{s}''] \). This ensures the soundness of computed abstract interpolants. In Fig. 1, despite over-approximation, the abstract interpolation problem is solvable, which means that the interpolation abstraction is feasible.

**Lemma 3 (Soundness)** Every interpolant of the abstract interpolation problem is also an interpolant of the concrete interpolation problem (but in general not vice versa).

Interpolation abstractions can be used to guide interpolation engines, by restricting the space \( \text{Inter}(A[\bar{s}_A, \bar{s}], B[\bar{s}, \bar{s}_B]) \) of interpolants satisfying an interpolation problem. For this, recall that the set \( \text{Inter}(A[\bar{s}_A, \bar{s}], B[\bar{s}, \bar{s}_B])/\equiv \) of interpolant classes (modulo logical equivalence) is closed under conjunctions (meet) and disjunctions (join), so that \( (\text{Inter}(A[\bar{s}_A, \bar{s}], B[\bar{s}, \bar{s}_B])/\equiv, \Rightarrow) \) is a lattice. Fig. 2 shows the
interpolant lattice for the example in Sect. I-A; this lattice has a strongest concrete interpolant $I_L$ and a weakest concrete interpolant $I_R$. In general, the interpolant lattice might be incomplete and not contain such elements.

For a feasible abstraction, the lattice of abstract interpolants

$$\text{Inter}(A[\overline{s_A}, \overline{s'}] \land R_A[\overline{s}, \overline{s}], \ R_B[\overline{s}, \overline{s'}] \land B[\overline{s''}, \overline{s_B}]/\equiv, \Rightarrow)$$

is a sub-lattice of the concrete interpolant lattice. The sub-lattice is convex, because if $I_1$ and $I_2$ are abstract interpolants and $I_2$ is a concrete interpolant with $I_1 \Rightarrow I_2 \Rightarrow I_3$, then also $I_2$ is an abstract interpolant. The choice of the relation $R_A$ in an interpolation abstraction constrains the lattice of abstract interpolants from below, the relation $R_B$ from above.

We illustrate two disjoint sub-lattices in Fig. 2: the left box is the sub-lattice for the abstraction ($I_1' = i_1, i_1 = i_1'$), while the right box represents the interpolation abstraction

$$(x_1' - i_1' \equiv x_1 - i_1 \land j' \equiv j, \ x_1 - i_1 \equiv x''_1 - i''_1 \land j \equiv j'')$$

used in Sect. I-A to derive interpolant $I_2$.

As the following lemma shows, there are no principal restrictions how fine-grained the guidance enforced by an interpolation abstraction can be; however, since abstraction is a semantic notion, we can only impose constraints up to equivalence of interpolants:

**Lemma 4 (Completeness)** Suppose $A[\overline{s_A}, \overline{s}] \land B[\overline{s}, \overline{s_B}]$ is an interpolation problem with interpolant $I[\overline{s}]$ in a stateless logic, such that both $A[\overline{s_A}, \overline{s}]$ and $B[\overline{s}, \overline{s_B}]$ are satisfiable (the problem is not degenerate). Then there is a feasible interpolation abstraction (definable in the same logic) such that every abstract interpolant is equivalent to $I[\overline{s}]$.

V. A Catalogue of Interpolation Abstractions

This section introduces a range of practically relevant interpolation abstractions, mainly defined in terms of templates as illustrated in Sect. I-A. For any interpolation abstraction, it is interesting to consider the following questions:

(i) provided the concrete interpolation problem is solvable, characterise the cases in which also the abstract problem can be solved (how coarse the abstraction is);
(ii) provided the abstract interpolation problem is solvable, characterise the space of abstract interpolants.

The first point touches the question to which degree an interpolation abstraction limits the set of proofs that a theorem prover can find. We hypothesise (and explain in Sect. I-A) that it is less important to generate interpolants with a specific syntactic shape, than to force a theorem prover to use the right argument for showing that a path in a program is safe.

We remark that interpolation abstractions can also be combined, for instance to create abstractions that include both template terms and template predicates. In general, the component-wise conjunction of two interpolation abstractions is again a well-formed abstraction, as is the disjunction.

A. Finite Term Interpolation Abstractions

The first family of interpolation abstractions is defined with the help of finite sets $T$ of template terms, and formalises the abstraction used in Sect. I-A. Intuitively, abstract interpolants for a term abstraction induced by $T$ are formulae that only use elements of $T$, in combination with logical symbols, as building blocks (a precise characterisation is given in Lem. 7 below). For the case of interpolation in EUF (quantifier-free FOL without uninterpreted predicates), this means that abstract interpolants are Boolean combinations of equations between $T$ terms. In linear arithmetic, abstract interpolants may contain equations and inequalities over linear combinations of $T$ terms.

The relations defining a term interpolation abstraction follow the example given in Sect. I-A, and assert that primed and unprimed versions of $T$ terms have the same value. As a consequence, nothing is known about the value of unprimed terms that are not mentioned in $T$.

**Definition 5 (Term interpolation abstraction)** Suppose that $A[\overline{s_A}, \overline{s}] \land B[\overline{s}, \overline{s_B}]$ is an interpolation problem, and $T = \{t_1[\overline{s}], \ldots, t_n[\overline{s}]\}$ a finite set of ground terms. The interpolation abstraction $(R_A', \ R_B, [\overline{s'], \overline{s''}])$ defined by

$$R_A'[\overline{s'}, \overline{s}] = \bigwedge_{i=1}^n t_i[\overline{s}] = t_i[\overline{s}], \quad R_B'[\overline{s}, \overline{s''}] = \bigwedge_{i=1}^n t_i[\overline{s}] = t_i[\overline{s''}]$$

is called term interpolation abstraction over $T$.

Term abstractions are feasible if and only if a concrete interpolant exists that can be expressed purely using $T$ terms:

**Lemma 6 (Solvability)** Suppose $A[\overline{s_A}, \overline{s}] \land B[\overline{s}, \overline{s_B}]$ is an interpolation problem, and $T = \{t_1[\overline{s}], \ldots, t_n[\overline{s}]\}$ a finite set of ground terms. The abstract interpolation problem for $(R_A'[\overline{s'}, \overline{s}], R_B'[\overline{s}, \overline{s''}])$ is soluble if and only if there is a formula $I[x_1, \ldots, x_n]$ over $n$ variables $x_1, \ldots, x_n$ (and no further non-logical symbols) such that $I[t_1[\overline{s}], \ldots, t_n[\overline{s}]]$ is an interpolant of $A[\overline{s_A}, \overline{s}] \land B[\overline{s}, \overline{s_B}]$.

**Example 1** Consider the interpolation abstraction used in Sect. I-A, which is created by the set $T = \{x_1 - i_1, j\}$ of terms. The abstract interpolation problem is soluble with interpolant
$x_1 \geq i_1 + j$, which can be represented as $(x_1 - i_1) \geq (j)$ as a combination of the template terms in $T$.

It would be tempting to assume that all interpolants generated by term interpolation abstractions are as specified in Lem. 6, i.e., constructed only from $T$ terms and logical symbols. In fact, since our framework restricts the space of interpolants in a semantic way, only weaker guarantees can be provided about the range of possible interpolants; this is related to the earlier observation (Sect. IV) that interpolation can only be restricted up to logical equivalence:

**Lemma 7 (Interpolant space)** Suppose the abstract interpolation problem for $(R^P_{\text{A}}[\bar{s}', \bar{s}], R^P_{\text{B}}[\bar{s}, \bar{s}''])$ is solvable, and the underlying logic is EUF or PA. Then there is a strongest abstract interpolant $I_{\text{A}}[t_1[\bar{s}], \ldots, t_n[\bar{s}]]$, and a weakest abstract interpolant $I_{\text{B}}[t_1[\bar{s}], \ldots, t_n[\bar{s}]]$, each constructed only from $T$ terms and logical symbols. A formula $J[\bar{s}]$ is an abstract interpolant iff the implications $I_{\text{A}}[t_1[\bar{s}], \ldots, t_n[\bar{s}]] \Rightarrow J[\bar{s}] \Rightarrow I_{\text{B}}[t_1[\bar{s}], \ldots, t_n[\bar{s}]]$ hold.

**Example 2** Again, consider Sect. I-A, and the interpolant lattice as shown in Fig. 2. The strongest abstract interpolant for the interpolation abstraction induced by $T = \{x_1 - i_1, j\}$ is $x_1 = i_1 + j$, the weakest one $j \neq 0 \lor x_1 \geq i_1$.

**B. Finite Predicate Interpolation Abstractions**

In a similar way as sets of terms, also finite sets of *formulae* induce interpolation abstractions. Template formulae can be relevant to steer an interpolating theorem prover towards (possibly user-specified or quantified) interpolants that might be hard to find for the prover alone. The approach bears some similarities to the concept of predicate abstraction in model checking [20], [21], but still leaves the use of templates entirely to the theorem prover.

**Definition 8 (Predicate interpolation abstraction)** Suppose $A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \land \text{Pred} = \{\phi_1[\bar{s}], \ldots, \phi_\ell[\bar{s}]\}$ is an interpolation problem, and $\text{Pred} = \{\phi_1[\bar{s}], \ldots, \phi_\ell[\bar{s}]\}$ is a finite set of formulae. $(R^P_{\text{A}}[\bar{s}', \bar{s}], R^P_{\text{B}}[\bar{s}, \bar{s}''])$ defined by

$$R^P_{\text{A}}[\bar{s}', \bar{s}] = \bigwedge_{i=1}^{n} (\phi_i[\bar{s}'] \rightarrow \phi_i[\bar{s}])$$

$$R^P_{\text{B}}[\bar{s}, \bar{s}''] = \bigwedge_{i=1}^{n} (\phi_i[\bar{s}] \rightarrow \phi_i[\bar{s}''])$$

is called predicate interpolation abstraction over $\text{Pred}$.

Intuitively, predicate interpolation abstractions restrict the solutions of an interpolation problem to those interpolants that can be represented as a positive Boolean combination of the predicates in $\text{Pred}$. Note that it is possible to include the negation of a predicate $\phi_i[\bar{s}]$ in $\text{Pred}$ if negative occurrences of $\phi_i[\bar{s}]$ are supposed to be allowed in an interpolant (or both $\phi_i[\bar{s}]$ and $\neg \phi_i[\bar{s}]$ for both positive and negative occurrences).

**Lemma 9 (Solvability)** Suppose $A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B] \land \text{Pred}$ is an interpolation problem, and $\text{Pred}$ a finite set of predicates. If the underlying logic is stateless, then the abstract interpolation problem for $(R^P_{\text{A}}[\bar{s}', \bar{s}], R^P_{\text{B}}[\bar{s}, \bar{s}''])$ is solvable if and only if $A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B]$ has an interpolant $I[\bar{s}]$ that is a positive Boolean combination of predicates in $\text{Pred}$.

We remark that the implication $\Rightarrow$ holds in all cases, whereas $\Rightarrow$ needs the assumption that the logic is stateless. As a counterexample for the stateful case, consider the interpolation problem $(\forall x, y. \ x = y) \land (\exists x, y. \ x \neq y)$ in full FOL. The abstract interpolation problem is solvable even for $\text{Pred} = \emptyset$ (with interpolant $\forall x, y. \ x = y$), but no positive Boolean combination of $\text{Pred}$ formulae is an interpolant.

The interpolant space can be characterised as for term interpolation abstractions (Lem. 7):

**Lemma 10 (Interpolant space)** Suppose the abstract interpolation problem for $(R^P_{\text{A}}[\bar{s}', \bar{s}], R^P_{\text{B}}[\bar{s}, \bar{s}''])$ is solvable, and the underlying logic is stateless. Then there is a strongest abstract interpolant $I_{\text{A}}[\bar{s}]$, and a weakest abstract interpolant $I_{\text{B}}[\bar{s}]$, each being a positive Boolean combination of predicates in $\text{Pred}$. A formula $J[\bar{s}]$ is an abstract interpolant iff the implications $I_{\text{A}}[\bar{s}] \Rightarrow J[\bar{s}] \Rightarrow I_{\text{B}}[\bar{s}]$ hold.

**C. Quantified Interpolation Abstractions**

The previous sections showed how interpolation abstractions are generated by finite sets of templates. A similar construction can be performed for infinite sets of templates, expressed schematically with the help of variables; in the verification context, this is particularly relevant if arrays or heap are encoded with the help of uninterpreted functions.

**Example 3** Suppose the binary function $H$ represents heap contents, with heap accesses $\text{obj.field}$ translated to $H(\text{obj.field})$, and is used to state an interpolation problem:

$$(H(a, f) = c \land H(b, g) \neq null) \land (b = c \land H(b, g) = null \land H(H(a, f), g) = null)$$

An obvious interpolant is the formula $I_1 = (H(b, g) \neq null)$. Based on domain-specific knowledge, we might want to avoid interpolants with direct heap accesses $H(\cdot, g)$, and instead prefer the pattern $H(H(\cdot, f), g)$. To find alternative interpolants, we can use the templates $(H(H(x, f), g), a, b, c)$, the first of which contains a schematic variable $x$. The resulting abstraction excludes $I_1$, but yields the interpolant $I_2 = (b = c \rightarrow H(H(a, f), g) \neq null)$.

**Definition 11 (Schematic term abstraction)** Suppose an interpolation problem $A[\bar{s}_A, \bar{s}] \land B[\bar{s}, \bar{s}_B]$, and a finite set $T = \{t_1[\bar{s}_1], \ldots, t_n[\bar{s}_1]\}$ of terms with free variables $\bar{s}_1, \ldots, \bar{s}_n$. The interpolation abstraction $(R^T_{\text{A}}[\bar{s}', \bar{s}], R^T_{\text{B}}[\bar{s}, \bar{s}''])$ defined by

$$R^T_{\text{A}}[\bar{s}', \bar{s}] = \bigwedge_{i=1}^{n} \forall \bar{s}_i. \ t_i[\bar{s}', \bar{s}] = t_i[\bar{s}, \bar{s}_i],$$

$$R^T_{\text{B}}[\bar{s}, \bar{s}''] = \bigwedge_{i=1}^{n} \forall \bar{s}_i. \ t_i[\bar{s}, \bar{s}_i] = t_i[\bar{s}'', \bar{s}_i]$$

is called schematic term interpolation abstraction over $T$.

Note that schematic term interpolation abstractions reduce to ordinary term interpolation abstractions (as in Def. 5) if none of the template terms contains free variables.
Quantified abstractions are clearly less interesting for logics that admit quantifier elimination, such as PA, but they are relevant whenever uninterpreted functions (EUF) are involved.

**Lemma 12 (Solvability in EUF)** Suppose $A[\bar{s}, A] \land B[\bar{s}, \bar{s}^\parallel]$ is an interpolation problem in EUF, $T = t_1[\bar{s}, \bar{x}_1], \ldots, t_n[\bar{s}, \bar{x}_i]$ a finite set of schematic terms, and $f = \langle f_1, \ldots, f_n \rangle$ a vector of fresh functions with arities $|\bar{x}_1|, \ldots, |\bar{x}_n|$, respectively. The abstract interpolation problem for $(R_1^A[\bar{s}', \bar{s}], R_1^B[\bar{s}, \bar{s}'])$ is solvable if and only if there is a formula $I[\bar{s}_1[\bar{s}, \bar{x}_1], \ldots, t_n[\bar{s}, \bar{x}_i]]$ for each iteration of the maximisation loop, it is checked whether $I[\bar{s}_1[\bar{s}, \bar{x}_1], \ldots, t_n[\bar{s}, \bar{x}_i]]$ is an interpolant of $A[\bar{s}, A] \land B[\bar{s}, \bar{s}^\parallel]$.

The expression $I[t_1[\bar{s}, \cdot], \ldots, t_n[\bar{s}, \cdot]]$ denotes the formula obtained by replacing each occurrence of a function $f_i$ in $I[f_1, \ldots, f_n]$ with the template $t_i[\bar{s}, \bar{x}_i]$, substituting the arguments of $f_i$ for the schematic variables $\bar{x}_i$.

**VI. Exploration of Interpolants**

In practice, given an interpolation problem, we want to compute a whole range of interpolants, or alternatively find an interpolant that is optimal with respect to some objective. For instance, in the example in Sect. I-A, we consider interpolant $I_1$ for the template $t_1$. To formalise this concept of interpolant exploration we arrange families of interpolation abstractions as abstraction lattices, and present search algorithms on such lattices. Abstraction lattices are equipped with a monotonic mapping $\mu$ to abstractions $(R_A, R_B)$ ordered by component-wise implication. The following paragraphs focus on the case of finite abstraction lattices; the handling of infinite (parametric) abstraction lattices is planned as future work.

**Definition 13 (Abstraction lattice)** Suppose an interpolation problem $A[\bar{s}, A] \land B[\bar{s}, \bar{s}^\parallel]$. An abstraction lattice is a pair $((L, \subseteq_L), \mu)$ consisting of a complete lattice $(L, \subseteq_L)$ and a monotonic mapping $\mu$ from elements of $(L, \subseteq_L)$ to interpolation abstractions $(R_A[\bar{s}'], R_B[\bar{s}, \bar{s}''])$ with the property that $\mu(\bot) = (Id[\bar{s}', \bar{s}], Id[\bar{s}, \bar{s}'])$.

The elements of an abstraction lattice that map to feasible interpolation abstractions form a downward closed set; an illustration is given in Fig. 3, where feasible elements are shaded in gray. Provided that the concrete interpolation problem is solvable, the set of feasible elements in the lattice is non-empty, due to the requirement that $\mu(\bot) = (Id[\bar{s}', \bar{s}], Id[\bar{s}, \bar{s}'])$.

Particularly interesting are maximal feasible interpolation abstractions, i.e., the maximal elements within the set of feasible interpolation abstractions. Maximal feasible abstractions restrict interpolants in the strongest possible way, and are therefore most suitable for exploring interpolants; we refer to the set of maximal feasible elements as abstraction frontier.

**A. Construction of Abstraction Lattices**

When working with interpolation abstractions generated by templates, abstraction lattices can naturally by constructed as the powerset lattice of some template base set (ordered by the superset relation); this construction applies both to term and predicate templates. Another useful construction is to form the product of two lattices, defining the mapping $\mu$ as the conjunction (or alternatively disjunction) of the individual mappings $\mu_1, \mu_2$.

**Example 4** An abstraction lattice for the example in Sect. I-A is $(\langle \wp(T), \sqcup \rangle, \mu)$, with base templates $T = \{x_1 - i_1, i_1, j\}$ and $\mu$ mapping each element to the abstraction in Def. 5. Note that the bottom element of the lattice represents the full set $T$ of templates (the weakest abstraction), and the top element the empty set $\emptyset$ (the strongest abstraction). Also, note that $\mu(T)$ is the identity abstraction $(Id[\bar{s}', \bar{s}], Id[\bar{s}, \bar{s}''])$, since $T$ is a basis of the vector space of linear functions in $x_1, i_1, j$.

The lattice is presented in Fig. 3, with feasible elements in light gray. The maximal feasible elements $\{i_1\}$ and $\{x_1 - i_1, j\}$ map to interpolation abstractions with the abstract interpolants $I_1$ and $I_2$, respectively, as illustrated in Fig 2. Smaller feasible elements (closer to $\bot$) correspond to larger sub-lattices of abstract interpolants, and therefore provide weaker guidance for a theorem prover; for instance, element $\{j, i_1\}$ can produce all abstract interpolants that $\{i_1\}$ generates, but can in addition lead to interpolants like $I_3 = (j \neq 0 \lor i_1 \leq 49)$.

![Fig. 3. The abstraction lattice for the running example. The light gray shaded elements are feasible, the dark gray ones maximal feasible.](image-url)

**B. Computation of Abstraction Frontiers**

We present an algorithm to compute abstraction frontiers of finite abstraction lattices. The search is described in Algorithms 1 and 2. Algorithm 1 describes the top-level procedure for finding minimal elements in an abstraction lattice. Initially we check if the $\bot$ element is infeasible (line 1). If this is the case, then the concrete interpolation problem is not solvable and we return an empty abstraction frontier. Otherwise, we initialise the frontier with a maximal feasible element (line 4), which is found by the maximise function (described in Algorithm 2). Next, in line 5 we check whether a feasible element can be found that is incomparable to all frontier elements found so far; efficient methods for computing such incomparable elements can be defined based on the shape of the chosen abstraction lattice, and are not shown here. As long as incomparable elements can be found, we compute further maximal feasible elements and add them to the frontier.

In Algorithm 2 we describe the procedure for finding a maximal feasible element $mfe$ with the property that $elem \subseteq mfe$. In each iteration of the maximisation loop, it is checked whether
Algorithm 1: Exploration algorithm

Input: Interpolation problem \(A[\bar{s}_1, \bar{s}] \land B[\bar{s}, \bar{s}_b]\), abstraction lattice \((L, \sqsubseteq_L, \mu)\)

Result: Set of maximal feasible interpolation abstractions

\[
\begin{align*}
\text{if } \bot & \text{ is infeasible then} \\
& \text{return } \emptyset; \\
\text{end}
\end{align*}
\]

\[
\begin{align*}
\text{if } \exists \text{ feasible elem } \in L, \text{ incomparable with Frontier} & \text{ do} \\
& \text{Frontier } \leftarrow \text{maximise}(\bot); \\
& \text{while } \exists \text{ feasible elem } \in L, \text{ incomparable with Frontier} & \text{ do} \\
& \text{Frontier } \leftarrow \text{Frontier } \cup \text{maximise}(\text{elem}); \\
& \text{end} \\
& \text{return Frontier;}
\end{align*}
\]

Algorithm 2: Maximisation algorithm

Input: Feasible element: \(\text{elem}\)

Result: Maximal feasible element

\[
\begin{align*}
\text{while } \exists \text{ feasible successor } \text{fs} \text{ of elem} & \text{ do} \\
& \text{pick element middle such that } \exists \text{ elem } \sqsubseteq_L \text{ middle } \sqsubseteq_L \top; \\
& \text{if } \text{middle is feasible then} \\
& \text{elem } \leftarrow \text{middle; } \\
& \text{else} \\
& \text{elem } \leftarrow \text{fs; } \\
& \text{end} \\
& \text{return elem;}
\end{align*}
\]

elen has any feasible parents (line 1); if this is not the case, \(\text{elem}\) has to be maximal feasible and is returned. Otherwise, in the loop body the algorithm executes a binary search on the set of elements in between \(\text{elem}\) and \(\top\). The algorithm depends on the ability to efficiently compute (random) middle elements between two elements \(a \sqsubseteq b\) of the lattice (line 2); again, this functionality can best be implemented specifically for an individual lattice, and is not shown here.

Lemma 14 (Correctness of exploration algorithm) When applied to a finite abstraction lattice, Algorithm 1 terminates and returns the set of maximal feasible elements.

A useful refinement of the exploration algorithm is to canonise lattice elements during search. Elements \(a, b \in L\) are considered equivalent if they are mapped to (logically) equivalent abstraction relations by \(\mu\). Canonisation can select a representative for every equivalence class of lattice elements, and search can be carried out only on such canonical elements.

C. Selection of Maximal Feasible Elements

Given the abstraction frontier, it is possible to compute a range of interpolants solving the original interpolation problem. However, for large abstraction frontiers this may be neither feasible nor necessary. It is more useful to define a measure for the quality of interpolation abstractions, again exploiting domain-specific knowledge, and only use the best abstractions for interpolation.

To select good maximal feasible interpolation abstractions, we define a function \(\text{cost}: L \rightarrow \mathbb{N}\) that maps elements of an abstraction lattice \((L, \sqsubseteq_L, \mu)\) to a natural number, with lower values indicating that an interpolation abstraction is considered better. In the case of abstractions constructed using a powerset lattice over templates \((L = \phi(T))\), it is natural to assign a cost to every element in \(T\) (\(\text{cost}: T \rightarrow \mathbb{N}\)), and to define the cost of a lattice element \(A \in L\) as \(\text{cost}(A) = \sum_{t \in A} \text{cost}(t)\).

Our abstraction lattice in Fig. 3 has two maximal feasible elements, \(\{i_1\}\) and \(\{x_1 - i_1, j\}\), that result in computing the interpolants \(I_1\) and \(I_2\), respectively. We can define a cost function that assigns a high cost to \(\{i_1\}\) and a low cost to \(\{x_1 - i_1, j\}\), expressing the fact that we prefer to not talk about the loop counter \(i_1\) in absolute terms. More generally, assigning a high cost to variables representing loop counters is a reasonable strategy for obtaining general interpolants (a similar observation is made in [7], and implemented with the help of “term abstraction”).

VII. INTEGRATION INTO A SOFTWARE MODEL CHECKER

A. General Integration

Interpolation abstraction can be applied whenever interpolation is used by a model checker to eliminate spurious counterexamples. To this end, it is necessary to select one or multiple abstraction points in the constructed interpolation problem (which might concern an inductive sequence of interpolants, tree interpolants, etc.), and then to define an abstraction lattice for each abstraction point. For instance, when computing an inductive sequence \(I_0, I_1, \ldots, I_{10}\) for the conjunction \(P_1 \land \cdots \land P_{10}\), we might select interpolants \(I_j\) and \(I_k\) as abstraction points, choose a pair of abstraction lattices, and add abstraction relations to the conjuncts \(P_3, P_4, P_5, P_6\).

We then use Algorithm 1 to search for maximal feasible interpolation abstractions in the Cartesian product of the chosen abstraction lattices. With the help of cost functions, the best maximal feasible abstractions can be determined, and subsequently be used to compute abstract interpolants.

B. Abstraction in Eldarica

We have integrated our technique into the predicate abstraction-based model checker Eldarica [2], which uses Horn clauses to represent different kinds of verification problems [3], and solves recursion-free Horn constraints to synthesise new predicates for abstraction [4]. As abstraction points, recurrent control locations in counterexamples are chosen (corresponding to recurrent relation symbols of Horn clauses), which represent loops in a program. Abstraction lattices are powerset lattices over the template terms

\[
\{z \mid z \text{ a variable in the program}\} \\
\cup \{x + y, x - y \mid x, y \text{ variables assigned in the loop body}\}
\]

In Table I we evaluate the performance of our approach compared to Eldarica without interpolation abstraction, the acceleration-based tool Flata [2], and the Horn engine of Z3 [22] (v4.3.2). Benchmarks are taken from [15], and from a recent collection of Horn problems in SMT-LIB format.\footnote{https://svn.sosy-lab.org/software/sv-benchmarks/trunk/clauses/} They tend to be small (10–750 Horn clauses each), but challenging
for model checkers. We focused on benchmarks on which Eldarica without interpolation abstraction diverges; since interpolation abstraction gives no advantages when constructing long counterexamples, we mainly used correct benchmarks (programs not containing errors). Lattice sizes in interpolation abstraction are typically $2^{15} - 2^{300}$; we used a timeout of 1s for exploring abstraction lattices.

The results demonstrate the feasibility of our technique and its ability to avoid divergence, in particular on problems from [15]. Overall, interpolation abstraction only incurs a reasonable runtime overhead. The biggest (relative) overhead could be observed for the rate_limiter example, where some of the feasibility checks for abstraction take long time. Flata is able to handle a number of the benchmarks on which Eldarica times out, but can overall solve fewer problems than Eldarica. Z3 is able to solve many of the benchmarks very quickly, but overall times out on a larger number of benchmarks than Eldarica with interpolation abstraction.

## VIII. Conclusion

We have presented a semantic and solver-independent framework for guiding theorem provers towards high-quality interpolants. Our method is simple to implement, but can improve the performance of model checkers significantly. Various directions of future work are planned: (i) develop further forms of interpolation abstraction, in particular quantified and parametric ones; (ii) application of the framework to programs with arrays and heap; (iii) clearly, our approach is related to the theory of abstract interpretation; we plan whether methods from abstract interpretation can be carried over to our method.
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Abstract—It is often difficult to correctly implement a Boolean controller for a complex system, especially when concurrency is involved. Yet, it may be easy to formally specify a controller. For instance, for a pipelined processor it suffices to state that the visible behavior of the pipelined system should be identical to a non-pipelined reference system (Burch-Dill paradigm). We present a novel procedure to efficiently synthesize multiple Boolean control signals from a specification given as a quantified first-order formula (with a specific quantifier structure). Our approach uses uninterpreted functions to abstract details of the design. We construct an unsatisfiable SMT formula from the given specification. Then, from just one proof of unsatisfiability, we use a variant of Craig interpolation to compute multiple coordinated interpolants that implement the Boolean control signals. Our method avoids iterative learning and back-substitution of the control functions. We applied our approach to synthesize a controller for a simple two-stage pipelined processor, and present first experimental results.

I. INTRODUCTION

Some program parts are easier to write than others. Freedom of deadlocks, for instance, is trivial to specify but not to implement. These parts lend themselves to synthesis, in which a difficult part of the program is written automatically. This approach has been followed in program sketching [20], [22], [21], in lock synthesis [25], and in synthesis using templates [9], [23], [24].

In this paper, we consider systems that have multiple unimplemented Boolean control signals. The systems that we will consider may not be entirely Boolean. We will consider systems with uninterpreted functions, but our method extends to systems with linear arithmetic. For example, consider a microprocessor. Following Burch and Dill [5], we assume that a reference implementation of the datapath is available. Constructing a pipelined processor is not trivial, as it involves implementing control logic signals that control the hazards arising from concurrency in the pipeline. Correctness of the pipelined processor is stated as equivalence with the reference implementation. In this setting, we can avoid the complexity of the datapath (which is the same in the two implementations) by abstracting it away using uninterpreted functions. Where Burch and Dill verify that the implementation of the control signals is correct, we construct a correct implementation automatically. This problem was previously addressed in [12]. We improve over that paper by directly encoding the problem into SMT, thus avoiding BDDs, and by avoiding back-substitution in case multiple functions are synthesized.

Our approach is also applicable to synthesis of conditions in (loop-free) programs. As noted in [9], synthesizing loop-free programs can be a building block of full program synthesis. Prior work [20] presented various techniques to deal with finite loops. Those techniques are also applicable in our framework.

To synthesize a single missing signal, we can introduce a fresh uninitialized Boolean variable $c$. We can express the specification as a logical formula $\forall I \exists c \forall O. \Phi(I, c, O)$, which states that, for each input $I$, there exists a value of $c$ such that each output $O$ of the function is correct. Here, $I$ and $O$ can come from non-Boolean domains. If an implementation is possible, the formula is valid and a witness function for $c$ is an implementation of the missing signal.

Following [14], we can generate a witness using interpolation. In this paper, we generalize this approach by allowing $n \geq 1$ missing components to be synthesized simultaneously. This leads us to a formula of the form $\forall I \exists c_1 \ldots c_n \forall O. \Phi(I, c_1, c_2, \ldots, c_n, O)$. We use an SMT solver to prove a related formula unsatisfiable and use interpolation [18] to obtain the desired witness functions. The first contribution of this paper is to extend prior work [14] beyond the propositional level, and consider formulas expressed in the theory of uninterpreted functions and equality. As a second contribution, we propose a new technique, called $n$-interpolation, which corresponds to simultaneously computing $n$ coordinated interpolants from just one proof of unsatisfiability. Like the interpolation procedures of [11], [15], we need a “colorable” proof, which we produce by transforming a standard proof from an SMT solver.

Our algorithm avoids the iterative interpolant computation described in [14], where interpolants are iteratively substituted into the formula. As the iterative approach needs one SMT solver call per witness function, and interpolants may grow dramatically over the iterations, this computation may be costly and may yield large interpolants. A similar back-substitution method is also used in [2] for GR(1) synthesis and in [16] for functional synthesis. Our new method requires the expansion of the the (Boolean) existential quantifier, increasing the size of the formula exponentially (w.r.t. the number of control signals). Note, however, that previous approaches [14] have the same limitation.

II. ILLUSTRATION

In this Section we illustrate our approach using a simple controller synthesis problem. Figure 1 shows an incomplete...
hardware design. There are two input bit-vectors $i_1$ and $i_2$, carrying non-zero signed integers, and also two output bit-vectors $o_1$ and $o_2$ carrying signed integers. The block $neg$ flips the sign of its input. The outputs are controlled by two bits, $c_1$ and $c_2$. The controller of $c_1$ and $c_2$ is not implemented. Suppose the specification of the incomplete design states that the signs of the two outputs must be different. Formally, the specification is

$$\forall i_1, i_2. \exists c_1, c_2. \forall o_1, o_2. ((c_1 \land a_1 = i_1 \lor \neg c_1 \land a_1 = neg(i_1)) \land (c_2 \land a_2 = i_2 \lor \neg c_2 \land a_2 = neg(i_2))) \rightarrow (pos(o_1) \leftrightarrow \neg pos(o_2)),$$

where the predicate $pos$ returns $T$ iff its parameter is positive. We can compute witness functions for $c_1$ and $c_2$ using $n$-interpolation. Our method returns witness functions $c_1 = pos(i_1)$ and $c_2 = \neg pos(i_2)$. (Other functions are also possible.)

Note that computing two interpolants independently may not work. For instance, we may choose $c_1 = T$ or we can take $c_2 = T$, but we cannot choose $c_1 = c_2 = T$. This problem is normally solved by substituting one solution before the next is computed, but our method computes both interpolants simultaneously and in a coordinated way.

### III. PRELIMINARIES

#### A. Uninterpreted Functions and Arrays

We consider the Theory of Uninterpreted Functions and Equality $\mathcal{T}_U$. We have variables $x \in X$ from an uninterpreted domain, Boolean variables $b \in B$, uninterpreted function symbols $f \in F$, and uninterpreted predicate symbols $P \in \mathcal{P}$. The following grammar defines the syntax of the formulas in $\mathcal{T}_U$:

$$\text{terms} \ni t ::= x \mid f(t, \ldots, t),$$
$$\text{atoms} \ni a ::= b \mid P(t, \ldots, t) \mid t = t,$$
$$\text{formulas} \ni \phi ::= a \mid \neg \phi \mid \phi \lor \psi.$$

Let $\phi_1 \land \phi_2$ be short for $\neg(\neg \phi_1 \lor \neg \phi_2)$. Let $a \neq b$ be short for $\neg(a = b)$. Let $T = \phi \lor \neg \phi$, let $F = \neg T$, and let $B = \{T, F\}$.

A literal is an atom or its negation. Let $l$ be a literal. If $l = \neg a$ then let $\neg l = a$. A clause is a set of literals, interpreted as the disjunction. The empty clause $\emptyset$ denotes $F$. A conjunctive formula is the negation of a clause. A CNF formula is a set of clauses. A CNF formula is interpreted as the conjunction of its clauses. Since any formula can be converted into a CNF formula, we will assume that all the formulas in this paper are CNF formulas. Let $\phi$ and $\psi$ be CNF formulas/clauses/literals. Let $\text{Symb}(\phi)$ be the set of variables, functions, and predicates occurring in $\phi$. Let $\phi \leq \psi$ iff $\text{Symb}(\phi) \subseteq \text{Symb}(\psi)$. Let $\text{Lits}(\phi) = \{a, \neg a \mid a$ is an atom in $\phi\}$. For a clause $C$, let $C|_{\phi} = \{s \in C \mid s \leq \phi\}$.

Fig. 1. Example of controller synthesis.

#### B. Proofs of Unsatisfiability

We consider the usual semantics of formulas in $\mathcal{T}_U$. The problem of proving unsatisfiability of formulas is decidable. Many Satisfiability Modulo Theories (SMT) solvers exist that can decide the satisfiability of CNF-$\mathcal{T}_U$ formulas, and, in case the formula is not satisfiable, produce a proof of unsatisfiability.

A (named) proof rule is a template for a logic entailment between a (possibly empty) list of premises and a conclusion. Templates for premises are written above a horizontal line, templates for conclusions below. Possible conditions for the application of the proof rule are written on the right-hand side of the line.

The proofs we consider will be based on the rules given in Fig. 2. They form a sound and complete proof system for proving unsatisfiability of a CNF-$\mathcal{T}_U$ formula $\phi$. The Hyp rule is used to introduce clauses from $\phi$ into the proof. The Ax1 rule is used to introduce theory-tautology clauses. In their simplest form, these clauses represent concrete instances of theory axioms, reflexivity, symmetry, transitivity, and congruence. However, as our proof transformation algorithms will produce theory tautologies that are based on several axioms, we use the following, less restrictive, definition.

**Definition 1** (Theory-Tautology Clause). A theory-tautology clause is a clause of the form $(\neg a_1 \lor \neg a_2 \lor \ldots \lor \neg a_k \lor b)$ that is tautologically true within the theory $\mathcal{T}_U$. The literals $\neg a_i$, for $0 < i \leq k$, are called the implying literals and the (positive) literal $b$ is called the implied literal.

The Res rule is the standard resolution rule to combine clauses that contain one literal in opposite polarity respectively. We will call this literal the resolving literal or the pivot.

**Definition 2** (Unsatifiability Proof). An unsatisfiability proof for a CNF-$\mathcal{T}_U$ formula $\phi$ is a directed, acyclic graph (DAG) $(N, E)$, where $N = \{r\} \cup N_I \cup N_L$ is the set of nodes (partitioned into the root node $r$, the set of internal nodes $N_I$, and the set of leaf nodes $N_L$), and $E \subseteq N \times N$ is the set of (directed) edges. Every node in $N$ is labeled with the name of a proof rule $\text{rule}(n)$ and a clause clause$(n)$. The graph has to fulfill the following properties:
(1) \( \text{clause}(r) = \emptyset \).

(2) For all \( n \in N_L \), \( \text{clause}(n) \) is either a clause from \( \phi \) (if \( \text{rule}(n) = \text{HYP} \)) or a theory-tautology clause (if \( \text{rule}(n) = \text{AXI} \)).

(3) The nodes in \( N_L \) whose clauses are theory-tautology clauses can be ordered in such a way that for each such node each implying literal either occurs in \( \phi \), or is an implied literal of the tautology clause of a a preceding node (according to the order).

(4) The root has no incoming edges, the leaves have no outgoing edges, and all nodes in \( N \setminus N_L \) have exactly 2 outgoing edges, pointing to nodes \( n_1, n_2 \), with \( n_1 \neq n_2 \). Using \( \text{clause}(n_1) \) and \( \text{clause}(n_2) \) as premises and \( \text{clause}(n) \) as conclusion must yield a valid instance of proof rule \( \text{rule}(n) \).

We used the VERIT SMT solver [3], which provides proofs that conform to these requirements.

C. Transitivity-Congruence Chains

Given a set \( A \) of atoms, we can use the well-known congruence-closure algorithm to construct a congruence graph [8] according to the following definition.

Definition 3 (Congruence Graph). A congruence graph over a set \( A \) of atoms is a graph which has terms as its nodes. Each edge is labeled either with an equality justification, which is an uninterpreted function \( \text{arity} \) from \( A \) that equates the terms connected by the edge, or with a congruence justification. A congruence justification can only be used when the terms connected by the edge are both instances \( f(a_1, \ldots, a_k) \) and \( f(b_1, \ldots, b_k) \) of the same uninterpreted function \( f \). In this case, the congruence justification is a set of \( k \) paths in the graph connecting the \( a_i \) and \( b_i \), respectively, not using the edge which they label.

Definition 4 (Transitivity-Congruence Chain). A transitivity-congruence chain \( \pi = (a \rightsquigarrow b) \) is a path in a congruence graph that connects terms \( a \) and \( b \). Let \( Lits(\pi) \) be the set of literals of the path, which is defined as the union of the literals of all edges on the path. The literal of an edge labeled with an equality justification \( p \) is the set \( \{p\} \). The set of literals of an edge labeled with a congruence justification with paths \( \pi_i \) is recursively defined as \( \bigcup_i Lits(\pi_i) \).

Theorem 1. The conjunction of the literals in a transitivity-congruence chain \( (a \rightsquigarrow b) \) implies \( a = b \) within \( \mathcal{T}_I \). I.e., \( \bigcap_{Lits(a \rightsquigarrow b)} \neg \bot \lor (a = b) \) is a theory-tautology clause.

D. Craig Interpolation

Let \( \phi \) and \( \psi \) be CNF formulas such that \( \phi \land \psi \) is unsatisfiable. The algorithm presented in [18] for computing an interpolant between \( \phi \) and \( \psi \) needs a proof of unsatisfiability of \( \phi \land \psi \). By annotating this proof with the partial interpolants, the algorithm computes the interpolant. In this paper, we present slightly different annotation rules to compute interpolants, which are results of mixing ideas from [15], [19].

\[ \text{IHYP-}\phi \quad \text{IHYP-}\psi \]
\[ \text{IAXI-}\phi \quad \text{IAXI-}\psi \]
\[ \text{IRES-}\phi \quad \text{IRES-}\psi \]

Fig. 3. Interpolating proof rules

Definition 5 (Partial interpolant). Let \( C \) be a clause such that \( \phi \land \psi \rightarrow C \). A formula \( I \) is a partial interpolant for \( C \) between \( \phi \) and \( \psi \) if \( \phi \rightarrow C \mid \phi \lor I \), and \( \psi \rightarrow C \mid \psi \lor \neg I \), and \( I \subset \phi \), and \( I \subset \psi \). If \( I \) is a partial interpolant for \( C = \emptyset \) between \( \phi \) and \( \psi \), then \( I \) is an interpolant between \( \phi \) and \( \psi \).

In Figure 3, we present interpolating proof rules. In an unsatisfiability proof of \( \phi \land \psi \), these rules annotate (in square brackets) each conclusion with a partial interpolant for the conclusion. Rules IHYP-\( \phi \) and IHYP-\( \psi \) are used at leaf nodes that have clauses from \( \phi \) and \( \psi \) respectively. Rules IAXI-\( \phi \) and IAXI-\( \psi \) are used for leaves with theory-tautology clauses, whose symbols are a subset of the symbols in \( \phi \) and \( \psi \) respectively. Note that these rules assume that the unsatisfiability proof of \( \phi \land \psi \) is colorable.

Definition 6 (Colorable Proof). A proof of unsatisfiability of \( \phi \land \psi \) is colorable if for every leaf \( n_L \) of the proof \( Symb(\text{clause}(n_L)) \subset Symb(\phi) \) or \( Symb(\text{clause}(n_L)) \subset Symb(\psi) \).

In Section V, we will present an algorithm that transforms a proof into a colorable proof. Due to this assumption we can easily find corresponding partial interpolants for theory-tautology clauses, which are either \( \top \) or \( \bot \). For internal proof nodes, we follow Pudlák's interpolation system [19]. The annotation of the root node (with the empty clause) is the interpolant between \( \phi \) and \( \psi \). See [7] for a proof of correctness of the annotating proof rules.

IV. CONTROLLER SYNTHESIS

A. Overview

Following [12], we assume that synthesis problems are given as formulas of the form

\[ \forall \bar{c} \exists \forall \bar{o}. \Phi(\bar{i}, \bar{c}, \bar{o}), \]

where \( \bar{c} \) is a vector of Boolean variables and \( \Phi \) is a formula over theory \( \mathcal{T}_I \). Let \( \bar{c} = (c_1, \ldots, c_n) \). Each \( c_i \) represents a missing if-condition in a program or a one-bit control signal in a hardware design. Witness functions for the existentially quantified variables in Eq. (1) are implementations of the missing components. Therefore, the synthesis problem is equivalent to finding such witness functions. I.e., find \( (f_1(\bar{i}), \ldots, f_n(\bar{i})) \) such that \( \forall \bar{i} \forall \bar{o}. \Phi(\bar{i}, f_1(\bar{i}), \ldots, f_n(\bar{i})), \bar{o} \) holds true.

We compute the witness functions through the following steps:

1. Expand the existential quantifier and negate the formula \( \Phi \) to obtain an unsatisfiable formula \( \phi \) (Sec. IV-B).

\[ \phi \]

2. This means that every (new) literal is defined only in terms of previously known literals. The order corresponds to the order in which the solver introduced the new literals.

3. We used the VERIT SMT solver [3], which provides proofs that conform to these requirements.
(2) Obtain a proof of unsatisfiability from an SMT solver.
(3) Transform the proof into a colorable, local-first proof (Sec. V).
(4) Perform $n$-interpolation on the transformed proof. The elements of the $n$-interpolant correspond to the witness functions (Sec. IV-B).

We will first introduce the notion of $n$-interpolation and show how it is used to find witness functions in Section IV-B. Subsequently, we will show how to transform a proof of unsatisfiability so that it is suitable for $n$-interpolation in Section V.

B. Finding Witness Functions through Interpolation

Jiang et al. [14] show how to compute a witness function in Eq. (1) using interpolation if $c$ contains a single Boolean $c$. In this case, Eq. (1) reduces to $\forall i \exists c \forall o. \Phi(i, c, o)$. After expanding the existential quantifier by instantiating the above formula for both Boolean values of $c$ and renaming $o$ in each instantiation, we obtain the equivalent formula $\forall i \forall o \Phi(i, o) \vee \Phi(i, T, o)$. Since all the quantifiers are universal, the disjunction is valid. Therefore, its negation $\neg \Phi(i, F, o) \wedge \neg \Phi(i, T, o)$ is unsatisfiable. The interpolant between the two conjuncts is the witness function for variable $c$.

**Theorem 2.** The interpolant between $\neg \Phi(i, F, o)$ and $\neg \Phi(i, T, o)$ is the witness function for $c$. (For a proof, see [13].)

We now extend this idea to compute witness functions when $\bar{c}$ is a vector of Booleans $(c_1, \ldots, c_n)$. Let $\mathbb{B}^n$ denote the set of vectors of length $n$ containing $F$s and $T$s. For vector $w \in \mathbb{B}^n$, let $w_j$ be the Boolean value in $w$ at index $j$. Since $\bar{c}$ is a Boolean vector, we can expand the existential quantifier for $\bar{c}$ in Eq. (1) by enumerating the finitely many possible values of $\bar{c}$ to obtain $\forall i \forall w \in \mathbb{B}^n \Phi(i, w, \bar{o})$. By dropping the quantifiers and renaming $\bar{o}$ accordingly, we obtain $\forall w \in \mathbb{B}^n \Phi(i, w, \bar{o})$. It is valid iff Eq. (1) is valid. Let $\phi$ denote its negation $\bigwedge_{w \in \mathbb{B}^n} \neg \Phi(i, w, \bar{o})$, which is unsatisfiable. Let $\phi_w$ denote $\neg \Phi(i, w, \bar{o})$. We will call the $\phi_w$s the $2^n$ partitions of $\phi$. We will learn a vector of coordinated interpolants from an unsatisfiability proof of $\phi$. These interpolant formulas will be witness functions for $\bar{c}$. Since $\phi_w$s are obtained by only renaming variables, the shared symbols between any two partitions are equal.

**Definition 7** (Global and Local Symbols). **Symbols in the set $G = \bigcap_{w \in \mathbb{B}^n} \text{Symb}(\phi_w)$ are called global symbols. All other symbols are called local (w.r.t. the one partition in which they occur).**

Let $T$ be a vector of formulas $(I_1, \ldots, I_n)$. Let $\oplus$ be the exclusive-or (xor) operator. For a word $w \in \mathbb{B}^n$, let $T = T \oplus w$ if for each $j \in 1..n$, $I_j = I_j \oplus w_j$. Let $\bigvee T$ be short for $I_1 \lor \cdots \lor I_n$. Let $C_w = C_{\phi_w}$. The following definition generalizes the notion of interpolant and partial interpolant from two formulas to $2^n$ formulas.

**Definition 8** ($n$-Partial Interpolant). Let $C$ be a clause such that $(\bigwedge_{w \in \mathbb{B}^n} \phi_w) \rightarrow C$. An $n$-partial interpolant $\bar{T}$ for $C$ w.r.t. the $\phi_w$s is a vector of formulas with length $n$ such that $\forall w \in \mathbb{B}^n$:

$\bar{T} = C \oplus w$ if for each $j \in 1..n$, $I_j = I_j \oplus w_j$. Let $\bigvee_T$ be short for $I_1 \lor \cdots \lor I_n$. Let $C_w = C_{\phi_w}$. The following definition generalizes the notion of interpolant and partial interpolant from two formulas to $2^n$ formulas.

**Theorem 3.** An $n$-interpolant w.r.t. the $\phi_w$s constitutes witness functions for the variables in $\bar{c}$. (For a proof see [13].)

C. Computing $n$-interpolants

In Figure 4, we present the proof rules for $n$-interpolants. These rules annotate each conclusion of a proof step with an $n$-partial interpolant for the conclusion w.r.t. the $\phi_w$s. These annotation rules require two properties of the proof. First, it needs to be colorable. Second, it needs to be local-first.

**Definition 9** (Local-first Proof). A proof of unsatisfiability is local-first, if for every resolution node with a local pivot both its premises are derived from the same partition.

The rule $\text{MHYP}$ annotates the derived clause $C$ with $w$ if $C$ appears in partition $\phi_w$. Similarly, the rule $\text{MAXI}$ annotates theory-tautology clause $C$ with $w$ if $C \leq \phi_w$. Rules $\text{MRES}$ and $\text{MRES-G}$ annotate resolution steps. $\text{MRES-G}$ is only applicable if both pivots is global and follows Pudl´ak’s interpolation system $n$ times. $\text{MRES}$ is only applicable if both premises are annotated with the same $n$-partial interpolant and this $n$-partial interpolant is an element of $\mathbb{B}^n$. Due to the local-first assumption on proofs, these rules will always be able to annotate a proof.

**Theorem 4.** Annotations in the rules in Figure 4 are $n$-partial interpolants for the respective conclusions w.r.t. the $\phi_w$s. (For a proof see [13].)

Since the $n$-interpolant is always quantifier free, we can easily convert it into an implementation. To create a circuit for one element of the $n$-interpolant, we create, for every resolution node with a global pivot, a multiplexer that has the pivot at its selector input. The other inputs connect to the outputs of the multiplexers corresponding to the child nodes. For leaf nodes and resolution nodes with local pivots, we use the constants $T, F$, depending on which partition the node belongs to. The output of the multiplexer corresponding to the root node is the final witness function. Note that, unless we apply logical simplifications, the circuits for all witness functions all have the same multiplexer tree and differ only in the constants at the leaves of this tree.

Also note that due to the local-first property, all nodes that are derived from a single partition are annotated with the same $n$-partial interpolant. Thus, we can disregard such

3We extend Def. 6 from two formulas to $2^n$ partitions in the obvious way.
local sub-trees, by iteratively converting nodes that have only descendants from one partition into leaves. This does not affect the outcome of the interpolation procedure.

The local-first property is actually needed to correctly compute witness functions using Pudlák’s interpolation system. In [13], we illustrate this observation with an example. Also note that McMillan’s interpolation system [18] does not produce correct witness functions even with the local-first property.

V. ALGORITHMS FOR PROOF TRANSFORMATION

Our interpolation procedure requires proofs to be colorable and local-first. These properties are not guaranteed by efficient modern SMT solvers. In this section we will show how to transform a proof conforming to Def. 2 into one that is colorable and local-first. Our proof transformation works in three steps. First, we will remove any non-colorable literals from the proof. Second, we will split any non-colorable theory-tautology clauses. This gives us a colorable proof. In the third step, we will reorder resolution steps to obtain the local-first property [7]. For ease of presentation, we will assume that the proof is a tree (instead of a DAG). The method extends to proofs in DAG form.

A. Removing Non-Colorable Literals

Definition 10 (Colorable and Non-Colorable Literals). A literal $a$ is colorable with respect to a partition $\phi_w$ ($w$-colorable) iff $a \preceq \phi_w$. A literal that is not $w$-colorable for any partition $w$ is called non-colorable.

Note that global literals are $w$-colorable for every $w$. By definition, the formula $\phi$ is free of non-colorable literals (equalities and predicate instances). Thus, the only way through which non-colorable literals can be introduced into the proof are theory-tautology clauses.

We search the proof for a theory-tautology clause that introduces a non-colorable literal $a$ and has only colorable literals as implying literals. We call this proof node the defining node $n_d$. At least one such leaf must exist. We remove this non-colorable literal from the proof as follows. Starting from $n_d$, we traverse the proof towards the root, until we find a node, which we call resolving node $n_r$, whose clause does not contain the literal $a$ any more. Since the root node does not contain any literals, such a node always exists. Let $n_a$ and $n_{\neg a}$ be the premises of $n_r$, respectively, depending on which phase of literal $a$ their clause contains. From $n_{\neg a}$, we traverse the proof towards the leaves along nodes that contain the literal $\neg a$. Note that any leaf that we reach in this way must be labeled with a theory-tautology clause, as clauses from $\phi$ cannot contain the non-colorable literal $\neg a$. Note that $\neg a$ is among the implying literals of such a leaf node’s clause. I.e., such nodes use the literal to imply another one. We will therefore call such a node a using node $n_u$. We update $\text{clause}(n_u)$, by removing $\neg a$ and adding the implying literals of $\text{clause}(n_d)$ instead.

It is easy to see that this does not affect $\text{clause}(n_u)$’s property of being a theory-tautology clause. Suppose $\text{clause}(n_d)$ is $(\neg x_1 \lor \ldots \lor \neg x_k \lor a)$. Then $\lor_{i=1}^{k} x_i \rightarrow a$. By reversing the implication we obtain $\neg a \rightarrow \lor_{i=1}^{k} \neg x_i$. Therefore, replacing $\neg a$ with the disjunction of the implying literals of $\text{clause}(n_d)$ in $\text{clause}(n_u)$ is sound.

To keep the proof internally consistent, we have to do the same replacement on all the nodes on the path between $n_u$ and $n_r$. The node $n_r$ itself is not changed, as $\text{clause}(n_r)$ does not contain the non-colorable literal $\neg a$ any more. I.e., the last node that is updated is the node $n_{\neg a}$.

Now we have to distinguish two cases. The first case is that node $n_u$ still contains all of the implying literals of $n_d$. In this case, $\text{clause}(n_r) = \text{clause}(n_{\neg a})$, where $n_{\neg a}$ is the updated node $n_{\neg a}$. Thus, we use $n_{\neg a}$ instead of $n_r$ in $n_{\neg a}$’s parent node. In the second case, some of the implying literals of $\text{clause}(n_d)$ have already been resolved on the path from $n_d$ to $n_r$. In that case $\text{clause}(n_{\neg a})$ contains literals that do not occur in $\text{clause}(n_r)$. Let $x_i$ be one such literal. We search the path from $n_d$ to $n_r$ for the node that uses $x_i$ as a pivot. Its premise that is not on the path from $n_d$ to $n_r$ contains $\neg x_i$. We use this node and the node $n'_{\neg a}$ as premises for a new resolution node with $x_i$ as pivot. Note that this resolution may introduce more literals that do not appear in $\text{clause}(n_r)$ any more. However, just as with $x_i$, any such literal must have been resolved somewhere on the path between $n_d$ and $n_r$. Thus, we repeat this procedure, replicating the resolution steps that took place between $n_d$ and $n_r$, until we get a node whose clause is identical to $\text{clause}(n_r)$. This node can then be used instead of $n_r$ in $n_r$’s parent node. Finally, we remove all nodes that are now unreachable from the proof.

Example 1. An illustrative example of this procedure is shown in Figure 5.

We repeat this procedure for all leaves with a non-colorable implied literal and (all) colorable implying literals. Note that one application of this procedure may convert a node where a non-colorable literal was implied by at least one other non-colorable literal into a node where the implied non-colorable literal is now implied only by colorable literals. Nevertheless this procedure terminates, as the number of leaves with non-colorable implied literals decreases with every iteration. Each iteration removes (at least) one such leaf from the proof and no new leaves are introduced.

Theorem 5. Upon termination of this procedure, the proof does not contain any non-colorable literals.

B. Splitting Non-Colorable Theory-Tautology Clauses

After removing all non-colorable literals, the proof may still contain non-colorable theory-tautology clauses, i.e., theory-tautology clauses that contain local literals from more than one partition. We split such leaves into several new theory-tautology clauses, each containing only $w$-colorable literals, and, via resolution, obtain a (now internal) node with the same clause as the original non-colorable theory-tautology clause.

Note that internal nodes with non-colorable clauses are not a problem for our interpolation procedure, but leaves with non-colorable clauses are. We will show how to split a non-colorable theory-tautology clause with an implied equality
Since the implying literals and the implied graph literals that are uninterpreted predicate instances. Also, occurs in the original global intermediate terms.

Fig. 5. Removing a non-colorable literal. Assume that term indices indicate the number of the partition the term belongs to. Index $g$ is used for global terms. This example shows how the non-colorable literal $l_1 = l_2$, introduced in node $n_1$, is removed from the proof by replacing its negative occurrences with the (colorable) defining literals ($l_1 \neq z_0 \lor z_2 \neq l_2$). Note that in the original proof $l_1 \neq z_0$ is already resolved on the path from $n_2$ to $n_1$ using node $n_1$. This resolution step is replicated in the transformed proof by making a resolution step with nodes $n'_1$ and $n_1$. Since the literal $x_2 = y_2$ introduced into $n'_1$ also occurs in the original $n_r$, and also the second defining literal $z_2 \neq l_2$ occurs in $n_r$, no further resolution steps are necessary. The conclusions of $n_d$ and $n'_d$ are identical and $n'_d$ can be used instead of $n_r$ in $n_r$’s parent.

![](image)

\[ \text{RES} \; n_1 : (l_1 = z_0 \lor x_2 = y_2) \; n_2 : (l_1 \neq z_0 \lor z_2 \neq l_2 \lor l_1 = l_2) \; n_3 : (f(l_1) \neq f(l_2) \lor u_2 \neq v_y) \; n_4 : (f(l_1) \neq f(l_2) \lor u_2 \neq v_y) \; n_5 : (l_1 \neq l_2 \lor f(l_1) = f(l_2)) \; n_6 : (l_1 \neq l_2 \lor u_2 \neq v_y) \]

(a) Proof before removing non-colorable literal $l_1 = l_2$.

\[ n_1 : (l_1 = z_0 \lor x_2 = y_2) \; n_3 : (f(l_1) \neq f(l_2) \lor u_2 \neq v_y) \; n_4 : (l_1 \neq z_0 \lor z_2 \neq l_2 \lor f(l_1) = f(l_2)) \; n_6 : (l_1 \neq l_2 \lor u_2 \neq v_y) \]

(b) Proof after removing non-colorable literal $l_1 = l_2$.

Fig. 6. Splitting a non-colorable transitivity-congruence chain by introducing a tautology. First, we need to make all edges in the chain colorable by introducing a theory-tautology clause. The implied literal of this theory-tautology clause is a new term that (possibly) did not appear in the congruence graph before. Since we assumed that there are no non-colorable equality justifications in our graph, such a global intermediate term must always exist. It should be clear how to extend this procedure to n-ary functions.

Note that in a colorable chain, every edge either connects two terms of the same partition, or a global term and a local term. In other words, terms from different partitions are separated by at least one global term between them. We now divide the whole chain into (overlapping) segments, so that each segment uses only $w$-colorable symbols. The global terms that separate symbols with different colors are part of both segments. Let’s assume for the moment that the chain starts and ends with a global term. We will show how to deal with local terms at the beginning/end of the chain later. For ease of presentation, also assume that the chain consists of only two segments. An extension to chains with more segments can be done by recursion. We take the first segment of the chain (from start to the global term that is at the border to the next segment), plus a new “shortcut” literal that states equality between the last term of the first segment and the last term of the entire chain, and use them as implying literals for a new theory-tautology clause. The implied literal of this tautology will be an equality between the first and the last term of the entire chain. Next, we create a theory tautology with the literals of the second segment of the chain. Note that the implied literal of this theory-tautology clause (which occurs in positive phase) is the same as the shortcut literal used in the theory-tautology clause corresponding to the first segment. There, however, it occurred in negative phase. Thus, we can use this literal for resolution between the two clauses. We obtain a node that has all the literals of the entire chain as implying literals, and an equality between start term and end term of the chain as the implied literal. I.e., this new internal node has the same conclusion as the non-colorable theory-tautology clause from which we started.

In case the start/end of the chain is not a local term, we

Example 2. Suppose we have the two local terms $f(l_1)$ and $f(l_2)$, where $l_1, l_2$ are from two different partitions, and a global term $g$. (See Fig. 6.) A possible (non-colorable) congruence justification for $f(l_1) = f(l_2)$ could be given as $(l_1 = g, g = l_2)$. The edge between $f(l_1)$ and $f(l_2)$ is now split into two (colorable) parts: $f(l_1) = f(g)$, with justification $l_1 = g$, and $f(g) = f(l_2)$, with justification $g = l_2$. Note that $f(g)$ is a new term that (possibly) did not appear in the congruence graph before. Since we assumed that there are no non-colorable equality justifications in our graph, such a global intermediate term must always exist. It should be clear how to extend this procedure to n-ary functions.

 literal. This procedure can be trivially extended to implied literals that are uninterpreted predicate instances.

Using the implying literals of the theory-tautology clause (converted to their positive phase), we create a congruence graph (cf. Def. 3). Since the implying literals and the implied literal form a theory tautology, this congruence graph is guaranteed to contain a path between the the two terms equated by the implied literal. We use breadth-first search to find the shortest such transitivity-congruence chain (Def. 4). The chain will be the basis for splitting the non-colorable theory tautology. First, we need to make all edges in the chain colorable. A colorable edge is an edge for which there is a $w$ such that all the edge’s literals are $w$-colorable. Edges with an equality justification already are colorable, as we assumed that no non-colorable literals occur in the theory-tautology clause. Edges with congruence justifications, however, may still be non-colorable. I.e., the two terms they connect might belong to different partitions, and/or some of the paths that prove equality for the function parameters might span over more than one partition. Fuchs et al. [8] have shown how to recursively make all edges in a chain colorable by introducing global intermediate terms for non-colorable edges. We will illustrate this procedure with a simple example, and refer to [8] for details.

Example 2. Suppose we have the two local terms $f(l_1)$ and $f(l_2)$, where $l_1, l_2$ are from two different partitions, and a global term $g$. (See Fig. 6.) A possible (non-colorable)

Note that these graphs are usually relatively small.
first deal with the sub-chain from the first to the last global term, as described above. Note that if both start and end of the chain are local terms, they have to belong to the same partition, because otherwise the implied literal would be non-colorable. We create a theory-tautology clause with the local literals from the start/end of the chain, and one shortcut literal that equates the first and last global term. This literal can be used for resolution with the implied literal of the node obtained in the previous step.

In summary, this procedure replaces all leaves that have non-colorable theory-tautology clauses with subtrees whose leaves are all colorable theory-tautology clauses, and whose root is labeled with the same clause as the original non-colorable leaf.

**Example 3.** Fig. 7 shows how to split the non-colorable theory-tautology clause \( (a_1 \neq b_1 \lor b_1 \neq c_2 \lor c_2 \neq d_2 \lor d_2 \neq e_2 \lor e_2 \neq f_2 \lor f_2 \neq g_2 \lor g_2 \neq k_2 \lor k_2 \neq l_1 \lor a_1 = l_1) \).

**Theorem 6.** After applying the above procedure to all leaves with non-colorable theory-tautology clauses, the proof is colorable.

**C. Obtaining a local-first proof**

To obtain a local-first proof, we traverse the proof in topological order. Each time we encounter a resolution step that has a global pivot and we have seen local pivots among its ancestors then we apply one of the two transformation rules presented in Figure 8 depending on the matching pattern. These two transformation rules are the standard pivot reordering rules from [7]. Note that these rules assume that the proof is redundancy free, which can be achieved by the algorithms presented in [10]. After repeated application of these transformation rules, we can move the resolutions with local pivots towards the leaves of the proof until we don’t have any global pivot among its descendants.

**Theorem 7.** After exhaustive application of this transformation, we obtain a colorable, local-first proof.

**VI. Experimental Results**

We have implemented a prototype to evaluate our interpolation-based synthesis approach. We read the formula \( \Phi \) corresponding to our synthesis problem (Eq. 1) from a file in SMT-LIB format [1]. As a first step, our tool performs several transformations on the input formula (reduction of arrays to uninterpreted functions [4], expansion of the existential quantifier to obtain the partitions, renaming of \( \bar{\sigma} \)-variables in each partition, negation to obtain \( \bar{\phi} \)), before giving it to the VERTI solver. Second, we apply the proof transformations described in Section V to the proof we obtain from VERTI. Third, we compute the witness functions as the \( n \)-interpolants w.r.t. the partitions of \( \bar{\phi} \).

We have checked all results using Z3 [6], by showing that \( \neg \Phi(\bar{i}, (f_1(\bar{i}), \ldots, f_n(\bar{i})), \bar{\sigma}) \) is unsatisfiable.

We used our tool on several small examples and also tried one non-trivial example which we explain in more detail. In Fig. 9 we show a simple (fictional) microprocessor with a 2-stage pipeline. MEM represents the main memory. We assume that the value at address 0 is hardwired to 0. I.e., reading from address 0 always yields value 0. The blocks \( \text{inst-of}, \text{op-a-of}, \text{op-b-of}, \text{addr-of} \) represent combinational functions that decode a memory word. The block \( \text{incr} \) increments the program counter (PC). The block \( \text{is-BEQZ} \) is a predicate that checks whether an instruction is a branch instruction. The design has two pipeline-related control signals for which we would like to synthesize an implementation. Signal \( c_1 \) causes a value in the pipeline to be forwarded and signal \( c_2 \) squashes the instruction that is currently decoded and executed in the first pipeline stage. This might be necessary due to speculative execution based on a “branch-not-taken assumption”. The implementation of these control signals is not as simple as it might seem at first glance. For example, the seemingly trivial solution of setting \( c_1 = T \) whenever \( PC = 0 \) the address register is not correct. For example, if \( PC = 0 \), forwarding
Fig. 8. If a local pivot \( l \) occurs after a global pivot \( g \) in a proof then we can rewrite the proof using one of the above transformation rules. After the transformation, the proof first resolves \( l \) then \( g \).

### TABLE I

**Experimental results.** Columns: (1) Name; (2) Number of control signals; (3) Total synthesis time including checking the results; (4) Number of leaves with theory-tautology clauses that define a new non-colorable literal (Number of such leaves at the start of the cleaning procedure + Number of leaves introduced (and subsequently removed) by the procedure); (5) Number of leaves to be split because they contain literals from more than one partition. (Number after "/" is total number of leaves in the procedure at beginning of split procedure; (6) Time to reorder the proof to be local-first; (7) Number of nodes in proof from veriT. Size of the transformed proof for interpolation (local sub-trees have been converted to leaves).

<table>
<thead>
<tr>
<th>Name</th>
<th>Ctrl time [s]</th>
<th># leaves to clean</th>
<th># leaves to split</th>
<th>Reorder Time [ns]</th>
<th>Proof size</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>0.6</td>
<td>0</td>
<td>0/6</td>
<td>42</td>
<td>19/1</td>
</tr>
<tr>
<td>illu02</td>
<td>2.1</td>
<td>1</td>
<td>1/65</td>
<td>83</td>
<td>205/12</td>
</tr>
<tr>
<td>illu03</td>
<td>3.5</td>
<td>8</td>
<td>8/118</td>
<td>487</td>
<td>467/22</td>
</tr>
<tr>
<td>illu04</td>
<td>4.0</td>
<td>3</td>
<td>3/242</td>
<td>532</td>
<td>951/75</td>
</tr>
<tr>
<td>illu05</td>
<td>5.0</td>
<td>10</td>
<td>10/413</td>
<td>589</td>
<td>1588/78</td>
</tr>
<tr>
<td>illu06</td>
<td>6.0</td>
<td>9</td>
<td>9/1093</td>
<td>1820</td>
<td>4691/370</td>
</tr>
<tr>
<td>illu07</td>
<td>7.0</td>
<td>150.0</td>
<td>14/1443</td>
<td>2860</td>
<td>6824/555</td>
</tr>
<tr>
<td>illu08</td>
<td>8.0</td>
<td>20</td>
<td>20/3450</td>
<td>4980</td>
<td>17524/1023</td>
</tr>
<tr>
<td>pipe</td>
<td>1.6</td>
<td>6 + 6</td>
<td>3 + 70</td>
<td>129</td>
<td>285/22</td>
</tr>
<tr>
<td>proc</td>
<td>28.1</td>
<td>3 + 3</td>
<td>61/1014</td>
<td>1770</td>
<td>5221/1042</td>
</tr>
</tbody>
</table>

should not be done.\(^6\) By taking out the blue parts in Fig. 9 we obtain the non-pipelined reference implementation which we used to formulate a Burch-Dill-style equivalence criterion [5]. The resulting formula was used as a specification for synthesis.

Table I summarizes our experimental results. The benchmark “const” is a simple example with 2 control signals that allows for constants as valid solutions. “illu02” is the example presented in Section II; “illu03” to “illu08” are scaled-up versions of “illu02”, with increased numbers of inputs and control signals. “pipe” is the simple pipeline example that was used in [12]. “proc” is the pipelined processor shown in Fig. 9 and described above. All experiments were performed on an Intel Nehalem CPU with 3.4 GHz.

Note that using our new method we have reduced the synthesis time of “pipe” from 14 hours [12] to 1.6 seconds. As a second comparison, we tried to reduce the (quantified) input formula of “proc” to a QBF problem (using the transformations outlined in [12]) and run DEPQBF [17] on it. After approximately one hour, DEPQBF exhausted all 192 GB of main memory and terminated without a result.

### VII. CONCLUSION

Hofferek and Bloem [12] have shown that uninterpreted functions are an efficient way to abstract away unnecessary details in controller synthesis problems. By using interpolation in \( \mathcal{T}_U \), we avoid the costly reduction to propositional logic, thus unleashing the full potential of the approach presented in [12]. Furthermore, by introducing the concept of \( \eta \)-interpolation, we also avoid the iterative construction which requires several calls to the SMT solver and back-substitution. The \( \eta \)-interpolation approach improves synthesis times by several orders of magnitude, compared to previous methods [12], rendering it applicable to real-world problems, such as pipelined microprocessors. We have also shown that a naive transformation to QBF is not a feasible option.
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Abstract—We consider the problem of existential quantifier elimination for Boolean formulas in conjunctive normal form. Recently we presented a new method for solving this problem based on the machinery of Dependency sequents (D-sequents). The essence of this method is to add to the quantified formula implied clauses until all the clauses with quantified variables become redundant. A D-sequent is a record and then merges the results of different branches.

H

formulas of the form \( \exists X \) conjunctive normal form (CNF). We will refer to such formulas \( G \) find a quantifier-free CNF formula \( F \) under assignment \( s \) is semantic. That is for every complete value of \( F \) written as \( \exists X \). The equivalence ‘\( \equiv \)’ is semantic. That is for every complete assignment \( s \) to the non-quantified variables of \( F \), the logical value of \( G_s \) is equal to that of \( \exists X[F_s] \). Here \( F_s \) and \( G_s \) are formulas \( F \) and \( G \) under assignment \( s \).

The motivation for studying the QE problem is twofold. First, a QE algorithm can be used for solving many verification problems e.g. computing reachable states [5], [17]. Second, the methods developed for QE may come handy for other problems. For example, the machinery of Dependency sequents (D-sequents) [9], [10] that we continue developing in this paper can be used for SAT-solving [8].

In [9], [10], we developed a QE algorithm called DDS (Derivation of D-Sequents) based on the following two ideas. The first idea is that adding resolvent clauses to formula \( F \) eventually makes the clauses containing a variable of \( X \) (we will call them \( X\)-clauses) redundant. Let \( H \) denote formula \( F \land G \) where \( G \) is the set of added resolvent clauses. For the sake of convenience, since a CNF formula can be considered as a set of clauses, we will use logical and set-based notation interchangeably. For example, formula \( F \land G \) can also be written as \( F \cup G \). The redundancy of \( X\)-clauses in \( \exists X[H] \) means that \( \exists X[H] \equiv \exists X[H \setminus H^X] \) where \( H^X \) is the set of \( X\)-clauses of \( H \). Since \( H \setminus H^X \) does not depend on \( X \), the quantifiers can be dropped. So the set of clauses \( H \setminus H^X \) is a quantifier-free formula equivalent to \( \exists X[H] \) and so to \( \exists X[F] \). The second idea is to use a divide-and-conquer strategy. DDS proves redundancy of \( X\)-clauses in subspaces and then merges the results of different branches.

A successful implementation of DDS became possible only due to development of the machinery of D-sequents that was the main contribution of [9], [10]. A D-sequent is a record of the form \( \exists X[F], q \rightarrow Z \) where \( q \) is a partial assignment to variables of \( F \) and \( Z \subseteq X \). This D-sequent says that the variables of \( Z \) are redundant in \( \exists X[F] \) in subspace \( q \). The redundancy of variables of \( Z \) means redundancy of all \( X\)-clauses containing a variable of \( Z \). For the sake of brevity, in the following exposition we use the same symbol \( F \) to denote the initial and the current CNF formula consisting of the initial clauses and resolvents. So symbol \( F \) used in the D-sequent above is the current CNF formula.

\( DDS \) keeps adding resolvent clauses to formula \( F \) until D-sequent \( (\exists X[F], \emptyset) \rightarrow X \) is derived stating that the variables of \( X \) are redundant in formula \( \exists X[F] \) globally. (This means that \( F \setminus F^X \) is a solution to the QE problem.) The derivation of such D-sequent is achieved by generation of atomic D-sequents and using a resolution-like operation \( \text{join} \). An atomic D-sequent is derived when redundancy of a variable of \( X \) in a subspace can be trivially proved. Operation \( \text{join} \) is applied to D-sequents \( (\exists X[F], q') \rightarrow Z \) and \( (\exists X[F], q'') \rightarrow Z \) where \( q' \) and \( q'' \) contain opposite assignments to a variable \( v \) of \( F \). The result of \( \text{join} \) is a new D-sequent \( (\exists X[F], q) \rightarrow Z \) where \( q \) consists of all assignments of \( q', q'' \) but those to variable \( v \).

The main contribution of this paper is the development of the machinery of a new type of D-sequents called \textit{clause D-sequents}. A clause D-sequent is a record of the form \( (\exists X[F], q) \rightarrow R \) where \( R \subseteq F^X \). It states that the \( X\)-clauses of \( R \) are redundant in \( \exists X[F] \) in subspace \( q \). Clause D-sequents can be used to express redundancy of any subset of \( X\)-clauses while D-sequents of [9] can do this only for \textit{some} subsets of \( X\)-clauses. Namely, a D-sequent of [9] can express redundancy of a set \( R \subseteq F^X \) only if \( R \) is the set of all \( X\)-clauses containing variables from a set \( Z \). (To distinguish new and old D-sequents we will refer to the latter as D-sequents based on variable redundancy.) For instance, a D-sequent based on variable redundancy cannot express the fact that a single \( X\)-clause \( C \) is redundant in \( \exists X[F] \) in subspace \( q \). Similarly to D-sequents based on variable redundancy, the machinery of clause D-sequents is based on a) derivation of atomic clause D-sequents, b) a resolution-like operation \( \text{join} \) and c) removing redundant \( X\)-clauses from the formula to guarantee the composability of D-sequents. The latter means that proving redundancy of sets of clauses \( R' \) and \( R'' \) independently implies that the set \( R' \cup R'' \) is also redundant.

To show the advantages of clause D-sequents we describe a new QE algorithm called \textit{DCDS} (Derivation of Clause D-Sequents). Development of DCDS is another contribution of this paper. DCDS can be viewed as an adaptation of DDS to clause D-sequents. However, this adaptation is far from being trivial because clause D-sequents have new features that D-sequents based on variable redundancy do not. Using clause D-sequents is beneficial for at least two reasons. First, DCDS has much more flexibility than DDS in proving redundancy of \( X\)-clauses. Proving that a variable \( v \in X \) is redundant in \( \exists X[F] \)
in subspace \( q \) by DDS requires proving redundancy of all clauses of \( F \) with variable \( v \) at the same time. DCDS has no such restriction. Some clauses with variable \( v \) may be proved redundant much later than the others. Second, the size of clause D-sequents is in general smaller than that of D-sequents based on variable redundancy. (The size of D-sequent \((\exists X[F], q) \) → \( R \) is the number of variables assigned in \( q \).)

The reason is that proving redundancy of a clause is easier than that of a variable. This facilitates pruning the search space like derivation of shorter clauses does in SAT-solving.

This paper is structured as follows. In Section II, we give basic definitions. Simple cases of clause redundancy are discussed in Section III. Clause D-sequents are introduced in Section IV. Section V describes a new QE algorithm called DCDS. In Section VI, we explain DCDS by a simple example. Experimental results are given in Section VII. Background is discussed in Section VIII, and conclusions are presented in Section IX.

II. Basic Definitions

Definition 1: An \( \exists CNF \) formula is a quantified CNF formula of the form \( \exists X[F] \) where \( F \) is a CNF formula, and \( X \) is a set of Boolean variables. If we do not explicitly specify whether we are referring to CNF or \( \exists CNF \) formulas, when we write “formula” we mean either a CNF or \( \exists CNF \) formula. Let \( q \) be an assignment, \( F \) be a CNF formula, and \( C \) be a clause. \( Vars(q) \) denotes the variables assigned in \( q \); \( Vars(F) \) denotes the set of variables of \( F \); \( Vars(C) \) denotes the variables of \( C \); and \( Vars(\exists X[F]) = Vars(F) \setminus X \).

We consider true and false as a special kind of clauses. A non-empty clause \( C \) becomes true when it is satisfied by an assignment \( q \) i.e. when a literal of \( C \) is set to true by \( q \). A clause \( C \) becomes false when it is falsified by \( q \) i.e. when all the literals of \( C \) are set to false by \( q \).

Definition 2: Let \( C \) be a clause, \( H \) be a formula, and \( q \) be an assignment such that \( Vars(q) \subseteq Vars(H) \). Denote by \( C_q \) the clause equal to \( C \) if \( C \) is satisfied by \( q \); otherwise \( C_q \) is the clause obtained from \( C \) by removing all literals falsified by \( q \). \( H_q \) denotes the formula obtained from \( H \) by replacing every clause \( C \) of \( H \) with \( C_q \). In the context of this paper, it is convenient to assume that clause \( C_q \) equal to true remains in \( H_q \) rather than being removed from \( H_q \). We treat such a clause as redundant in \( H_q \) (see Proposition 1).

Definition 3: Let \( G, H \) be formulas. We say that \( G, H \) are equivalent, written \( G \equiv H \), if for all assignments, \( y \), such that \( Vars(y) \subseteq (Vars(G) \cup Vars(H)) \), we have \( G_y = H_y \) (notice that \( G_y \) and \( H_y \) have no free variables, so by \( G_y = H_y \) we mean semantic equivalence). Observe that if \( Vars(q) \subseteq Vars(\exists X[F]) \), then \( \exists X[F] \equiv \exists X[F_q] \).

Definition 4: The Quantifier Elimination (QE) problem for \( \exists CNF \) formula \( \exists X[F] \) consists of finding a CNF formula \( G \) such that \( G \equiv \exists X[F] \).

Definition 5: Let \( Z \) be a set of variables. A clause \( C \) of \( F \) is called a \( Z \)-clause if \( Vars(C) \cap Z \neq \emptyset \). We denote by \( F^Z \) the set of all \( Z \)-clauses of \( F \).

Definition 6: Let \( X \) be a set of Boolean variables, \( F \) be a CNF formula and \( R \) be a subset of \( X \)-clauses of \( F \). The clauses of \( R \) are redundant in CNF formula \( F \) if \( F \equiv (F \setminus R) \). The clauses of \( R \) are redundant in \( \exists CNF \) formula \( \exists X[F] \) if \( \exists X[F] \equiv \exists X[F \setminus R] \). Note that \( F \equiv (F \setminus R) \) implies \( \exists X[F] \equiv \exists X[F \setminus R] \) but the opposite is not true.

III. Simple Cases of Clause Redundancy

In this section, we describe three situations where clause redundancy can be trivially proved (Propositions 1, 2, 3).

Proposition 1: Let \( \exists X[F] \) be an \( \exists CNF \) formula and \( q \) be an assignment to \( Vars(F) \) satisfying an \( X \)-clause \( C \) of \( F \). Then \( C_q \) is redundant in \( \exists X[F_q] \).

Due to lack of space we omit proofs. Note that proofs of non-trivial propositions of this paper are similar to those of [10] given for D-sequents based on variable redundancy.

Proposition 2: Let \( \exists X[F] \) be an \( \exists CNF \) formula and \( q \) be an assignment to \( Vars(F) \). Let \( C, C' \) be two clauses of \( F \). Let \( C \) be falsified by \( q \) and \( C' \) be an \( X \)-clause. Then \( C_q' \) is redundant in \( \exists X[F_q] \).

To formulate Proposition 3 below, we need to introduce a few definitions.

Definition 7: Let \( C' \) and \( C'' \) be clauses having opposite literals of exactly one variable \( v \) \( \in Vars(C') \cap Vars(C'') \). The clause \( C \) consisting of all literals of \( C' \) and \( C'' \) but those of \( v \) is called the resolvent of \( C', C'' \) on \( v \). Clause \( C \) is said to be obtained by resolution on \( v \). Clauses \( C', C'' \) are called resolvable on \( v \).

Definition 8: A clause \( C \) of a CNF formula \( F \) is called blocked at variable \( v \), if no clause of \( F \) is resolvable with \( C \) on \( v \). The notion of blocked clauses was introduced in [15].

Proposition 3: Let \( \exists X[F] \) be an \( \exists CNF \) formula and \( q \) be an assignment to \( Vars(F) \). Let \( C \) be an \( X \)-clause of \( F \) not satisfied by \( q \) and \( v \in X \) be a variable of \( C \) such that \( v \notin Vars(q) \). Let clause \( C_q \) be blocked at \( v \) in \( F_q \). Then \( C_q \) is redundant in \( \exists X[F_q] \).

IV. Dependency Sequents Based on Clause Redundancy

In this section, we define a new kind of dependency sequents (D-sequents) called clause D-sequents. In contrast to D-sequents of [9], clause D-sequents are based on the notion of clause redundancy. We describe operation join producing a new clause D-sequent from existing ones and introduce the notion of composable clause D-sequents.

A. Definition of D-sequents

Definition 9: Let \( \exists X[F] \) be an \( \exists CNF \) formula. Let \( q \) be an assignment to \( Vars(F) \) and \( R \) be a subset of \( X \)-clauses of \( F \). A clause dependency sequent (clause D-sequent) has the form \( \exists X[F], q \rightarrow R \). It states that the clauses of \( R_q \) are redundant in \( \exists X[F_q] \).

From now on we will refer to clause D-sequents as just D-sequents unless we want to contrast clause D-sequents with those based on variable redundancy.

Example 1: Consider an \( \exists CNF \) formula \( \exists X[F] \) where \( F = C_1 \land C_2, C_1 = x \lor y_1 \) and \( C_2 = \pi \lor y_2 \) and \( X = \{x\} \). Let
\( q = \{ (y_1 = 1) \} \). Then clause \( C_1 \) is satisfied by \( q \) and according to Proposition 1, the D-sequent \((\exists x[F], q) \rightarrow \{ C_1 \} \) holds. Since \( F_q = \{ \text{true, } C_2 \} \), clause \( C_2 \) is blocked at variable \( x \). So according to Proposition 3, the D-sequent \((\exists x[F], q) \rightarrow \{ C_2 \} \) holds.

According to Definition 9, a D-sequent holds with respect to a particular \( \exists \)CNF formula \( \exists X[F] \). Proposition 4 below shows that this D-sequent also holds after adding to \( F \) any set of resolvent clauses.

**Proposition 4:** Let \( \exists X[F] \) be an \( \exists \)CNF formula. Let \( q \) be an assignment to \( \text{Vars}(F) \). Let \( G \) be a CNF formula such that \( F \rightarrow G \). Then if \((\exists X[F], q) \rightarrow R \) holds, \((\exists X[F \land G], q) \rightarrow R \) does too.

**B. Join Operation for D-sequents**

In this subsection, we introduce the operation of joining D-sequents (Definition 11).

**Definition 10:** Let \( q' \) and \( q'' \) be assignments in which exactly one variable \( v \in \text{Vars}(q') \cap \text{Vars}(q'') \) is assigned different values. The assignment \( q' \) consisting of all the assignments of \( q' \) and \( q'' \) but those to \( v \) is called the resolvent of \( q', q'' \) on \( v \). Assignments \( q', q'' \) are called resolvable on \( v \).

**Proposition 5:** Let \( \exists X[F] \) be an \( \exists \)CNF formula. Let D-sequents \((\exists X[F], q') \rightarrow R \) and \((\exists X[F], q'') \rightarrow R \) hold. Let \( q', q'' \) be resolvable on \( v \in \text{Vars}(F) \) and \( q \) be the resolvent of \( q', q'' \). Then, D-sequent \((\exists X[F], q) \rightarrow R \) holds too.

**Definition 11:** We will say that the D-sequent \((\exists X[F], q) \rightarrow R \) of Proposition 5 is produced by **joining** D-sequents \((\exists X[F], q') \rightarrow R \) and \((\exists X[F], q'') \rightarrow R \) at \( v \).

**C. Composable D-sequents**

In general, the fact that D-sequents \((\exists X[F], q) \rightarrow R' \) and \((\exists X[F], q) \rightarrow R'' \) hold does not imply that \((\exists X[F], q) \rightarrow R' \cup R'' \) holds. The reason is that redundancy of \( R' \) may be true only when clauses of \( R'' \) are in \( F \) and vice versa. So, derivation of \((\exists X[F], q) \rightarrow R' \cup R'' \) requires reasoning. Proposition 6 below shows how to avoid recursive reasoning.

Let \( q \) and \( s \) be assignments to a set of variables \( Z \). Since \( q \) and \( s \) are sets of value assignments to individual variables of \( Z \), one can apply set operations to them. For instance, \( s \subseteq q \) means that \( q \) contains the value assignments of \( s \). Assignment \( q \) and \( s \) consist of the value assignments that are in \( q \) or \( s \).

**Proposition 6:** Let \( s \) and \( q \) be assignments to variables of \( F \) where \( s \subseteq q \). Let D-sequents \((\exists X[F], s) \rightarrow R' \) and \((\exists X[F \setminus s], q) \rightarrow R'' \) hold. Then D-sequent \((\exists X[F], q) \rightarrow R' \cup R'' \) holds.

**Definition 12:** Let \( q' \) and \( q'' \) be assignments to a set of variables \( Z \). We will say that \( q' \) and \( q'' \) are **compatible** if every variable of \( \text{Vars}(q') \cap \text{Vars}(q'') \) is assigned the same value in \( q' \) and \( q'' \).

**Definition 13:** Let D-sequent \( S' \) be equal to \((\exists X[F], q') \rightarrow R' \) and \( S'' \) be equal to \((\exists X[F], q'') \rightarrow R'' \) where \( q' \) and \( q'' \) are compatible assignments to \( \text{Vars}(F) \). We will call \( S' \) and \( S'' \) **composible** if D-sequent \( S \) equal to \((\exists X[F], q' \cup q'') \rightarrow R' \cup R'' \) holds.

// \( q \) is an assignment to \( \text{Vars}(F) \)
// \( \Omega \) denotes a set of active D-sequents
// \( \Phi \) denotes \( \exists X[F] \)
// If DCDS returns clause nil (respectively a non-nil clause),
// \( F_q \) is satisfiable (respectively unsatisfiable)

\[
\text{DCDS}(\Phi, q, \Omega) = \begin{cases} 
1 & \text{if } (\exists \text{ clause } C \in F \text{ falsif. by } q) \{ \\
2 & \Omega := \text{atomic_Dsequ}\Omega(\Omega, q, C); \\
3 & \text{return}\Phi, \Omega, C);; \\
4 & \Omega := \text{atomic_Dsequ}\Omega(\Phi, q, \Omega); \\
5 & \text{if } (\text{all_X_clauses_redund}(\Phi, \Omega)) \text{return}\Phi, \Omega, \text{nil}; \\
\ldots \ldots & \\
6 & v := \text{pick_variable}(F, q, \Omega); \\
7 & (\Phi, \Omega, C) := \text{DCDS}(\Phi, q \cup \{ (v = 0), \Omega \}); \\
8 & \text{if } (C_0 \neq \text{nil}) \Omega := \text{add_atomic_Dseq}(\Phi, q, C_0); \\
9 & \Omega_{\text{asym}} := \text{Dseqs_to_inactive}(\Phi, v); \\
10 & \text{if } (\Omega_{\text{asym}} = \{ \}) \text{return}\Phi, \Omega, C_0; \\
11 & \Omega := \Omega \setminus \Omega_{\text{asym}}; \\
12 & (\Phi, \Omega, C_1) := \text{DCDS}(\Phi, q \cup \{ (v = 1), \Omega \}); \\
\ldots \ldots & \\
13 & \text{if } ((C_0 \neq \text{nil}) \text{and } (C_1 \neq \text{nil})); \\
14 & C := \text{resolve_clauses}(\Phi, q, C, v); \\
15 & F := F \land C; \\
16 & \Omega := \text{atomic_Dsequ}(\Phi, q, C); \\
17 & \text{return}\Phi, \Omega, C);; \\
18 & \Omega := \text{merge}(\Phi, q, v, \Omega_{\text{asym}}, \Omega, C_0, C_1); \\
19 & \text{return}\Phi, \Omega, \text{nil}; \\
\end{cases}
\]

Fig. 1. DCDS procedure

holds. From Proposition 6 it follows that \( S', S'' \) are composible if D-sequent \((\exists X[F \setminus s], q' \cup q'') \rightarrow R'' \) or \((\exists X[F \setminus R'], q' \cup q'') \rightarrow R'' \) hold.

Although the QE algorithm of \( [9] \) derives composable D-sequents we did not explicitly use the notion of composability of D-sequents there. In this paper, we make this important notion more conspicuous.

**V. ALGORITHM DESCRIPTION**

In this section, we describe a QE algorithm called \( \text{DCDS} \) (Derivation of Clause D-Sequential). DCDS derives D-sequents \((\exists X[F], q) \rightarrow \{ C \} \) stating the redundancy of \( X \)-clause \( C_q \) of \( F_q \). From now on, we will use a short notation of D-sequents writing \( s \rightarrow \{ C \} \) instead of \((\exists X[F], s) \rightarrow \{ C \} \). We will assume that the parameter \( \exists X[F] \) missing in \( s \rightarrow \{ C \} \) is the current \( \exists \)CNF formula (with all resolvents added to \( F \)).

One can omit \( \exists X[F] \) from D-sequents because from Proposition 4 it follows that \((\exists X[F], s) \rightarrow \{ C \} \) holds no matter how many resolvent clauses are added to \( F \). We will call D-sequent \( s \rightarrow \{ C \} \) **active** in subspace \( q \) if \( s \subseteq q \). If \( s \rightarrow \{ C \} \) is active in subspace \( q \), clause \( C_q \) is redundant in \( \exists X[F_q] \).

A description of DCDS is given in Figure 1. DCDS accepts an \( \exists \)CNF formula \( \exists X[F] \) (denoted as \( \Phi \)), an assignment \( q \) to \( \text{Vars}(F) \) and a set \( \Omega \) of D-sequents active in subspace \( q \) stating redundancy of some \( X \)-clauses in \( \exists X[F_q] \). To simplify description of DCDS, by \( X \)-clauses of \( F_q \) we also mean the \( X \)-clauses of \( F \) satisfied by \( q \). On the contrary, an \( X \)-clause of \( F \) falsified by \( q \) is not considered as an \( X \)-clause of \( F_q \). DCDS returns a formula \( \exists X[F] \) modified by resolvent clauses added to \( F \) (if any), a set \( \Omega \) of D-sequents active in subspace \( q \) that state redundancy of all \( X \)-clauses in \( \exists X[F_q] \).
and a clause $C$. If $F_q$ is unsatisfiable then $C$ is a clause of $F$ falsified by $q$. Otherwise, $C$ is equal to $\text{nil}$ meaning that no clause implied by $F$ is falsified by $q$.

The active $D$-sequents derived by $DCDS$ are composable. That is if $s_1 \rightarrow \{C_1\}, \ldots, s_k \rightarrow \{C_k\}$ are the active $D$-sequents of subspace $q$, then the $D$-sequent $s \rightarrow \{C_1, \ldots, C_k\}$ holds where $s' = s_1 \cup \ldots \cup s_k$ and $s' \subseteq q$. $DCDS$ achieves compositability of $D$-sequents as follows. As soon as an $X$-clause $C_q$ is proved redundant, it is marked and ignored by $DCDS$, which is equivalent to removing $C_q$ from $F_q$. So $DCDS$ guarantees that for every path of the search tree leading to a leaf, $X$-clauses are proved redundant in a particular order. (This order may be different for different paths.) This allows to avoid recursive reasoning where a clause $C_q'$ is used to prove redundancy of clause $C_q''$ and vice versa. In turn, avoiding recursive reasoning guarantees compositability of $D$-sequents.

A solution to the QE problem in subspace $q$ is obtained by discarding all $X$-clauses from the CNF formula $F_q$ of $\exists X[F_q]$ returned by $DCDS$. To build a quantifier-free CNF formula equivalent to $\Phi$, one needs to call $DCDS$ with $q = \emptyset$, $\Omega = \emptyset$.

A. The Big Picture

$DCDS$ consists of three parts separated in Figure 1 by dotted lines. In the first part (lines 1-5), $DCDS$ builds atomic $D$-sequents i.e. $D$-sequents for $X$-clauses whose redundancy can be trivially proved. If all $X$-clauses are proved redundant in $\exists X[F_q]$, $DCDS$ terminates.

If some $X$-clauses are not proved redundant yet, $DCDS$ enters the second part of the code (lines 6-12). First, $DCDS$ picks a branching variable $v$ (line 6). Then it extends $q$ by assignment to variable $v$ and recursively calls itself (line 7) starting the left branch of $v$. For the sake of clarity, we assume that $DCDS$ first explores assignment $v = 0$. Once the left branch is finished, $DCDS$ extends $q$ by ($v = 1$) and explores the right branch (line 12).

In the third part, $DCDS$ merges the left and right branches (lines 13-19). The result of this merging is proving every $X$-clause redundant in $\exists X[F_q]$. For every $X$-clause $C_q$ proved redundant in $\exists X[F_q]$, the set $\Omega$ contains precisely one active $D$-sequent $s \rightarrow \{C\}$ where $s \subseteq q$. As soon as $C_q$ is proved redundant, it is marked and ignored until $DCDS$ enters a subspace $q'$ where $s \not\subseteq q'$ i.e. a subspace where $D$-sequent $s \rightarrow \{C\}$ becomes inactive. Clause $C_q$ is unmarked in $F_q$ signaling that $DCDS$ needs to derive a new $D$-sequent $s' \rightarrow \{C\}$ where $s' \subseteq q'$ stating the redundancy of $C_q'$.

B. Building Atomic $D$-sequents

Procedures $\text{atomic Dseqs}1$ and $\text{atomic Dseqs}2$ are called by $DCDS$ to compute $D$-sequents for trivial cases of clause redundancy listed in Section III. We refer to such $D$-sequents as atomic. Procedure $\text{atomic Dseqs}1$ is called when formula $F_q$ contains an empty clause $C_q$ which means that clause $C$ of $F$ is falsified by $q$. For every $X$-clause $C_q$ of $F_q$ that has no active $D$-sequent yet, $\text{atomic Dseqs}1$ generates a $D$-sequent $s \rightarrow \{C\}'$. Here $s$ is the shortest assignment falsifying $C$.

atomic Dseqs2($\Phi$, $q$, $\Omega$)
1 $\Omega := \Omega \cup \text{Dseqs}(\text{new satisf clauses}($$\Phi$, $q$, $\Omega$))$
2 $\Omega := \Omega \cup \text{Dseqs}(\text{new blocked clauses}($$\Phi$, $q$, $\Omega$))$
3 return($\Omega$);

Fig. 2. $\text{atomic Dseqs}2$ procedure

If $F_q$ does not have an empty clause, procedure $\text{atomic Dseqs}2$ shown in Figure 2 is called. It builds $D$-sequents for $X$-clauses that became satisfied or blocked in $F_q$. Let $C$ be a clause satisfied by $q$. Then $D$-sequent $s \rightarrow \{C\}$ is generated where $s = (v = b)$, $b \in \{0, 1\}$ is the assignment to a variable $v$ satisfying $C$.

Let $C_q$ be blocked in $F_q$ at variable $v \in X$ that is not assigned yet. A $D$-sequent $s \rightarrow \{C\}$ stating redundancy of $C$ is built as follows. The fact that $C_q$ is blocked at $v$ means that every clause $C' \rightarrow \{F\}$ resolvable with $C$ on $v$ is either satisfied by $q$ or $C_q$ is proved redundant in $F_q$. The assignment $s$ is a subset of assignments of $q$ guaranteeing that $C'$ remains satisfied by $s$ or $C_q$ remains redundant in $\exists X[F_q]$ and so $C_q$ is blocked at $v$ in $F_q$. If $C'$ is satisfied by $q$, then $s$ contains an assignment $(v = b)$, $b \in \{0, 1\}$ of $q$ satisfying $C'$. If $C'$ is not satisfied but $C_q$ is proved redundant in $\exists X[F_q]$, then $s$ contains all assignments of $s'$ where $s' \subseteq q$ and $s' \rightarrow \{C'\}$ is the $D$-sequent of $\Omega$ stating redundancy of $C_q'$.

C. Selection of a Branching Variable

Let $q$ be the assignment $DCDS$ is called with. We will say that a variable $x$ of $X$ is redundant in $\exists X[F_q]$ if $x$ is not assigned in $q$ and every $\{x\}$-clause is proved redundant in $\exists X[F_q]$. Denote by $X_{\text{red}}$ the variables proved redundant in $\exists X[F_q]$. Let $Y = \text{Vars}(F) \setminus X$. $DCDS$ branches on free (i.e., unassigned) variables of $X$ and $Y$. Importantly, a free variable $x \in X \setminus \text{Vars}(q)$ is picked for branching only if $x \notin X_{\text{red}}$ i.e. $DCDS$ does not branch on variables proved redundant.

Although Boolean Constraint Propagation (BCP) is not shown explicitly in Figure 1, it is included into the $\text{pick \_variable}$ procedure as follows: a) preference is given to branching on variables of unit clauses of $F_q$ (if any); b) if $v$ is a variable of a unit clause $C_q$ of $F_q$ and $v$ is picked for branching, then the value falsifying $C_q$ is assigned first to cause immediate termination of this branch.

To simplify merging results of the left and right branches, $DCDS$ first assigns values to variables of $Y$ (more details are given in Subsection V-E). This means that $\text{pick \_variable}$ never selects a variable $x \in X$ for branching, if there is a free variable of $Y$. In particular, BCP does not assign values to variables of $X$ if a variable of $Y$ is still unassigned.

D. Switching from Left to Right Branch

$DCDS$ prunes big chunks of the search space by not branching on redundant variables of $X$. One more powerful pruning technique of $DCDS$ discussed in this subsection is reducing the size of right branches.

Let $s \rightarrow \{C\}$ be a $D$-sequent of the set $\Omega$ computed by $DCDS$ in the left branch $v = 0$ (line 7 of Figure 1). We will call this $D$-sequent symmetric in $v$, if $v$ is not assigned in $s$. Otherwise, this $D$-sequent is called asymmetric in $v$. Notice that if $s$ is symmetric in $v$, the $D$-sequent $s \rightarrow \{C\}$ is active in the right branch and so $C_q$ is redundant in $\exists X[F_q]$ where
merge(Φ, q, v, Ωasym, Ω, C0, C1){
1 Ω := \text{join\_dseqs\_of\_old\_clauses}(v, Ωasym, Ω);
2 Ω := \text{update\_dseqs\_of\_new\_clauses}(v, Ω);
3 if (v \notin X) return(Ω);
4 if (C0 \neq \text{nil}) Ω := Ω ∪ \text{Dseq}(C0);
5 if (C1 \neq \text{nil}) Ω := Ω ∪ \text{Dseq}(C1);
6 return(Ω);
}

Fig. 3. merge procedure

$q_1 = q ∪ \{(v = 1)\}$. Denote by $Ω_{asym}$ the subset of active D-sequents that are asymmetric in $v$. It is computed in line 9. Before exploring the right branch (line 12), the $X$-clauses of $F$ whose redundancy is stated by D-sequents of $Ω_{asym}$ become non-redundant again. So the set of $X$-clauses to be considered in the right branch reduces to only those with D-sequents from $Ω_{asym}$. This allows to prune big parts of the search space. In particular, if $Ω_{asym}$ is empty there is no need to explore the right branch. In this case, DCDS just returns the results of the left branch (line 10). Pruning the right branch when $Ω_{asym}$ is empty is similar to non-chronological backtracking well known in SAT-solving [16].

E. Branch Merging

Let $q_0 = q ∪ \{(v = 0)\}$ and $q_1 = q ∪ \{(v = 1)\}$. The goal of branch merging is to use solutions of the QE problem in subspaces $q_0$ and $q_1$ to produce a solution to the QE problem in subspace $q$. If both $F_{q_0}$ and $F_{q_1}$ are unsatisfiable, this is done as described in lines 14-17 of Figure 1. In this case, the empty clauses $(C_0)_0$ and $(C_1)_1$, where $C_0, C_1$ are clauses returned in the left and right branches respectively are solutions to the QE in subspaces $q_0$ and $q_1$. The empty clause $C_q$ where $C$ is the resolvent of $C_0$ and $C_1$ added to $F$ (line 15) is a solution to the QE problem in subspace $q$. If, say, $v \notin \text{Vars}(C_1)$ and so $C_1$ cannot be resolved on $v$, resolve clauses (line 14) returns $C_1$ itself since $C_1$ is falsified by $q$. In this case, no new clause is added to $F$. After $C$ is added, atomic Dseqs1 completes $Ω$ by generation of atomic D-sequents built due to presence of a clause falsified by $q$.

Suppose that at least one of formulas $F_{q_0}$ and $F_{q_1}$ is satisfiable. In this case, to finish solving the QE problem in subspace $q$, one needs to make sure that every $X$-clause is proved redundant in $F_q$. This means that every $X$-clause should have a D-sequent active in subspace $q$ and hence symmetric in the branching variable $v$. This work is done by procedure merge shown in Figure 3 that consists of three steps. In the first step, merge takes care of D-sequents of “old” $X$-clauses that are the clauses that were present in $F$ at the time the value of $v$ was flipped from $0$ to $1$. For every such $X$-clause, a D-sequent was derived in the left branch $v = 0$. In the second step, merge processes new $X$-clauses that is $X$-clauses generated in the right branch $v = 1$. No D-sequents were derived for such clauses in the branch $v = 0$. In the third step, if, say, clause $C_0$ mentioned above is not equal to nil, a D-sequent is generated for $C_0$ if it is an $X$-clause.

In the first step, merge needs to update only D-sequents of $X$-clauses that became non-redundant in the right branch because their D-sequents got inactive there (such D-sequents form set $Ω_{asym}$, see Subsection V-D). Let us denote this set of clauses as $G$. If a D-sequent of an $X$-clause $C$ from $G$ returned in the right branch is asymmetric in $v$, then \text{join\_dseqs\_of\_old\_clauses} (line 1) replaces it with a D-sequent symmetric in $v$ as follows. Let $S_0$ and $S_1$ be the D-sequents derived in the left and right branches respectively that state the redundancy of $C_{q_0}$ and $C_{q_1}$. Then \text{join\_dseqs\_of\_old\_clauses} joins $S_0$ and $S_1$ at $v$ producing a new D-sequent $S$. The latter states the redundancy of $C_q$ and is symmetric in $v$. D-sequent $S_1$ is replaced in $Ω$ with $S$.

Let $S_1$ be symmetric in $v$. If $F_{q_0}$ was unsatisfiable, then $S_1$ remains untouched. Otherwise, \text{join\_dseqs\_of\_old\_clauses} does the following. Let $S_1$ be equal to $s \rightarrow \{C\}$. First, the right branch assignment $v = 1$ is added to $s$, which makes $S_1$ asymmetric in $v$. Then $S_1$ is joined with $S_0$ at $v$ to produce a new D-sequent $S$ that is symmetric in $v$, $S$ replaces $S_1$ in $Ω$. The reason one cannot simply keep $S_1$ in $Ω$ untouched is as follows. As we mentioned above, the composability of D-sequents built by DCDS is based on the assumption that for every path of the search tree, $X$-clauses are proved redundant in a particular order. It can be shown that using D-sequent $S_1$ in subspace $q$ may violate this assumption and so break the composability of D-sequents.

Let $s$ be a D-sequent $s \rightarrow \{C\}$ derived in the right branch $v = 1$ where $C$ was generated in this branch i.e. $C$ is a new clause. Such D-sequents are processed in the second step of merge by procedure update\_dseqs\_of\_new\_clauses (line 2). If $S$ is symmetric in $v$, it simply remains in $Ω$ untouched. Otherwise, $S$ is updated by removing the assignment to $v$ from $s$. One can do this because the clause $C$ is implied by $F$ and has never been used in the left branch. So it can be considered as proved redundant in the left branch.

Finally, merge performs the third step (lines 3-5). Notice that if $v$ is not in $X$, then $C_0$ or $C_1$ is not an $X$-clause. This is because DCDS assigns non-quantified variables before those of $X$ (see Subsection V-C). So the last variable assigned in an $X$-clause is always a variable of $X$. Let us assume that $v \in X$ and $C_0 \neq \text{nil}$. (In the case $C_1 \neq \text{nil}$, merge works similarly.) Clause $(C_0)_q$ is equal to the unit clause $v$. Notice that $F_q$ does not contain a clause with literal $\overline{v}$ because this would mean that both $F_{q_0}$ and $F_{q_1}$ were unsatisfiable. So, $(C_0)_q$ is blocked in $F_q$ at variable $v$. Then an atomic D-sequent is built for $C_0$ as described in Subsection V-B.

F. Correctness of DCDS

Let DCDS be called on formula $Φ = \exists X[F]$ with $q = \emptyset$ and $Ω = \emptyset$. Here is an informal explanation of why DCDS produces the correct result. First, new clauses of $F$ are produced by resolution and so are correct in the sense they are implied by $F$. In particular, if $F$ is unsatisfiable, DCDS returns an empty clause that is a correct solution to the QE problem. Second, the atomic D-sequents built by DCDS are correct. Third, new D-sequents produced by operation join are correct. Fourth, the D-sequents of individual clauses are composable. So when DCDS returns to the root node of the search tree, it derives the correct D-sequent $(\exists X[F], \emptyset) → F^X$. Hence, by removing $X$-clauses from $F$, one obtains a CNF formula that is a correct solution to the QE problem.

Proposition 7: DCDS is sound and complete.

VI. A RUN OF DCDS ON A SIMPLE FORMULA

Let $\exists X[F]$ be an \(\exists\)CNF formula where $F = C_1 ∨ C_2$, $C_1 = \overline{y}_1 ∨ \overline{x}$, $C_2 = y_2 ∨ x$ and $X = \{x\}$. To identify a particular
$DCDS$ call we will use the corresponding assignment $q$. For example, $DCDS_{(y_1=1, y_2=0)}$ means that the assignments $y_1=1$ and $y_2=0$ were made at recursion depths 0 and 1 respectively. Originally, assignment $q$ is empty, so the initial call is $DCDS_{(\emptyset)}$. Figures 4, 5 show the work of $DCDS$. We use them to explain the algorithm of $DCDS$. For the sake of simplicity, in this example, we say that clause $C_i$, $i=1,2$ is blocked/redundant in $F_q$ meaning that it clause $(C_i)_q$ that is blocked/redundant in $F_q$.

**Fig. 4. Search tree built by $DCDS$.**

**Branching variables.** Figure 4 shows the search tree built by $DCDS$. Recall that $DCDS$ branches on variables of $Vars(F) \setminus X = \{y_1,y_2\}$ before those of $X$ (see Subsection V-C).

**Leaves.** The search tree of Figure 4 has four leaf nodes shown in dotted ovals. In each leaf node, either the $X$-clauses $C_1,C_2$ are proved redundant or one of them is falsified. For example, $C_1$ is satisfiable and $C_2$ is blocked, and hence $C_1, C_2$ are redundant, in leaf $(y_1=0)$ and clause $C_1$ is falsified in leaf $(y_1=1,y_2=0, x=1)$.

**Generation of new clauses.** $DCDS_{(y_1=1,y_2=0)}$ generates a new clause after branching on $x$. $DCDS_{(y_1=1,y_2=0, x=1)}$ returns $C_1$ since it is falsified in $F_{(y_1=1,y_2=0, x=1)}$. Similarly, $DCDS_{(y_1=1,y_2=0, x=0)}$ returns $C_2$ since it is falsified in $F_{(y_1=1,y_2=0, x=0)}$. As described in Subsection V-E, in this case, $DCDS$ resolves clauses $C_1$ and $C_2$ on the branching variable $x$. The resolvent $C_3 = \overline{y_1} \lor y_2$ is added to $F$.

**Generation of atomic $D$-sequents.** Figure 5 describes derivation of $D$-sequents. The atomic $D$-sequents are shown in dotted ovals. (Dotted boxes show $D$-sequents obtained by operation $join$. For instance, $C_1$ is satisfied by assignment $(y_1=0)$ and $C_2$ is blocked in $F_{(y_1=0)}$. So procedure atomic $D$-segs2 called by $DCDS_{(y_1=0)}$ generates atomic $D$-sequents $S_1$ and $S_2$ equal to $(y_1=0) \rightarrow \{C_1\}$ and $(y_1=0) \rightarrow \{C_2\}$ respectively. The atomic $D$-sequents $S_3$, $S_4$ are derived by procedure atomic $D$-segs1 called by $DCDS_{(y_1=1,y_2=0)}$. As we mentioned above, $DCDS_{(y_1=1,y_2=0)}$ adds clause $C_3 = \overline{y_1} \lor y_2$ to $F$. This clause is empty in $F_{(y_1=1,y_2=0)}$ and so $D$-sequents $S_3$, $S_4$ equal to $s \rightarrow \{C_1\}$, $s \rightarrow \{C_2\}$ respectively are generated. Here $s = (y_1=1,y_2=0)$ is the shortest assignment falsifying $C_3$.

**Switching from left to right branch.** Let us consider switching between branches by $DCDS_{(\emptyset)}$ where $y_1$ is picked for branching. The left branch of $\Omega_{(\emptyset)}$ returns $D$-sequents $S_1$, $S_2$ equal to $(y_1=0) \rightarrow \{C_1\}$ and $(y_1=0) \rightarrow \{C_2\}$ respectively.

Before starting the right branch $y_1 = 1$, $DCDS_{(\emptyset)}$ computes the set $\Omega_{asym}^{(0)}$ of $D$-sequents asymmetric in $y_1$. Since $S_1$ and $S_2$ contain an assignment to $y_1$, $\Omega_{asym}^{(0)} = \Omega_{(\emptyset)}$ and $DCDS_{(\emptyset)}$ removes $S_1$, $S_2$ from $\Omega$. So, before $DCDS_{(y_1=1)}$ is called, both $C_1$ and $C_2$ become non-redundant again.

**Branch merging.** Consider how branch merging is performed by $DCDS_{(y_1=1)}$. In the left branch $y_2=0$, $D$-sequents $S_3$, $S_4$ are derived that are asymmetric in $y_2$. In the right branch $y_2=1$, $D$-sequents $S_5$, $S_6$, also asymmetric in $y_2$, are produced. By joining $S_3$ and $S_6$ at $y_2$, $D$-sequent $S_7$ equal to $(y_1=1) \rightarrow \{C_1\}$ is derived. By joining $S_4$ and $S_5$ at $y_2$, $D$-sequent $S_8$ equal to $(y_1=1) \rightarrow \{C_2\}$ is derived. $D$-sequents $S_7$, $S_8$ state redundancy of $C_1, C_2$ in $\exists X[F_{(y_1=1)}]$.

**Termination.** When $DCDS_{(\emptyset)}$ terminates, $F = C_1 \land C_2 \land C_3$ where $C_3 = \overline{y_1} \lor y_2$ and composable $D$-sequents $\emptyset \rightarrow \{C_1\}$ and $\emptyset \rightarrow \{C_2\}$ are derived. By dropping the $X$-clauses $C_1, C_2$ one obtains $C_3 \equiv \exists X[C_1 \lor C_2]$.

**Concluding remarks.** Due to small size of $F$, some features of $DCDS$ are not exposed. For instance, the clause $C_3$ generated by $DCDS$ is not an $X$-clause. In general, $DCDS$ may produce new $X$-clauses whose redundancy one needs to prove along with the original $X$-clauses. Another consequence of using a small example is that $D$-sequents derived in every node has the form $s' \rightarrow \{C_1\}$ and $s'' \rightarrow \{C_2\}$ where $s' = s''$. For larger formulas, assignments $s$ of active $D$-sequents $s \rightarrow \{C\}$ may be vastly different for different clauses $C$.

**VII. EXPERIMENTAL RESULTS**

The objective of experiments was to compare the performance of $DDS$ and $DCDS$ on realistic examples and to give some comparison of $D$-sequent and BDD based algorithms. (A comparison of $DDS$ with SAT-based QE algorithms is given in [9].) Importantly, in the current implementations of $DDS$ and $DCDS$, $D$-sequents are not re-used. A $D$-sequent is discarded as soon as it is employed in a join operation.

We believe that reusing $D$-sequents will drastically boost the performance of both $DDS$ and $DCDS$ like conflict clause re-using speeds up SAT-algorithms. Re-using learned clauses in SAT-solving is beneficial because their involvement in BCP leads to new forced assignments. Re-using $D$-sequents gives the power of making “asymmetric” decision assignments. If, say, assignment $v = 0$ makes a lot of learned $D$-sequents active, then this branch may be much easier to finish than branch $v = 1$. Note that a forced assignment can be viewed as a special case of an asymmetric decision assignment where one of the two branches terminates immediately. Making asymmetric decision assignments leads to smaller search trees and so re-using $D$-sequents provides new exciting possibilities. However, tapping this power needs extra research. For that reason, we report experimental results for the algorithms without $D$-sequent re-using.

**TABLE I. Results on examples solved by $MC-DDS$ or $MC-DCDS$.** The time limit is 2,000s.

<table>
<thead>
<tr>
<th>model checker</th>
<th>MC-RDD</th>
<th>MC-DDS</th>
<th>MC-DCDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#solved</td>
<td>193</td>
<td>247</td>
<td>258</td>
</tr>
<tr>
<td>#timeouts</td>
<td>66</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>time for solved by all three (s.)</td>
<td>9.0800</td>
<td>11,293</td>
<td>1,698</td>
</tr>
</tbody>
</table>

We applied $DDS$ and $DCDS$ to backward model checking. Our implementation was straightforward: $DDS$ and
DCDS were used to compute backward images until an initial state or a fixed point were reached. We will refer to these model checkers as MC-DDS and MC-DCDS. In experiments, we also used the BDD-based model checker incorporated into the latest version of a tool called PdTrav [22] (courtesy of Gianpietro Cabodi). We ran PdTrav in the backward model checking mode with ternary simulation turned off (as a non-BDD optimization). The other non-BDD optimizations, e.g. computation of the cone of influence, remained active because there was no way to switch them off. Since DDS and DCDS maintain a single search tree, we also forced PdTrav to represent the transition relation by a monolithic BDD. (A D-sequent based QE algorithm does not have to build a single search tree e.g. it can employ restarts. However, using restarts requires storing and re-using D-sequents.) We will refer to PdTrav with the options above as MC-BDD.

In the experiments, we ran MC-DDS, MC-DCDS and MC-BDD on 758 benchmarks of the HWMCC-10 competition [23] with the time limit of 2,000 seconds. MC-BDD solved 374 benchmarks while MC-DDS and MC-DCDS solved 247 and 258 benchmarks respectively. This is not surprising taking into account the maturity of current BDD algorithms and their re-using of learned information via subgraph hashing. An important fact however is that MC-DCDS and even MC-DDS solved many problems that MC-BDD could not. So, in a sense, MC-DDS with MC-DCDS and MC-BDD favored different subsets of benchmarks.

Table I shows the results of the three model checkers on the 259 benchmarks solved by MC-DDS or MC-DCDS (i.e. favored by the two QE algorithms based on D-sequents). The second line of this table gives the number of benchmarks solved under 2,000s. The third line shows how many examples out of 259 were not solved in the time limit. The last line gives the total time in seconds for the benchmarks solved by all three model checkers. Table I shows that MC-DCDS significantly outperformed MC-DDS. Besides, a large number of problems solved by MC-DCDS were hard for MC-BDD. Figure 6 gives the performance of the three model checkers on the benchmarks solved by MC-DDS or MC-DCDS in terms of the number of problems finished in a given amount of time. MC-DCDS (the right line) consistently outperforms MC-DDS (the center line). Besides, on this set of benchmarks, both MC-DDS and MC-DCDS outperform MC-BDD (the left line).

Results of all three model checkers on some concrete benchmarks from the 259 benchmark set are given in Table II. Symbol ‘*’ marks benchmarks that were not solved in 2,000 s. The column iterations show the number of backward images computed by the algorithms before finding a bug or reaching a fixed point.

Table II shows the number of backward images computed by the algorithms before finding a bug or reaching a fixed point.

![Fig. 6. Performance of model checkers on 259 examples solved by MC-DDS or MC-DCDS](image)

Table III sheds light on why DCDS performs better than DDS. It shows results of applying both QE-algorithms to computing all bad states for some benchmarks (the first step of backward model checking). For either algorithm, we give the average size of atomic D-sequents and runtime. By the size of a D-sequent \( s \to \{ C \} \) we mean the number of variables assigned in \( s \). To make a fair comparison we excluded the atomic D-sequents of length 1 generated when \( X \)-clauses got satisfied. Such D-sequents are not built by DDS.

Table III. Relation between average size of atomic D-sequents and runtime

<table>
<thead>
<tr>
<th>benchmark</th>
<th>DDS</th>
<th>DCDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D-sequent size</td>
<td>time (s.)</td>
</tr>
<tr>
<td>bc3sensorp1</td>
<td>19</td>
<td>6.3</td>
</tr>
<tr>
<td>boblivea</td>
<td>19</td>
<td>44</td>
</tr>
<tr>
<td>bobsmac2c</td>
<td>7.4</td>
<td>96</td>
</tr>
<tr>
<td>cmuggagemax</td>
<td>20</td>
<td>3.6</td>
</tr>
<tr>
<td>csmacdp2</td>
<td>35</td>
<td>8.1</td>
</tr>
<tr>
<td>ejik344</td>
<td>6.0</td>
<td>7.5</td>
</tr>
<tr>
<td>pdivissou2p</td>
<td>8.4</td>
<td>82</td>
</tr>
<tr>
<td>pj2006</td>
<td>7.3</td>
<td>47</td>
</tr>
</tbody>
</table>

The results indicate that the size of atomic D-sequents derived by DCDS was smaller. The reason is as follows. When an \( X \)-clause is blocked at a variable \( v \in X \), DCDS generates a D-sequent \( s \to \{ C \} \) where \( s \) depends only on clauses that can be resolved with \( C \) on a variable \( v \). On the contrary, when a variable \( v \in X \) is blocked, DDS generates a D-sequent \( s \to \{ v \} \) where \( s \) depends on all clauses that can be resolved on variable \( v \). Such a D-sequent is, in general, much longer than \( s \to \{ C \} \).

VIII. BACKGROUND

The first practical QE algorithms were based on BDDs [3], [4]. Since we focus on SAT-based QE methods we do not discuss these algorithms here. The rest of QE algorithms can be roughly partitioned into two categories. The members of the first category employ various techniques to eliminate quantified variables of the formula one by one in some order [21], [1], [12], [20], [13]. Since such solvers to follow the fine structure of the formula, e.g., such solvers are not compositional [9]. That is they cannot make use of the fact that formula \( \exists X_1, X_2 [F_1 \land F_2] \) where \( Vars(F_1) \cap Vars(F_2) = \emptyset \) and \( X_1 \subseteq Vars(F_i) \), \( i = 1, 2 \) is equivalent to \( \exists X_1 [F_1] \land \exists X_2 [F_2] \).

In [9], we presented a QE algorithm called DDS that employs the machinery of D-sequents based on redundancy.
of variables. In a sense, DDS tries to take the best of both worlds. It branches and so can use different variable orders in different branches as the solvers of the second category. At the same time, in every branch, DDS eliminates quantified variables individually as the solvers of the first category, which makes it easier to follow the formula structure. In particular, DDS is compositional (as is DCDs).

Identification and removal of redundant clauses is used in preprocessing procedures of QBF-algorithms and SAT-solvers [6], [2]. Redundant clauses are also identified in the inner loop of SAT-solving (inprocessing) [19]. These procedures identify unconditional clause redundancies by recognizing the situations where such redundancies can be easily proved.

Notice that any X-clause C of a CNF formula F can be made redundant in $\exists X [F]$ as follows. Let $v \in Vars(C) \cap X$. Then $\exists X [F] \equiv \exists X [F \setminus \{C\} \cup G]$ where $G$ is the set of all clauses obtained by resolving $C$ with clauses of $F$ on $v$. In the context of SAT-solving, this fact has been established in [11], [19]. So to make $C$ redundant in $\exists X [F]$, one needs to add all the resolvents of $C$ with clauses of $F$ on a variable of $Vars(C) \cap X$. Hence, one can potentially solve QE by gradually eliminating X-clauses (including the new X-clauses produced by resolution) in some order. Unfortunately, this approach has two fundamental problems. The first problem is similar to that of variable elimination. There may not exist a single good order for elimination of X-clauses. The second problem is that global elimination of X-clauses one by one may lead to looping even for small formulas. That is after elimination of a number of clauses one can return to a formula seen earlier e.g. to the original formula. This is because elimination of a clause is accompanied by adding new clauses and so removed clauses may reappear again.

DCDS does not have the problems above. It is not limited by one global order because in different branches of the search tree redundancy of clauses is proved in different orders. DCDS does not have the problem of looping because the branches of a search tree are ordered and the algorithm cannot visit the same state twice.

IX. CONCLUSIONS

We continue to develop a calculus for solving propositional formulas with quantifiers based on the notion of dependency sequents (D-sequents). Previously, we introduced D-sequents recording redundancy of quantified variables. In this paper, we present a new type of D-sequents expressing redundancy of clauses containing quantified variables. The clause D-sequents are much more powerful that D-sequents based on variable redundancy. We use clause D-sequents to formulate a new algorithm of quantifier elimination called Derivation of Clause Dependency Sequents (DCDS).

We experimentally compared DCDS with a QE algorithm employing D-sequents based on variable redundancy in the context of model checking. The experiments showed that DCDS significantly outperformed its counterpart. We also compared a model checker based on DCDS with a BDD-based model checker. We found that there was a noticeable number of benchmarks where DCDS outperformed its BDD-based counterpart. These results are very promising taking into account that the current version of DCDS can be drastically improved e.g. by implementing D-sequent re-using.
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Abstract—Synthesis procedures compile relational specifications into functions. In addition to bounded domains, synthesis procedures are applicable to domains such as mathematical integers, where the domain and range of relations and synthesized code is unbounded. Previous work presented synthesis procedures that generate self-contained code and do not require components as inputs. The advantage of this approach is that it requires only specifications as user input. On the other hand, in some cases it can be desirable to require that the synthesized system reuses existing components. This paper describes a technique to automatically synthesize systems from components. It is also applicable to repair scenarios where the desired sub-component of the system should be replaced to satisfy the overall specification. The technique is sound, and it is complete for constraints for which an interpolation procedure exists, which includes e.g. propositional logic, bitvectors, linear integer arithmetic, recursive structures, finite sets, and extensions of the theory of arrays.

I. INTRODUCTION

Software synthesis is an active area of research [5], [13], [14] and has a long tradition [1], [10], [12]. We here pursue synthesis of functions from inputs to outputs that are guaranteed to satisfy a given input/output relation expressed in a decidable logic. Such approach have been referred to as complete functional synthesis [7], [8]. The appeal of this direction is that it synthesizes functions over unbounded domains whenever they exist, and that the produced code is guaranteed to satisfy the specification for the entire unbounded range of inputs. Synthesis procedures for propositional logic, linear rational arithmetic, and Boolean Algebra with Presburger Arithmetic and parametrized coefficients are presented in [6]–[8]. Synthesis procedures for algebraic data types and arrays are presented in [2].

The previous work demonstrated synthesis procedures that generate self-contained code and do not require components as inputs. This approach requires only the input/output specification as the user input. This is in contrast to some of the existing approaches that require components as inputs and enumerate different combinations of the components, checking which ones satisfy a specification. In general, however, synthesis from components is not only a way to simplify the synthesis task, but also a way to control the outcome of synthesis, making the process more predictable. It can be desirable to require synthesis procedures to reuse existing functionality, even if there exists a method to synthesize the system from scratch. For example, using existing components may have expected cost metrics in terms of computational complexity, or market availability. This paper presents techniques that can be used to ensure that a synthesis procedure reuses a given set of components in the synthesized code. The work in reactive LTL synthesis from components [9] deals with stateful reactive components but is limited to finite-state systems and encounters a 2EXPTIME lower bound, whereas we work in the stateless scenario but for infinite domains where we can leverage modern SMT solvers.

Our inspiration comes from generalizing methods such as resynthesis, which have proved useful for generation of combinational circuits [4], [15]. These techniques perform case analysis on boolean variables in the output, which makes them specific to finite domains. We show, however, that such complete technique can be devised for every decidable domain for which interpolation and synthesis procedures exists. This includes bitvector domains, potentially allowing synthesis of circuits at a higher level, as well as the domain of structures used in software, such as recursive algebraic data types, sets, linear integer arithmetic, and arrays. For the approach to work in practice, what is needed are well-behaved interpolation procedures that prefer simpler and computationally shorter interpolants, a requirement that is in any case desirable for interpolation in predicate abstraction refinement [3].

II. BACKGROUND: SYNTHESIS AS RELATION TRANSFORMATION

The starting point for our work is the framework for functional synthesis, as presented most recently in [2], whose notation we follow. For a high-level overview, please consult [7]. A synthesis problem is a triple \([\bar{a} \langle \phi \rangle \bar{x}]\), where \(\bar{a}\) is a set of input variables, \(\bar{x}\) is a set of output variables and \(\phi\) is a formula whose free variables are a subset of \(\bar{a} \cup \bar{x}\). A synthesis problem denotes a binary relation \(\{(\bar{a}, \bar{x}) \mid \phi\}\) between inputs and outputs. The goal of synthesis is to transform such relations until they become executable programs. Programs correspond to formulas of the form \(P \land (\bar{x} = T)\) where \(\text{vars}(P) \cup \text{vars}(T) \subseteq \bar{a}\). We denote programs by \(\langle P \mid T \rangle\). We call the formula \(P\) a precondition and call the term \(T\) a program term. We use \(\vdash\) to denote the transformation on synthesis problems, so

\[\lbrack \bar{a} \langle \phi \rangle \bar{x} \rbrack \vdash \lbrack \bar{a} \langle \phi' \rangle \bar{x} \rbrack\]  

means that the problem \(\lbrack \bar{a} \langle \phi \rangle \bar{x} \rbrack\) can be transformed into the problem \(\lbrack \bar{a} \langle \phi' \rangle \bar{x} \rbrack\). The variables on the right-hand side are always the same as on the left-hand side. Our goal is to compute, given \(\bar{a}\), one value of \(\bar{x}\) that satisfies \(\phi\). We therefore define the soundness of (1) as a process that refines the binary relation given by \(\phi\) into a smaller relation given by \(\phi'\), without reducing its domain. Expressed in terms of
formulas, the conditions become the following:

\[
\begin{align*}
\phi' & \models \phi \quad \text{refinement} \\
\exists x. \phi & \models \exists x. \phi' \quad \text{domain preservation}
\end{align*}
\]

In other words, \( \models \) denotes domain-preserving refinements of relations. Note that the dual entailment \( \exists x. \phi' \models \exists x. \phi \) also holds, but it follows from refinement. Note as well that \( \models \) is transitive. In most cases we will consider transformations whose result is a program: \([\bar{a} \ (\phi) \ \bar{x}] \models \langle P \mid T \rangle\). The correctness of such transformations reduces to

\[
P \models \phi[\bar{x} \rightarrow \bar{T}] \quad \text{refinement}
\]

\[
\exists x. \phi \models P \quad \text{domain preservation}
\]

A synthesis procedure for a theory \( T \) is given by a set of inference rules and a strategy for applying them such that every formula in the theory is transformed into a program.

III. INTERPOLATION FOR SYNTHESIS FROM COMPONENTS

We next show how synthesis procedure, even for unbounded domains, can leverage interpolation techniques to synthesize a function as a combination of other functions. This enables the user to control the synthesis process by requiring that the desired function is realized as a combination of results of given functions. The technique presented here is inspired by asking whether the finite-state resynthesis techniques from [4], which was experimentally shown to be useful in practice, could be lifted from propositional to the level of first-order theories. The key difficulty is that case analysis on the output, performed in [4], is not possible for infinite-domain theories. We present instead a more general formulation, which works in two stages: 1) construct a quantifier-free input/output constraint describing the implementation of the desired functionality from components, using interpolation for the theory of interest; and 2) synthesize the implementation from the input/output constraint, using the appropriate synthesis procedure.

A. Synthesis from Components as a Two-Step Process

Figure 1 summarizes the rules for synthesis from components. The general setup is given by the rule 'COMP' in Figure 1, which is a simple fact of first-order logic with equality. Given a function \( f : A \rightarrow C \), we encode the available components as another function \( g : A \rightarrow B \). Note that \( B \) can be a cross-product of any number of simpler domains, so \( g \) can encode any finite number of component functions. The goal is to express \( f \) in terms of the result of \( g \). In other words, we seek a function \( h \) such that \( f(x) = h(g(x)) \). 'COMP' rule gives one way to find such function \( h \):

1) construct a relational description \( I \) of the desired \( h \); we say \( I \) is a relational connector for obtaining \( f \) from \( g \).
2) find \( h \) as a refinement of the relational connector \( I \).

B. Correctness of Synthesis from a Relational Connector

To see why 'COMP' is correct, let the two assumptions in the rule hold, let \( x \) be arbitrary, define \( z \) by \( z = f(x) \) and \( b \) by \( b = g(x) \). Then \( I(g(x), z) \) by the first assumption, so \( I(g(x), h(g(x))) \) by the second assumption. Using the first assumption once again (with \( h(g(x)) \) as an instance of the universally quantified \( z \)), we conclude \( h(g(x)) = f(x) \), as desired.

C. Finding Relational Connector Using Interpolation

We next turn to the problem of finding the relational connector \( I \). The key insight is that a single call to a theorem prover that can compute interpolants [11] is sufficient to find \( I \) with the desired property, \( \forall x, z. I(g(x), z) \iff z = f(x) \). This is captured by the 'INT-UNIQ' rule, which stands for "interpolating uniqueness".

To understand the rule, observe that it contains two entailments (universally quantified implications), which, chained together, can be represented as the following property of \( f \) and \( g \):

\[
\begin{align*}
f(x_1) &= z_1 \land g(x_1) = y_1 \land y_1 = y_2 \land I(y_2, z_1) \\
g(x_2) &= y_2 \land f(x_2) = z_2 \land I(b(z_2), h(b(z_2))) \\
\end{align*}
\]

By rearranging the order of assumptions, we can equivalently write this condition as:

\[
\begin{align*}
g(x_1) &= y_1 \land g(x_2) = y_2 \land y_1 = y_2 \\
f(x_1) &= z_1 \\
f(x_2) &= z_2 \\
\end{align*}
\]

This condition states that if \( g \) computes the same result on two arguments \( x_1, x_2 \), then so does \( f \). Such condition is necessary for the existence of a function \( h \) that would enable us to compute \( f(x) \) as \( h(g(x)) \). Indeed, if \( g(x_1) = g(x_2) \) then
$h(g(x_1)) = h(g(x_2))$, so we need to have also $f(x_1) = f(x_2)$. Therefore, whenever we can hope to find a function $h$, we know that the above implication holds. Moreover, if the logic in which $f,g$ are described has the interpolation property, we know that an interpolant $I$ exists. For a decidable logic with interpolation property, rule 'INT-UNIQ' gives an effective algorithm for computing $I$ from $f$ and $g$.

D. Why Interpolants Precisely Characterize Relational Connectors

We have seen that an $I$ can be found such that the assumptions of the 'INT-UNIQ' rule hold. This ensures that the assumptions of 'INT-UNIQ' rule can be satisfied in practice. We next show the correctness of 'INT-UNIQ': any $I$ that is found in such interpolation process satisfies the conclusion of the 'INT-UNIQ' rule, so it can be used in the 'COMP' rule. Consider the first assumption of 'INT-UNIQ':

$$f(x_1) = z_1 \land g(x_1) = y_1 \land y_1 = y_2 \models I(y_2, z_1)$$

Using one-point rule we eliminate $y_1$ and $y_2$, replacing them with $g(x_1)$. The result is

$$f(x_1) = z_1 \models I(g(x_1), z_1) \quad (3)$$

Consider the second rule:

$$I(y_2, z_1) \models (g(x_2) = y_2 \land f(x_2) = z_2 \rightarrow z_1 = z_2)$$

Using one-point rule we replace $y_2$ with $g(x_2)$ and replace $z_2$ with $f(x_2)$, obtaining

$$I(g(x_2), z_1) \models z_1 = f(x_2) \quad (4)$$

By renaming the variables and conjoining (3) and (4), we obtain the desired equivalence:

$$\forall x,y. I(g(x), z) \leftrightarrow z = f(x)$$

E. Informal Summary of the Idea

In summary, to express $f(x)$ as $h(g(x))$, we state a necessary condition (2) for $f$ to depend only on the result of $g$, writing it in a flat form. We then split conjuncts in such a way to separate two uses if $f,g$ between the two sides of the interpolant. Such split leads to interpolants that precisely specify the relationship between the variables $y$ and $z$, which is the relationship $I$ that we wish to synthesize.

F. From Relation to Function Using Synthesis Procedures

The relational connector $I$ is a relation, so we wish to find a function that refines it. This is where the idea of synthesis using interpolation connects to the framework of synthesis procedures [2], [6]–[8]. The result is a syntactic variant of the rule 'COMP', which we denote 'COMP-S' in Figure 1. The relational connector $I$ is now represented as a formula $I$ with free variables: $b$ (ranging over the set $B$, the results of $g$) and $z$ (the desired result of the computation of $f$ and $h$). Application that was expressed in 'COMP' as $I(g(x), z)$ therefore becomes the substitution $I[b := g(x)]$. Similarly, the desired function $h$ is expressed as a syntactic term $H$ with the free variable $b$. The condition $f(x) = h(g(x))$ then becomes a synthesis step that transforms $f(x)$ into the term $H[b := g(x)]$ that has $x$ as the free variable.

The key step is $[b \models (H \models P)]$, which takes the relational connector and transforms it into a function given by $H$. In the process, it generates the most general precondition, $P$. In terms of the rule 'COMP', the condition $P$ corresponds to the condition $\exists z : I(b, z)$, because of the domain-preservation requirement of the "$\models" operator.

Intuitively, because $I$ is only applied to values $g(x)$, the precondition $P$ contains the range of $g$, so it becomes trivially satisfied in the overall function $h(g(x))$. This allows us to synthesize a program $H[b := g(x)]$ with a trivial, true, precondition $\top$ in the conclusion of the rule.

IV. FURTHER GENERALIZATIONS

Note that our results apply to any theory for which we have synthesis procedures. The discovery of a relational connector does not even require a synthesis procedure, only interpolation. In practice, we have demonstrated synthesis for many theories and they typically have interpolation [2], [7], [8].

A. Tuples and Passing Inputs

Recall that in the original problem we synthesize $h(y)$ such that $f(x) = h(g(x))$. Note that adding the notion of n-tuples does not change decidability in most cases, because tuple variables can be replaced by individual variables. Thus, we may assume, when convenient, that $x$ is a vector and that $g$ returns a vector.

It can be useful to make some of the coordinates of $x$ directly available to $h$. To describe this case, we let $x = (x_0, x_1)$ and let $g(x_0, x_1) = (x_0, g_1(x_1))$. Applying the existing rules in Figure 1 to such $g$ we obtain $f(x_0, x_1) = h(x_0, g_1(x_1))$, as desired.

B. Partial Specifications

It may appear at first that the techniques presented here only work when we are given a complete specification of a problem as a function from inputs to outputs. We next show that the framework also supports enforcing arbitrary partial specifications (properties). Indeed, suppose we have a desired specification relation $r \subseteq A \times B$. We view it as a function $f' : A' \rightarrow C'$ where $A'$ is $A \times B$ and $C'$ is \{0, 1\}. We then define $g$ to make appropriate transformations on the elements of $A$, and, for example, pass the elements of $B$ unchanged. Then synthesis of $h$ finds the combination of the outputs of $g$ that enforces the desired properties $f'$, which is again special case of synthesis in our framework.

C. Output Components and Synthesis in Arbitrary Context

So far we considered a problem where given components $(g)$ pre-process the input, which then feeds into the function $h$ that we need to synthesize. It is natural to consider a dual question (see Figure 2): we are given components $k$ that will post-process the result, and we need to synthesize inputs for such components. This problem turns out to be directly
\[ f : A \to C \quad h : A \to B \quad k : B \to C \]
\[ \forall x, y. \, I(x, y) \leftrightarrow k(y) = f(x) \]
\[ \forall a. \, (\exists y. I(a, y)) \to I(a, h(a)) \]
\[ \forall x. f(x) = k(h(x)) \]
\[ \text{vars}(F) \subseteq \{x\} \quad \text{vars}(K) \subseteq \{y\} \]
\[ [x \vdash (K = F) \; y] \vdash (P \mid H) \quad \text{O-COMP-S} \]

Fig. 2. When components apply before output, we need no interpolation expressible using synthesis procedures framework, without a quantified synthesis condition. Figure 2 summarizes this case using the semantic rule and the corresponding syntactic synthesis procedure counterpart. In general, the components directly feed into the synthesis procedure invocation. Having pre- and post-processing components simultaneously is therefore solved using the same technique as in the case of pre-processing components alone.

D. Synthesis in Arbitrary Context and Repair

We have concluded that we can do synthesis of missing components that are fed arbitrary inputs, and whose outputs are processed in an arbitrary way. We can therefore solve for \( h \) constraints of the form \( \forall x. k(h(g(x))) = f(x) \), where \( f \) can either check the property or compute value of any other desired type. Such generality enables us to use our framework to repair a given function in two steps: identify the error component, replace it with the unknown component \( h \), then solve for \( h \) to enforce the desired constraints. This formulation may help generalize techniques used to solve the engineering change order (ECO) problem [15] to unbounded domains.

E. Synthesizing Multiple Components

Both the argument and the result of \( h \) can be a tuple. Therefore, we are able to solve synthesis problems of the form

\[ \forall x. k(h_1(g_1(x)), \ldots, g_n(x)), \ldots, h_m(g_1(x), \ldots, g_n(x))) = f(x) \]

This means that we can solve for any number of unknown components. However, note that the results of all components of \( g \) are fed into each unknown component. It may be desirable to restrict the inputs of \( h_i \) to only a subset of the variables \( x \), solving instead the problem of the form, (for some different component functions \( g_j \)):

\[ \forall x. k(h_1(g_1(x)), \ldots, h_m(g_m(x))) = f(x) \]

To solve such problem we interpolate the following entailment, which, as before, expresses that the result of \( f \) only depends on the intermediate results returned by all of \( g_j \):

\[ f(x_1) = z_1 \land \bigwedge_{j=1}^{m} g_j(x_1) = y_1^j \land \bigwedge_{j=1}^{m} y_1^j = y_2^j \]

\[ f(x_2) = z_2 \land \bigwedge_{j=1}^{m} g_j(x_2) = y_2^j \rightarrow z_1 = z_2 \]

The resulting interpolant is of the form \( I(y_1^1, \ldots, y_1^m, z_1) \); we can easily show that it satisfies, for all \( x \) and \( z \),

\[ I(g_1(x), \ldots, g_m(x), z) \leftrightarrow z = f(x) \]

using an entirely analogous proof as in Section III. From such component described using a relation \( I \) we can, as before, obtain a function using a synthesis procedure. We thus obtain soundness and completeness for such synthesis of multiple components that are fed distinct parts of the input (Figure 3).

In addition to the previous advantages, this generalization enables the user to encode the intuition about independence between variables into the synthesis problem.
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Abstract—Model checking by symbolic trajectory evaluation, orchestrated in a flexible functional-programming framework, is a well-established technology for correctness verification of industrial-scale circuit designs. Most verifications in this domain require decomposition into subproblems that symbolic trajectory evaluation can handle, and deductive theorem proving has long been proposed as a complement to symbolic trajectory evaluation to enable such compositional reasoning. This paper describes an approach to verification by symbolic simulation, called Relational STE, that raises verification properties to the purely logical level, suitable for compositional reasoning in a theorem prover. We also introduce a new deductive theorem prover, called Goaled, that has been integrated into Intel’s Forte verification framework for this purpose. We illustrate the effectiveness of this combination of technologies by describing a general framework, accessible to non-experts, that is widely used for verification and regression validation of integer multipliers at Intel.

I. INTRODUCTION AND MOTIVATION

Forte [1] is a formal verification environment, based on symbolic circuit simulation, that is well-established as an effective solution to large-scale, datapath correctness verification at Intel Corporation [2], [3], [4], [5], [6]. Two prominent successes are the verification of the entire execution cluster of the Intel Core 2 Duo [7] and Core i7 processors [8]. Some challenging control-dominated designs have also been verified [9].

The foundation for verification of circuit properties in Forte is symbolic trajectory evaluation [10]. Symbolic trajectory evaluation (STE) is a model-checking method powered by symbolic circuit simulation: it computes expressions for circuit outputs in terms of variables that stand for inputs, and checks that the circuit behaviours obtained satisfy temporal logic formulas, computing the exact region of any disagreement. These features give a seamless connection between simulation and verification, as well as comprehensive feedback on failed properties—two key elements of an effective methodology for large-scale formal verification [1], [11].

To control complexity, STE adds a flexible mechanism for partitioned abstraction [12], [13]. But, like any model checker, STE still has limited capacity. Forte therefore complements model checking with a higher-order logic theorem prover of similar design to the HOL system [14]. Theorem proving bridges the gap between big, industrially-important verification tasks and tractable model checking problems. At Intel, Forte is commonly used to provide assurance of functional correctness—rather than ‘bug hunting’. (Other tools are used for assertion-based verification.) The verifications tackled are therefore large and highly complex, and almost always require some form of problem decomposition into tractable model-checking cases. A typical high-level correctness statement may decompose in complex ways into tens or even hundreds of individual STE properties. Theorem proving helps assure the verification engineer that these do indeed join up to imply the overall correctness result. Problem decompositions also commonly spin out side conditions that can’t be checked by STE itself, but which yield to validation by theorem proving.

The Forte approach is to integrate model checking and theorem proving within the single framework of a functional programming language and its runtime system. A highly engineered implementation of STE is built into the core of the language, with numerous entry points into the internals of the model-checking algorithm provided as user-visible functions. Classically, verification in Forte has been viewed as programming activity, in which the functional language is used directly by verification engineers to orchestrate proofs and customize the tools to meet complex verification challenges [1].

More recently, however, the focus at Intel has been shifting to a higher level approach, enabled by two key technical developments: a new theorem prover called Goaled and a higher level formulation of property verification by symbolic simulation called Relational STE. Goaled is a complete replacement for Forte’s original theorem prover, ThmTac [1], [15]. Goaled has a much more complete logical basis than ThmTac and is fully integrated with reFlECt [16], a principled redesign and implementation of the system’s original functional programming language. Relational STE liberates the user from the low-level temporal logic of primitive STE. It allows properties to be expressed in terms of purely logical constraints, which are suitable for compositional reasoning with the Goaled theorem prover.

In this paper, we give the first detailed account of Goaled and Relational STE, and of the higher level approach to verification enabled by these technical developments. We illustrate the approach by describing a general framework for integer multiplier verification that puts the power of Forte into the hands of non-experts, and which is widely used for verification and regression validation of multipliers at Intel.

Intel’s deployments of STE and Forte are among the most substantial and sustained formal verification efforts in industry; and, for some time, they were distinctive in general approach. It is therefore encouraging to see the emergence of some
impressive results obtained at Centaur Technology [17], [18] using a framework, based around the ACL2 theorem prover, that has many parallels with Forte—as well as some significant differences. We discuss this work in some detail in Section V.

II. THE INTEGRATED GOALED THEOREM PROVER

Theorem proving as a complement to STE model-checking has a long history. The combination was pioneered in the early 1990s in an academic predecessor of Forte called Voss [19]; this was followed by a series of systems that linked STE and theorem proving, culminating in today’s mature integration within Forte of the comparatively full-featured theorem prover Goaled—an integrated combination that is seeing increasing use in production verification projects.

HOL-Voss was a mathematically-principled hybrid of symbolic trajectory evaluation and reasoning in the HOL theorem prover [20], [21]. Formal definitions were made in HOL of the mathematical entities of trajectory evaluation and some of the functional programming constructs used in Voss to specify data operations and circuit properties assertions. STE proofs done by Voss could then generate HOL theorems framed in this theory, and one could use HOL to construct higher-level arguments from these. The circuit model remained external to HOL and was represented by an uninterpreted logical constant.

At around the same time, Hazelhurst and Seger developed a simple theorem prover within Voss itself for reasoning in a sound and complete system of inference rules for the temporal logic of STE [22]. The prover was augmented with some ad-hoc ‘domain knowledge’, such as algebraic rules of multiplication, and had some automatic proof heuristics. The idea was to integrate—in a single framework this time—model checking by symbolic simulation and deductive reasoning about ‘deeply embedded’ assertions of the STE logic.

A step-change in integration came with the realisation that one might unify the functional programming language for scripting STE and the logical language within which reasoning is done.¹ Lifted-FL [15] was a deep embedding of the underlying term structure of Voss’s functional programming language, called ‘FL’, within itself. This term structure is essentially the typed λ-calculus, the same as that of the higher-order logic in a theorem prover, such as HOL, that uses Church’s formulation of the logic [24]. The syntactic theorems of a theorem prover implemented within Voss could now just be quoted fragments of FL—i.e. functional program expressions, of Boolean type, that are manipulated as data within the system. Moreover, since logical formulas were now just program expressions, FL’s native evaluator could (sometimes) be used to prove them. This gave very fast proof by evaluation, as a complement to more laborious deductive inference.

Two generations of a theorem prover called ThmTac [1], [15] were built around this idea and used with STE to verify several challenging industrial circuit designs for which decomposition was essential [1], [25], [26]. This strongly validated the general approach, but the system still had some shortcomings. The logical and programming languages didn’t completely align—the most notable gap being pattern matching, which was compiled away in the process of parsing quoted FL expressions. The correct logical treatment of type definitions and recursive function definitions was largely passed over. The core of the theorem prover consisted of a collection of ‘trusted tactics’, so the logical basis was ad-hoc. More seriously, this meant that theorem proving was biased towards interactive, goal-directed proof [27], limiting its appeal to non-experts. Finally, reasoning was still focussed on circuit properties expressed in the primitive temporal logic of STE.

The next step was an extensive ‘rational reconstruction’ of the programming language, FL. This was aimed, among other things, at making the connection between the programming and logical language much more principled. It also enabled a host of engineering improvements to the system. The result was ReFLect [16], the language at the heart of the version of Voss—by now renamed Forte—used today in production formal verification projects at Intel.

ReFLect was designed from the start with theorem proving in mind. The aim was to have precisely the same λ-calculus at the core of both the logic and the programming language, and for the theorem prover and the ReFLect interpreter to use identical internal data structures. This allows flexible (but, for logical soundness, still carefully regulated) intermixture of deduction in the theorem prover and evaluation in the interpreter, including proof by evaluation. To gain confidence in the soundness of this integration, a rather intricate reduction semantics for the language was designed, the rules of which could then be made primitive inference rules of the theorem prover. One innovation was the introduction of function definitions by pattern matching over quoted code, and a major challenge was formulating the right reduction rules for this.

Goaled is a full-featured, but still lightweight, higher order logic theorem prover built in ReFLect for reasoning about ReFLect programs. The system is heavily influenced by HOL and HOL Light [28]; it can be seen as a reimplementations of these, but with a radically extended λ-calculus. Following the LCF paradigm, it is built on a trusted core of primitive inference rules, expressed in terms of new formulations of the usual pre-logic primitives of α-equivalence, term matching, substitution, and so on. The core includes a full basis for ordinary higher-order logic, full rules for term reduction—including pattern matching over quoted terms—and certain reflection rules for moving between logic and native evaluation.

Function definitions and type definitions in the logic, including quotient types, originate as programming language definitions made at the ReFLect interpreter level. But, although arbitrary definitions are permitted in the interpreter, definitions are made visible in the logic only after surviving scrutiny. This design choice is motivated by the reality of how ReFLect is used in practice. ReFLect is used for hardware specification and proof scripting, where formal proof is valuable or even essential—but also for tool implementation and general purpose programming, where proof is optional, if it is possible.

¹This idea had long been predated, of course, by the pioneering ACL2 theorem prover [23], which uses Applicative Common Lisp for both the implementation and the logical languages.
at all. Quotient types are defined in \texttt{reFECT} by proposing an
equality-testing function, and are made visible in the logic
upon proof that the equality-testing function is an equivalence
relation. Functions that operate on quotient types are made
visible in the logic upon proof that they respect equality for
that type. Recursive function definitions that pass a syntactic
test for primitive recursion are admitted immediately, but
in general termination must be proved by exhibiting a well
founded relation \( R \) and supplying a proof that the arguments
to each recursive call decrease with respect to \( R \).

Above this fundamental level, Goaled includes formalized
theories of Booleans, the option type, natural numbers, in-
tegers, rationals, functions, pairs, and lists. There are also
more hardware-oriented theories of fixed-width and variable-
length bitvector arithmetic. Proof automation, largely ported
from HOL, includes full-featured rewriting and simplification,
including unification, monomial ordering, and a Fourier-Motzkin solver
in linear arithmetic over \( \mathbb{N}, \mathbb{Z}, \) and \( \mathbb{Q} \). Following common
practice in this domain, Goaled has sequent ‘tagging’ to enable
integration with external decision procedures.

All these capabilities were added to Goaled in response
to practical reasoning needs. In particular, they support the features of \texttt{reFECT}
commonly used in verification practice, including
overloading, records and quotient types. For the time
being, we have found this to be adequate for our domain and
a good characterization of ‘lightweight’ theorem proving in this
setting. We needed much more than originally envisaged when,
say, ThmTac was introduced. But it is still much less than
what mainstream theorem provers such as HOL, Coq [29],
or Isabelle/HOL [30] have. This is natural, because the activity
we support is more about reasoning about functional programs
than, say, doing proofs in algebraic mathematics or reasoning
about inductively-defined discrete structures.

III. RELATIONAL STE: FROM SIMULATION TO LOGIC

Symbolic trajectory evaluation (STE) is a model-checking
algorithm that proves properties of circuit behaviour using
ordinary higher order logic of these theorem provers.2

A. Circuit Execution Semantics and STE Formulas

Let us introduce some basic definitions. A circuit is a well-
formed interconnection of combinational gates and sequential
elements, such as flip-flops and latches. An execution is a function
\( \text{of type } (\text{string } \times \text{num}) \rightarrow \text{bool} \) that assigns to each
circuit node, named by the string, a Boolean value at each
point in time, represented by a natural number. The behaviour
of a circuit is a predicate on executions—or, equivalently, a
set of executions.

We shall assume the existence of a function
\[
[\text{ckt}]: ((\text{string } \times \text{num}) \rightarrow \text{bool}) \rightarrow \text{bool}
\]
that gives us the behaviour of a circuit, i.e. a predicate
determining whether a given execution \( e \) is consistent with
the circuit. Analogously, we also write \([\_\_]\) for a predicate
specifying whether an execution \( e \) is consistent with the five-
tuple list \( \text{ant} \). We are deliberately vague about how a circuit
is represented concretely, but note that if a representation is
chosen it is a relatively simple matter to define the function \([\_\_]\)
mathematically. In essence, one would use the classical ‘rela-
tional’ approach that is well-known from hardware modelling
in higher-order logic [32].

B. Relational STE

STE has proven to be an extremely useful verification
engine in practice, and has been the key enabler for most
of Intel’s formal verification success stories. Nevertheless, the

\[\text{guard, node, value, start, end}\]

where \text{guard} and \text{value} are formulas of propositional logic
(usually BDDs, but a non-canonical representation aimed at
SAT is supported too), \text{node} is a node name (a string), and
\text{start} and \text{end} are non-negative integers. The meaning is that
if \text{guard} holds, then \text{node} has \text{value} from simulation cycle
\text{start} up to but excluding simulation cycle \text{end}.

ThmTac and earlier theorem provers for STE provided
a specialised deductive system for compositional reasoning
about the trajectory assertions in the form just introduced.
In essence, lists of 5-tuples constituted a ‘deep embedding’
of a syntax of trajectory assertions; and rules were added to
higher order logic that constituted an axiomatic theory of the
embedded STE simulation logic. Consequently, the deductive
system for circuit properties was not well integrated with the
ordinary higher order logic of these theorem provers.

2Some bridges between the two levels were, however, provided by certain
quantifier rules and axioms about ‘parametric’ encoding of assumptions.
language of trajectory assertions severely limits the classes of properties that can be expressed natively. In effect, trajectory assertions require a specification to be functional: given inputs, the specification dictates the values the outputs shall have, potentially under some do-care conditions.

Many informal specifications occurring in practice do not fall into this category, the simplest one being ‘nodes a and b are mutually exclusive’. Such relational specifications become especially important as the abstraction level of specifications rises. For example, a natural specification of a scheduler might say ‘an operation with its sources ready will be scheduled for execution’, while intentionally leaving open the selection between different ready operations. When verifying relational specifications with STE, the established practice has been to use STE as a symbolic simulation engine only, and to write ad hoc FL code to compute the satisfaction of the specification on the basis of simulation values queried from the STE trace.

Relational STE, or rSTE in short, has been crafted as a systematic solution to the problem of expressing and verifying general relational specifications, while retaining the use of STE as the underlying symbolic simulation engine.

In what follows, we give an overview of the technical underpinnings of rSTE. The notation we use is an idealization of the Goaled higher order logic. As discussed in Section II, phrases of this logic are simultaneously reFEcI programs, so we shall employ a mixture of functional programming and logical notation. The reader is spared the concrete syntax of the actual Forte implementation, which for historical reasons is similar to that of the original ‘Edinburgh’ ML [33].

The basic building blocks for rSTE specifications are called constraints. Conceptually, a constraint is simply a predicate on circuit executions. Technically, a constraint $c$ consists of three parts: name, predicate and signature, denoted by $\text{name } c$, $\text{pred } c$ and $\text{sig } c$, respectively. The name is simply a string that is used to identify the constraint for user convenience, e.g. for informational messages. The predicate is a function

$$\text{pred } c :: (\text{string } \times \text{num} ) \rightarrow \text{bool} \rightarrow \text{bool}$$

and the signature is a list of $\text{string } \times \text{num}$ pairs. The predicate refers to a finite collection of individually specified circuit nodes and points of time, conceptually querying their values in a circuit execution given to the predicate as an argument, and computes a Boolean function of these values. The signature lists all the nodes referred to by the predicate, and the times at which their value is accessed.

For example, the constraint shown below could be used to express the informal property that ‘circuit nodes $a$ and $b$ are mutually exclusive at time point 2’.

$$\text{CONSTR} \text{“ab_mutex”}$$

$$\lambda c. \neg ((c(a,2)) \land (c(b,2)))$$

$$[(a,2),(b,2)]$$

We extend the predicate function $\text{pred}$ to a constraint list $cl = [c_1, \ldots, c_n]$, implicitly considered conjuncted, by:

$$\text{pred1 } cl \ e \ \text{def } (\text{pred } c_1 \ e) \land \ldots \land (\text{pred } c_n \ e)$$

The user interface to rSTE is through a reFEcI function

$$\text{rSTE } \text{ckt antc antv cin cout opts}$$

The first two arguments to rSTE, the circuit $\text{ckt}$ and the constant antecedent $\text{antc}$, describe the ‘static’ aspects of the verification task. Here $\text{antc}$ is a five-tuple list, exactly as used in classical STE; but it is used in rSTE only to set constant value assignments, e.g. clock patterns, testability signals, etc., that are shared by all verification tasks on the circuit. In classical STE, the antecedent is also used to assign symbolic variables to circuit nodes; in rSTE this aspect is separated out as a distinct variable binding antecedent $\text{antv}$, which allows the user only to bind positive instances of distinct symbolic variables to circuit nodes. Every circuit node is mentioned in $\text{antc}$ or $\text{antv}$ or is assigned an unknown ‘X’ value at the start of the simulation, so this covers the full state-space. For more discussion on symbolic variable bindings, see [34].

The main logical content of an rSTE verification task is described with the input and output constraint lists $\text{cin}$ and $\text{cout}$. The meaning is that if the input constraints $\text{cin}$ hold, then circuit behaviour under simulation will satisfy the output constraints $\text{cout}$. In theory, the constraints could be combined into an implication $\text{cin} \Rightarrow \text{cout}$. In practice, however, verification of each element in $\text{cout}$ may be carried out separately to alleviate complexity. Separating out the constraints $\text{cin}$ can also allow some them to be injected into the symbolic simulation using parametric substitution [26], further improving efficiency.

Finally the options list $\text{opts}$ gives the user fine-grained control over how rSTE carries out the verification task. For example, the computation may require use of a parametric representation of boolean functions [26], a specific circuit abstraction method, or certain simulation or constraint satisfaction engines: e.g. BDD-based analysis vs SAT-based analysis. The user specifies all such choices through the rSTE options.

Internally, the reFEcI function rSTE uses the constant and variable binding antecedents $\text{antc}$ and $\text{antv}$ as well the user-given options $\text{opts}$ to construct a classical STE antecedent. It then carries out symbolic simulation with STE using this antecedent as stimulus. Following the symbolic simulation, an execution $\hat{e}$ is available that ‘reads off’ symbolic values on circuit nodes at any specified times. To establish truth or falsehood of the rSTE assertion, the implication

$$(\text{pred1 } \text{cin } \hat{e}) \Rightarrow (\text{pred1 } \text{cout } \hat{e})$$

is evaluated over $\hat{e}$, either using BDDs or a SAT solver, depending on user options.

The relational formulation of symbolic trajectory evaluation preserves the power of the underlying STE algorithm while enabling much richer specifications—in particular ones describing relations between nodes values rather than just functions. Since its introduction, rSTE has been the workhorse of datapath verification at Intel; many thousands of individual operations, from the very simple to the very complex, have been verified in several microprocessor families and over the course of several generations.
In the classical theory of STE, the ‘fundamental theorem’ relates a successful run of the symbolic simulator to the logical property it establishes. For rSTE, the fundamental theorem has a particularly elegant formulation:

\[ \forall \text{ckt antc antv cin cout opts} . \]
\[ \text{rSTE ckt antc antv cin cout opts} \implies \forall e. [\text{ckt}] e \land [\text{antc}] e \implies \]
\[ (\text{pred1 cin } e) \implies (\text{pred1 cout } e) \]

Most important for the purpose of this paper, the relational formulation eliminates the need to use specialized STE inference rules and apparatus for temporal reasoning. The relational formulation makes it ‘just’ higher order logic. Reasoning about functional and temporal aspects of circuit behavior takes place in a uniform framework: higher order logic. Indeed, rSTE itself is a function that can be reasoned about in higher order logic. In Section IV, we illustrate a practical application of this; reasoning about automatically generated specifications and automatically generated calls to rSTE.

Notice that the symbolic variables bound by \text{antv} do not appear in the correctness property inferable from a successful run of rSTE. This is intentional: we use symbolic simulation and computation only as a means to the end goal of verifying universally quantified claims. The identity of the symbolic variables and the precise bindings do not matter, as long as distinct variables are bound to distinct circuit nodes and times, which rSTE checks automatically.

IV. A FRAMEWORK FOR INTEGER MULTIPLICATION

Figure 1 shows a Booth multiplier. Its principles of operation are simple. First, one of the operands, \emph{S1} say, is Booth encoded: \emph{N} Booth coefficients \emph{BE}i(\emph{S1}) are computed such that

\[ -2^k < \text{BE}_i(\text{S1}) < 2^k \]

for \(0 \leq i < N\) and \(k > 0\). A given multiplicand \emph{S1} has many valid Booth encodings, but the Booth coefficients are always required to satisfy

\[ \text{S1} = \sum_{i=0}^{N-1} \text{BE}_i(\text{S1}) \times 2^{ki}. \]  

(1)

The quantity \(2^k\) is called the \emph{radix}.

Second, a set of \(N\) \emph{partial products} is computed, one for each Booth coefficient:

\[ \text{PP}_i = \text{BE}_i(\text{S1}) \times \text{S2} \] 

(2)

for \(0 \leq i < N\).

Finally, the \(N\) partial products are shifted and summed to yield the product \emph{PROD}:

\[ \text{PROD} = \sum_{i=0}^{N-1} \text{PP}_i \times 2^{ki} \] 

(3)

Automatic input-to-output verification of even a moderately-sized multiplier is beyond the capacity of the BDD- and SAT-based verification approaches commonly deployed in industry.

But verification of Equations (1), (2), and (3) is tractable and can be done automatically using rSTE. Once these are established it will require only straightforward algebraic reasoning to prove, on paper or in Goaled, that

\[ \text{PROD} = \text{S1} \times \text{S2} \] 

(4)

Consider now the task of verifying an actual circuit implementation of a Booth multiplier. Typically, a circuit expects to receive a valid clock pattern and the assertion of some interface control signals requesting the execution of a multiplication operation. In rSTE verification, we would fix a constant reference time for the start of the operation, and code the expected clock and control signal patterns by a constant antecedent \text{antc}. The circuit will read source data values on designated signals at some fixed delay after the start of the operation. Then, Booth encodings and partial products will be computed, and partial products summed together to produce a final product on designated result signals at some later time.

To map the conceptual proof stages above to an actual circuit implementation, we need to first identify the circuit signals for both sources \emph{S1} and \emph{S2}, the partial products and the final product, with the appropriate timing relative to the fixed start of the operation, and code these as \text{string} \times \text{num} lists s1, s2, pp, and prod, respectively. The function \text{s2i} interprets the values on such lists, relative to a given circuit execution, as integers using two’s complement encoding.

We construct an rSTE constraint to check correctness of the Booth coefficients using Equation (1) as specification:

\[ \text{eqn1}(x) \overset{\text{def}}{=} x \sum_{i=0}^{N-1} \text{BE}_i(x) \times 2^{ki} \]

\[ \text{boothc} \overset{\text{def}}{=} \text{CONSTR} \text{ “boothOK” \langle e. eqn1(s2i e s1) \rangle s1} \]

As before, we use ordinary mathematical notation in definitions; \text{reFINITE} notation differs in style but not in substance.
We now use rSTE to verify that the constraint `boothc` holds for all executions of the circuit. We will use the variable binding antecedent `antv` to assign distinct symbolic variables to all the source data signals at the time the circuit is expected to read their values, and execute the rSTE call

\[
\text{rSTE ckt antc antv [ ] [boothc] opts.}
\]

Success of this call allows us to conclude, via the fundamental theorem, that

\[
\forall e. \, [\text{ckt}] \, e \land [\text{antc}] \, e \implies (\text{pred1} [\text{boothc}] \, e) \implies (\text{pred1} \, e)
\]

By expanding the definition of `pred1` and employing a few of Goaled’s standard theorems about lists, this simplifies to

\[
\forall e. \, [\text{ckt}] \, e \land [\text{antc}] \, e \implies \text{eqn1}(s2i \, e \, s1).
\]

Finally, expanding the definition of the auxiliary function `eqn1` yields a theorem asserting that the Booth coefficients bear the correct relationship to the circuit nodes `s1`.

\[
\forall e. \, [\text{ckt}] \, e \land [\text{antc}] \, e \implies s2i \, e \, s1 = \sum_{i=0}^{N-1} BE_i(s2i \, e \, s1) \times 2^{ki}.
\]

In similar fashion, we define constraints corresponding to Equations (2) and (3):

\[
\text{eqn2}(w, x, y) \triangleq w_i = BE_i(x) \times y
\]

\[
\text{ppc}(i) \triangleq \text{CONSTRAINT "ppiOK" (λe. eqn2 (s2i \, e \, pp_i, s2i \, e \, s1, s2i \, e \, s2))}
\]

\[
\text{eqn3}(z, w) \triangleq z = \sum_{i=0}^{N-1} w_i \times 2^{ki}
\]

\[
\text{prodc} \triangleq \text{CONSTRAINT "prodOK" (λe. eqn3 (s2i \, e \, prod, map (s2i \, e \, pp) ))}
\]

With these definitions in hand we execute the remaining rSTE runs. There are \( N + 2 \) in all, one for `boothc`, one instance of `ppc` for each of the \( N \) partial products, and one final run to check `prodc`. For all except the final run we use the variable binding antecedent to assign variables to the source data signals; in the final run we use it to assign distinct symbolic variables to the partial product signals.

Using a BDD variable ordering that aligns the bits in partial products according to their position in the summation, we can handle verification of most Wallace tree adders occurring in Intel designs, up to extended precision floating point multipliers. For a minority of designs, a further cut-point in the middle of the Wallace tree is needed to manage BDD complexity, and Equation (3) is split into two obligations.

If all of these verification runs are successful, we can use the fundamental theorem of rSTE and simple rewriting and logical reasoning to conclude that

\[
\forall e. \, [\text{ckt}] \, e \land [\text{antc}] \, e \implies
\]

\[
(s2i \, e \, s1 = \sum_{i=0}^{N-1} BE_i(s2i \, e \, s1) \times 2^{ki} \land
\]

\[
(\lambda_{i=0}^{N-1} s2i \, e \, pp_i = BE_i(s2i \, e \, s1) \times s2i \, e \, s2) \land
\]

\[
(s2i \, e \, prod = \sum_{i=0}^{N-1} (s2i \, e \, pp_i) \times 2^{ki})
\]

From here, routine arithmetic reasoning yields a theorem asserting the correctness of the multiplier implementation:

\[
\forall e. \, [\text{ckt}] \, e \land [\text{antc}] \, e \implies (s2i \, e \, prod) = (s2i \, e \, s1) \times (s2i \, e \, s2)
\]

Note that these results were obtained using only standard logical reasoning, without the use of purpose-built inference rules for STE. This is due to the direct representation of rSTE constraints in the logic of Goaled, and our formulation of the fundamental theorem of rSTE that directly exposes the logical import of each successful rSTE run.

A. A General Framework for Multipliers

The method outlined above suffices to verify the correctness of one multiplier. Wide deployment across a large corporation presents additional challenges. Surface details like signal names and their timing vary from design to design, as do radix and operand widths. Designs differ more fundamentally in how they choose to encode Booth coefficients and partial products and how they represent flags and exceptional conditions. Many design-specific quirks are handled by customizing functions like `s2i` that extract values from the circuit trace, allowing us to view the circuit as if it was a vanilla design. If an implementation feature cannot be ‘explained away’ like this, the reference model is generalized to handle it. In addition, each `design organization` has its own validation and regression practices and software that supports them.

To address this diversity of designs and design environments, we have developed over the last decade a general framework for multiplier verification. The notion of constraints is generalized to allow predicates over arbitrary domains, with the constraints over circuit executions described in Section III being a special case. Abstraction mappings between constraints are used to separate the essence of the specifications and proofs shown above from accidental details of particular designs. The framework is designed to be configured and used by non-experts, who are responsible for supplying design details (signal names, representation of partial products, and so on) and setting configuration parameters (for example, radix and operand width). Behind the scenes, a sophisticated set of `reffect` scripts arranges for design-specific specifications to be generated and orchestrates the necessary runs of rSTE.

Although the scripts are written with care, they are under continual refinement—each new design and design environment introduces some wrinkle—making it impossible to prove correctness of the scripts once and for all. There is a very real
risk that script errors will result in generation of incorrect specifications or an incomplete set of rSTE runs. To verify correct operation of the scripts, we have integrated Goaled with our multiplier verification framework. During nightly RTL regression, Goaled analyzes the scripts at source level to determine what specifications are generated and what rSTE runs are executed. A proof is programatically constructed, along the lines shown above, that these specs and rSTE runs are sufficient to ensure correctness of the circuit. This capability is currently deployed in a ‘live’ CPU design project.

Goaled also plays a more traditional role in our multiplier verification framework. Several side conditions arise in our compositional proofs that would be difficult or impossible to prove using BDDs or SAT. For example, this assumption is required in the proof of the Wallace tree adder:

$$\min\{S1S2, S1S2, S1S2, S1S2\} \leq \sum_{i=0}^{N-1} PP_i \times 2^{ki}$$

where \( \sigma(x) \) denotes the largest (smallest) value of the bitvector \( x \). A Goaled proof is immediate from Equations (1) and (2).

V. RELATED WORK

Integration of model-checking and theorem proving was proposed as early as the mid 1990s [35], and many experiments in combining the technologies have been reported. One of these, ACL2SIX [36], integrates the ACL2 theorem prover and IBM’s SixthSense verification tool. The combination was used to verify a pipelined \( 53 \times 43 \) bit multiplier, by a decomposition strategy similar to the example presented in Section IV. Some more general verification frameworks that effectively combine two technologies have also been designed, two prominent examples being Prosper [37] and SAL [38].

The published research on applied formal verification most closely related to Forte is work on a verification toolflow used at Centaur Technology to help ensure correctness of their X86-compatible microprocessors [17], [18]. Developed and deployed by a team of engineers and scientists at Centaur and UT Austin, the framework integrates several reasoning tools and is based around the well-established ACL2 theorem prover [23]. As with Forte at Intel, a prominent application is the verification of floating-point and integer arithmetic hardware. Of course ACL2 itself, and its predecessor the Boyer-Moore theorem prover, have a long history of successful application to hardware verification [39], [40].

A notable feature of the Centaur framework is that it is built on top of publicly-available software tools: ACL2 itself and special-purpose tools such as the ZZ framework [41] and ABC [42]. The impressive verification results cited in [17], [18] and [43] show that a robust and practical toolflow of considerable capacity can be built in this way. By contrast, Forte is an in-house tool, highly engineered and optimised through years of use on challenging problems at Intel.

The two frameworks have many features in common, at least at a general level: symbolic circuit simulation is a central technology for generating circuit properties; individual properties of a proof are composed together in a theorem prover, to build up more complete verifications; and both systems are embedded in a general purpose programming language, so they can be extended and customised. Both tools can read and give semantics to large circuit models at either gate or transistor levels. Proof regression is a common verification activity carried out with both frameworks.

A significant difference between Forte and the Centaur framework is the depth of integration of circuit simulation. In Forte, the symbolic simulation algorithm is built in to reFECT and not exposed to reasoning at the level of the Goaled theorem prover. There are reFECT functions that can be used to explore and manipulate the structure of the circuit model, and access its state-transition semantics. But for efficiency the simulator itself is hard-coded into the internals of reFECT. Although the STE algorithm has been independently verified [44], there are no plans to verify the highly engineered Forte internal simulator. In the Centaur system based on ACL2, the symbolic circuit simulator is written in ACL2 itself. It is hence available as a formal object about which proofs can be done—and, indeed, has been verified correct [45].

The successful industrial deployment of two major verification frameworks, Forte at Intel and the ACL2-based tools at Centaur Technology, show that this idea has come of age industrially. Moreover the parallels between the two systems, each quite different from the other in numerous matters of detail, strengthens the conclusion that this kind of architecture represents a general solution in this important domain.

VI. SUMMARY AND PROSPECTS

This paper has described what we hope to be the basis for a step-change in the exploitation of theorem proving as a complement to symbolic simulation for compositional verification of circuit designs. Relational STE raises the level of the properties obtained from symbolic trajectory evaluation to pure logic. Compositional reasoning can then be done straightforwardly in higher-order logic, rather than with specialised STE inference rules. A ‘lightweight’ theorem prover, Goaled, has been designed for this purpose and tightly integrated into Forte, the STE programming environment used at Intel. The utility of this approach is exemplified by a general tool for validation of integer multipliers that soundly automates complex proof decompositions for non-expert users, entirely ‘hiding’ the theorem proving support for this.

Future work on Goaled includes development of a theory of floating point operations at bit level. This is intended for certification of conformance to IEEE Standard 754 of ‘reference models’ of floating point algorithms expressed as reFECT programs. Valuable results of this kind been obtained in the past using ThmTac [1]; it is hoped that a capability for this in Goaled will aid in maintaining the certification of reference algorithms as they become more complex over time.

Future work on Relational STE includes fully integrating SAT-based symbolic trajectory evaluation into the framework, alongside BDDs. This is largely a matter of engineering. More challenging from a research perspective will be the incorporation of symbolic indexing, a flexible and somewhat
subtle mechanism for abstraction in STE, into the Relational STE flow. This may leverage past work on abstraction transformations [46] and automatic symbolic indexing [13].
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Abstract—We study SMT problems over the reals containing ordinary differential equations. They are important for formal verification of realistic hybrid systems and embedded software. We develop δ-complete algorithms for SMT formulas that are purely existentially quantified, as well as $\exists\forall$-formulas whose universal quantification is restricted to the time variables. We demonstrate scalability of the algorithms, as implemented in our open-source solver dReal, on SMT benchmarks with several hundred nonlinear ODEs and variables.

I. INTRODUCTION

Hybrid systems tightly combine finite automata and continuous dynamics. In most cases, the continuous components are specified by ordinary differential equations (ODEs). Thus, formal verification of general hybrid systems requires reasoning about logic formulas over the reals that contain ODE constraints. This problem is considered very difficult and has not been investigated in the context of decision procedures until recently [7], [8], [16]. It is believed that current techniques are not powerful enough to handle formulas that arise from formal verification of realistic hybrid systems, which typically contain many nonlinear ODEs and other constraints.

Since the first-order theory over the reals with trigonometric functions is already undecidable, solving formulas with general ODEs seems inherently impossible. We have resolved much of this theoretical difficulty by proposing the study of δ-complete decision procedures for such formulas [10]. An algorithm is δ-complete for a set of SMT formulas, where δ is an arbitrary positive rational number, if it correctly decides whether a formula is unsatisfiable or δ-satisfiable. Here, a formula is δ-satisfiable if, under some δ-perturbations, a syntactic variant of the original formula is satisfiable [9]. We have shown that δ-complete decision procedures are suitable for various formal verification tasks [9], [10]. We have also proved that δ-complete decision procedures exist for SMT problems over the reals with Lipschitz-continuous ODEs. Such results serve as a theoretical foundation for developing practical decision procedures for the SMT problem.

In this paper we study practical δ-complete algorithms for SMT formulas over the reals with ODEs. We show that such algorithms can be made powerful enough to scale to realistic benchmark formulas with several hundred nonlinear ODEs.

We develop decision procedures for the problem following a standard DPLL(ICP) framework, which relies on constraint solving algorithms as studied in Interval Constraint Propagation (ICP) [2]. In this framework, for any ODE system we can consider its solution function $\vec{x}_t = f(t, \vec{x}_0)$ as a constraint between the initial variables $\vec{x}_0$, time variable $t$, and the final state variables $\vec{x}_t$. We define pruning operators that take interval assignments on $\vec{x}_0$, $t$, and $\vec{x}_t$ as inputs, and output refined interval assignments on these variables. We formally prove that the proposed algorithms are δ-complete. Beyond standard SMT problems where all variables are existentially quantified, we also study $\exists\forall$-formulas under the restriction that the universal quantifications are limited to the time variables (we call them $\exists\forall^t$-formulas). Such formulas have been an obstacle in SMT-based verification of hybrid systems [4], [5].

In brief, this paper makes the following contributions:

- We formalize the SMT problem over the reals with general Lipschitz-continuous ODEs, and illustrate its expressiveness by encoding various standard problems concerning ODEs: initial and boundary value problems, parameter synthesis problems, differential algebraic equations, and bounded model checking of hybrid systems. In some cases, $\exists\forall^t$-formulas are needed.

- We propose algorithms for solving SMT with ODEs, using ODE constraints to design pruning operators in a branch-and-prune framework. We handle both standard SMT problems with only existentially quantified variables, as well as $\exists\forall^t$-formulas. We prove that the algorithms are δ-complete.

- We demonstrate the scalability of the algorithms, as implemented in our open-source solver dReal [11], on realistic benchmarks encoding formal verification problems for several nonlinear hybrid systems.

Related Work. Solving real constraints with ODEs has a wide range of applications, and much previous work exists for classes with special structures in different paradigms [6], [13], [18]. Recently [12] proposed a more general constraint solving framework, focusing on the formulation of the problem in the standard CP framework. On the SMT solving side, several authors have considered logical combinations of ODE constraints and proposed partial decision procedures [7], [8], [16]. We aim to extend and formalize existing algorithms for a general SMT theory with ODES, and formally prove that they can be made δ-complete. In terms of practical performance, the proposed algorithms are made scalable to various benchmarks that contain hundreds of nonlinear ODEs and variables.

The paper is organized as follows. In Section II, we define the SMT problem with ODEs and show how it can encode various standard problems with ODEs. In Section III, we propose algorithms in the DPLL(ICP) framework for solving fully existentially quantified formulas as well as $\exists\forall^t$ formulas. In Section IV we show experimental results.
II. SMT OVER THE REALS WITH ODES

A. A First-Order Signature with Computable Real Functions

As studied in Computable Analysis [19], [17], we can encode real numbers as infinite strings, and develop a computability theory of real functions using Turing machines that perform operations using oracles encoding real numbers. We briefly review definitions and results of importance to us. Throughout the paper we use $\| \cdot \|$ to denote the max norm $\| \cdot \|_\infty$ over $\mathbb{R}^n$ for various $n$. First, a name of a real number is a sequence of rational numbers converging to it:

**Definition 1 (Names).** A name of $a \in \mathbb{R}$ is any function $\gamma_a : \mathbb{N} \to \mathbb{Q}$ that satisfies: for any $i \in \mathbb{N}$, $|\gamma_a(i) - a| < 2^{-i}$. For $\bar{a} \in \mathbb{R}^n$, $\gamma_{\bar{a}}(i) = \langle \gamma_{a_1}(i), ..., \gamma_{a_n}(i) \rangle$. We write the set of all possible names for $\bar{a}$ as $\Gamma(\bar{a})$.

Next, a real function $f$ is **computable** if there is a Turing machine that can compute the value of $f(x)$ up to an arbitrary precision $2^{-i}$, where $i \in \mathbb{N}$. Formally:

**Definition 2 (Computable Functions).** We say $f : \subseteq \mathbb{R}^n \to \mathbb{R}$ is computable if there exists an oracle Turing machine $M_f$ such that for any $\bar{x} \in \text{dom}(f)$, any name $\gamma_{\bar{x}}$ of $\bar{x}$, and any $i \in \mathbb{N}$, the machine uses $\gamma_{\bar{x}}$ as an oracle and $i$ as an input to compute a rational number $M_f^i(\bar{x})$ satisfying $|M_f^i(\bar{x}) - f(\bar{x})| < 2^{-i}$.

The definition requires that for any $\bar{x} \in \text{dom}(f)$, with access to an arbitrary oracle encoding the name $\gamma_{\bar{x}}$ of $\bar{x}$, $M_f$ outputs a $2^{-i}$-approximation of $f(\bar{x})$. In other words, the sequence $M_f^i(1), M_f^i(2), ...$, is a name of $f(\bar{x})$. Intuitively, $f$ is computable if an arbitrarily good approximation of $f(\bar{x})$ can be obtained using any good enough approximation to any $\bar{x} \in \text{dom}(f)$. Most common continuous real functions are computable [19]. Addition, multiplication, absolute value, min, max, exp, sin. Compositions of computable functions are computable. In particular, solution functions of Lipschitz-continuous ordinary differential equations are computable, as we explain next.

B. Solution Functions of ODEs

We now show that the framework of computable functions allows us to consider solution functions of ODE systems.

**Notation 3.** We use $\bar{x} = \bar{y}$ between $n$-dimensional vectors to denote the system of equations $x_i = y_i$ for $1 \leq i \leq n$.

Let $D \subseteq \mathbb{R}^n$ be compact and $g_i : D \to \mathbb{R}$ be $n$ Lipschitz-continuous functions, which means that for some constant $c_i \in \mathbb{R}^+$ $(1 \leq i \leq n)$, for all $\bar{x}_1, \bar{x}_2 \in D$,

$$|g_i(\bar{x}_1) - g_i(\bar{x}_2)| \leq c_i |\bar{x}_1 - \bar{x}_2|.$$  

Let $t$ be a variable over $\mathbb{R}$. We consider the first-order autonomous ODE system

$$\frac{d\bar{y}}{dt} = g(\bar{y}(t, \bar{x}_0)) \quad \text{and} \quad \bar{y}(0, \bar{x}_0) = \bar{x}_0$$  

where $\bar{x}_0 \in D$. Here, each

$$y_i : \mathbb{R} \times D \to \mathbb{R}$$

is called the $i$-th solution function of the ODE system (1).

A key result in computable analysis is that these solution functions are computable, in the sense of Definition 2:

**Proposition 4 ([17]).** The solution functions $\bar{y}$ in the form of (2) of the ODE system (1) are computable over $\mathbb{R} \times D$.

To see why this is true, recall that for any $t \in \mathbb{R}$ and $\bar{x}_0 \in D$, the value of the solution function follows the Picard-Lindelöf form:

$$\bar{y}(t, \bar{x}_0) = \int_{0}^{t} g(\bar{y}(s, \bar{x}_0)) ds + \bar{x}_0.$$  

Approximations of the right-hand side of the equation can be computed by finite sums, theoretically up to an arbitrary precision.

C. SMT Problems and $\delta$-Complete Decision Procedures

We now let $\mathcal{F}$ denote an arbitrary collection of computable real functions, which can naturally contain solution functions of ODE systems in the form of (2). Let $L_{\mathcal{F}}$ denote the first-order signature $\langle F, < \rangle$, where constants are seen as 0-ary functions in $\mathcal{F}$. Let $\mathbb{R}_{\mathcal{F}}$ be the structure $\langle \mathbb{R}, F^\mathbb{R}, < \rangle$ that interprets $L_{\mathcal{F}}$-formulas in the standard way. We focus on formulas whose variables take values from bounded domains, which can be defined using bounded quantifiers:

**Definition 5 (Bounded Quantifiers).** The bounded quantifiers $\exists[u,v]$ and $\forall[u,v]$ are defined as

$$\exists[u,v].\varphi =_d \exists.x : (u \leq x \land x \leq v \land \varphi),$$

$$\forall[u,v].\varphi =_d \forall.x : (u \leq x \land x \leq v \to \varphi),$$

where $u$ and $v$ denote $L_{\mathcal{F}}$ terms, whose variables only contain free variables in $\varphi$ excluding $x$. It is easy to check that $\exists[u,v].x.\varphi \leftrightarrow \neg \forall[u,v].\neg x.\varphi$.

The key definition in our framework is $\delta$-**variants** of first-order formulas:

**Definition 6 ($\delta$-Variants).** Let $\delta \in \mathbb{Q}^+ \cup \{0\}$, and $\varphi$ a bounded $L_{\mathcal{F},x}$-sentence of the standard form

$$\varphi : Q_1^i x_1 \cdots Q_n^i x_n \psi[t_i(\bar{x}) > 0; t_j(\bar{x}) \geq 0],$$

where $i \in \{1, ..., k\}$ and $j \in \{k+1, ..., m\}$. Note that negations are represented by sign changes on the terms. The $\delta$-weakening $\varphi^\delta$ of $\varphi$ is defined as the result of replacing each atom $t_i > 0$ by $t_i > -\delta$ and $t_j \geq 0$ by $t_j \geq -\delta$. That is,

$$\varphi^\delta : Q_1^i x_1 \cdots Q_n^i x_n \psi[t_i(\bar{x}) > -\delta; t_j(\bar{x}) \geq -\delta].$$

The SMT problem is standardly defined as deciding satisfiability of quantifier-free formulas, which is equivalent to deciding the truth value of fully existentially quantified sentences. We will also consider formulas that are partially universally quantified. Thus, we consider both $\Sigma_1$ and $\Sigma_2$ formulas here.

**Definition 7 (Bounded $\Sigma_1$- and $\Sigma_2$-SMT Problems).** A $\Sigma_1$-SMT problem is a formula of the form

$$\exists^{t_1} x_1 \cdots \exists^{t_n} x_n. \varphi(\bar{x})$$

and a $\Sigma_2$-SMT problem is of the form

$$\exists^{t_1} x_1 \cdots \exists^{t_n} x_n. \forall^{t_{n+1}} x_{n+1} \cdots \forall^{t_m} x_m. \varphi(\bar{x}).$$
In both cases φ(⃗x) is a quantifier-free L_{R,x}-formula.

Definition 8 (δ-Completeness [9]). Let S be a set of L_{R,x}-formulas, and δ ∈ Q^+. We say a decision procedure A is δ-complete for S, if for any φ ∈ S, A correctly returns one of the following answers

- φ is false;
- φ^δ is true.

If the two cases overlap, either one is correct.

We have proved in [10] that δ-complete decision procedures exist for arbitrary bounded L_{R,x}-sentences. In particular, there exists δ-complete decision procedures for the bounded Σ_1 and Σ_2 SMT problems. This serves as the theoretical foundation as well as a correctness requirement for the practical algorithms that we will develop in the following sections.

D. SMT Encoding of Standard Problems with ODEs

In this section, we list several standard problems related to ODE systems and show that they can be easily encoded and generalized through SMT formulas. They motivate the development of decision procedures for the theory.

Remark 9. In all the following cases, solutions to the standard problems are obtained from witnesses for the existentially quantified variables in the SMT formulas.

Remark 10. In the definitions below, when the solution functions ⃗y of ODE systems are written as part of a formula, no analytic forms are needed. They are functions included in the signature L_{R,x}.

Generalized Initial Value Problems. Given an ODE system, the standard initial value problem asks for a solution of the variables at certain time, given a complete assignment to the initial conditions of the system. In the form of SMT formulas, we easily allow the initial conditions to be constrained by arbitrary quantifier-free L_{R,x}-formulas:

Definition 11 (Generalized IVP). Let X ⊆ R^n be a compact domain, T ∈ R^+, and ⃗y : [0, T] × X → X be the computable solution functions of an ODE system. Let t ∈ [0, T] be an arbitrary constant that represents a time point of interest. The generalized IVP problem is defined by formulas of the form:

\[ \exists X_x \exists X_{⃗x}. \varphi(⃗x_0) ∧ ⃗x = ⃗y(t, ⃗x_0), \]

where φ is a quantifier-free L_{R,x}-formula constraining the initial states ⃗x_0, and ⃗x is the needed value for time point t.

Generalized Boundary Value Problems. Given an ODE system, the standard boundary value problem is concerned with computing the computable solution function when part of the variables are assigned values at the beginning of flow, and part of the variables as assigned values at the end of the flow. A generalized version as encoded by SMT formulas is:

Definition 12 (Generalized BVP). Let X ⊆ R^n be a compact domain, T ∈ R^+, and ⃗y : [0, T] × X → X be the solution functions of an ODE system. Let t, t' ∈ [0, T] be two time points of interest. The generalized BVP problem is:

\[ \exists X_{x_0} \exists X_{x_1} \exists X_{⃗x_1} \varphi(⃗x_0, ⃗x_1, t) ∧ ⃗x_1 = ⃗y(t, ⃗x_0) ∧ ⃗x = ⃗y(t', ⃗x_0) \]

where φ is a quantifier-free L_{R,x}-formula that specifies the boundary conditions. Note that ⃗x is the value that we are interested in solving in the chosen time point t'.

Data-Fitting and Parameter Synthesis. The data fitting problem is the following. Suppose an ODE system has part of its parameters unspecified. Given a sequence of data \{(t_i, ⃗a_i), ..., (t_k, ⃗a_k)\}, we need to find the values of the missing parameters of the original ODE system. More formally:

Definition 13 (Data-Fitting Problems). Let X ⊆ R^n and P ⊆ R^m be compact domains, T ∈ R^+, and ⃗y(⃗p) : [0, T] × X → X be the solution functions of an ODE system, where ⃗p ∈ P be a vector of parameters. Let \{(t_1, ⃗a_1), ..., (t_k, ⃗a_k)\} be a sequence of pairs in [0, T] × X. The data-fitting problem is defined by:

\[ \exists P \exists X_{x_0}. \varphi(⃗x_0) ∧ ⃗a_i = ⃗y(⃗p, t_i, ⃗x_0) ∧ ⋯ ∧ ⃗a_k = ⃗y(⃗p, t_k, ⃗x_0), \]

where a quantifier-free φ constrains the initial states ⃗x_0.

Differential Algebraic Equations. DAE problems combine ODEs and algebraic constraints:

\[ \frac{dy}{dt} = g(⃗y(t, ⃗y_0), ⃗z) \]
\[ 0 = h(⃗y, ⃗z, t) \]

where ⃗y, ⃗y_0 ∈ R^n, ⃗z ∈ R^m. To express the problem in L_{R,x}, we need to use extra universal quantification to ensure that the algebraic relations hold throughout the time duration. Again, we can also generalize the equation in (4) to an arbitrary quantifier-free L_{R,x}-formula. The problem is encoded as:

Definition 14 (DAE Problems). Let X ⊆ R^n be a compact domain, T ∈ R^+, and ⃗y : [0, T] × X × X → X be the computable solution functions of the ODE system in (3) parameterized by ⃗z. Let h be defined by (4). Let t ∈ [0, T] be a time point of interest. A DAE problem is defined by the following formula:

\[ \exists X_{x_0} \exists X_{⃗x} \exists X_{⃗z} \exists [0,t'] \].

\[ \varphi(⃗x_0) ∧ ⃗x = ⃗y(t, ⃗x_0, ⃗z) ∧ h(⃗y(⃗x_0, t'), ⃗z, t') = 0 \]

where a quantifier-free φ specifies the initial conditions for ⃗y, and ⃗z is the needed value at time point t.

Bounded Model Checking of Hybrid Systems. Bounded model checking problems for hybrid systems can be naturally encoded as SMT formulas with ODEs [7], [8], [16], [4], [5]. We consider a simple hybrid system to show an example. Let H be an n-dimensional 2-mode hybrid system. In mode 1, the flow of the system follows an ODE system whose solution function is ⃗y_1(t, ⃗x_0), and in mode 2, it follows another solution function ⃗y_2(t, ⃗x_0). The jump condition from mode 1 to mode 2 is specified by jump(⃗x, ⃗x'). The invariants are specified by inv_1(⃗x) and for mode i. Let unsafe(⃗x) denote an unsafe region. Let the continuous variables be bounded in X and time be bounded in [0, T]. Now, if H starts from mode 1 with initial states satisfying init(⃗x), it can reach the unsafe region after one discrete jump from mode 1 to mode 2, iff the following formula is true:

\[ \exists X_{x_1} \exists X_{x_1'} \exists X_{x_2} \exists X_{x_2'} \exists [0,T_1]T_1 \exists [0,T_2]T_2 \exists [0,0.1]t'_1 \exists [0,0.1]t'_2.

init(⃗x_1) ∧ ⃗x_1 = ⃗y_1(t_1, ⃗x_1) ∧ inv_1(⃗y_1(t_1, ⃗x_1)) ∧ jump(⃗x_1', ⃗x_2) ∧ ⃗x_2 = ⃗y_2(t_2, ⃗x_2) ∧ inv_2(⃗y_2(t_2, ⃗x_2)) ∧ unsafe(⃗x_2'). \]
The encoding can be explained as follows. For each mode, we use two variable vectors $\vec{x}_i$ and $\vec{x}'_i$ to represent the continuous flows, $\vec{x}_i$ denote the starting values of a flow, and $\vec{x}'_i$ denotes the final values. In mode 1, the flow starts with some values in the initial states, specified by init($\vec{x}_1$). Then, we follow the continuous dynamics in mode 1, so that $\vec{x}'_1$ denotes the final value $\vec{x}'_1 = \vec{y}(t_1, \vec{x}_1)$. Then the system follows the jumping condition and resets the variables from $\vec{x}'_1$ to $\vec{x}_2$ as specified by jump($\vec{x}_1', \vec{x}_2$). After that, the system follows the flow in mode 2. In the end, we check if the final state $\vec{x}_2$ in mode 2 satisfies the unsafe predicate, unsafe($\vec{x}_2$).

### III. ALGORITHMS

#### A. The ICP framework

The method of Interval Constraint Propagation (ICP) [2] finds solutions of real constraints using a “branch-and-prune” method that performs constraint propagation of interval assignments on real variables. The intervals are represented by floating-point end-points. Only over-approximations of the function values are used, which are defined by interval extensions of real functions.

**Definition 15** (Floating-Point Intervals and Hulls). Let $\mathbb{F}$ denote the finite set of all floating point numbers with symbols $-\infty$ and $+\infty$ under the conventional order $\prec$. Let

$$\mathbb{IF} = \{ [a, b] \subset \mathbb{R} : a, b \in \mathbb{F}, a \leq b \}$$

and

$$\mathbb{BF} = \bigcup_{n=1}^{\infty} \mathbb{IF}_n$$

denote the set of closed real intervals with floating-point end-points, and the set of boxes with these intervals, respectively. When $S \subset \mathbb{R}^n$ is a set of real numbers, the hull of $S$ is:

$$\text{Hull}(S) = \bigcap \{ B \in \mathbb{BF} : S \subseteq B \}.$$

**Definition 16** (Interval Extension [2]). Suppose $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is a real function. An interval extension operator $\sharp(\cdot)$ maps $f$ to a function $\sharp f : \mathbb{BF} \rightarrow \mathbb{IF}$, such that for any $B \in \text{dom}(\sharp f)$, it is always true that $\{ f(\vec{x}) : \vec{x} \in B \} \subseteq \sharp f(B)$.

**Algorithm 1** ICP($f_1, \ldots, f_m, B_0 = I^0_1 \times \cdots \times I^0_n$, $\delta$)

1: $S \leftarrow B_0$
2: while $S \neq \emptyset$ do
3: \hspace{0.5cm} $B \leftarrow S$.pop()
4: \hspace{1cm} while $\exists 1 \leq i \leq m, B \neq \delta$ Prune($B, f_i$) do
5: \hspace{1.5cm} $B \leftarrow \text{Prune}(B, f_i)$
6: \hspace{0.5cm} end while
7: \hspace{1cm} if $B \neq \emptyset$ then
8: \hspace{1.5cm} if $\exists 1 \leq i \leq n, |\sharp f_i(B)| \geq \delta$ then
9: \hspace{2cm} $\{ B_1, B_2 \} \leftarrow \text{Branch}(B, i)$
10: \hspace{2cm} $S$.push($\{ B_1, B_2 \}$)
11: \hspace{1.5cm} else
12: \hspace{2cm} return sat
13: \hspace{0.5cm} end if
14: \hspace{0.5cm} end if
15: \hspace{0.5cm} end while
16: return unsat

ICP uses interval extensions of functions to “prune” out sets of points that are not in the solution set, and “branch” on intervals when such pruning can not be done, until a small enough box that may contain a solution is found. A high-level description of the decision version of ICP is given in Algorithm 1. In Algorithm 1, Branch($B, i$) is an operator that returns two smaller boxes $B' = I_1 \times \cdots \times I'_i \times \cdots \times I_n$ and $B'' = I_1 \times \cdots \times I''_i \times \cdots \times I_n$, where $I_i \subseteq I'_i \cup I''_i$. The key component of the algorithm is the Prune($B, f$) operation. Any operation that contracts the intervals on variables can be seen as pruning, but for correctness we need formal requirements on the pruning operator in ICP. Basically, we need to require that the interval extensions of the functions converge to the true values of the functions, and that the pruning operations are well-defined, as specified below.

**Definition 17** ($\delta$-Regular Interval Extensions). We say an interval extension $\sharp f$ of $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is $\delta$-regular, if for some constant $c \in \mathbb{R}$, for any $B \in \mathbb{R}^n$, $|\sharp f(B)| \leq \max(c||B||, \delta)$.

**Definition 18** (Well-defined Pruning Operators [9]). Let $\mathcal{F}$ be a collection of real functions, and $\sharp$ be a $\delta$-regular interval extension operator on $\mathcal{F}$. A well-defined (equality) pruning operator with respect to $\sharp$ is a partial function $\text{Prune}_\sharp : \mathbb{BF} \times \mathcal{F} \rightarrow \mathbb{BF}$, such that for any $f \in \mathcal{F}, B, B' \in \mathbb{BF}$,

1) $\text{Prune}_\sharp(B, f) \subseteq B$;
2) If $\text{Prune}_\sharp(B, f) \neq \emptyset$, then $0 \in \sharp f(\text{Prune}_\sharp(B, f))$;
3) $B \cap \{ a \in \mathbb{R}^n : f(\vec{a}) = 0 \} \subseteq \text{Prune}_\sharp(B, f)$.

When $\sharp$ is clear, we simply write Prune. The rules can be explained as follows. (W1) ensures that the algorithm always makes progress. (W2) ensures that the result of a pruning is always a reasonable box that may contain a zero, and otherwise $B$ is pruned out. (W3) ensures that the real solutions are never discarded. We proved the following theorem in [9]:

**Theorem 19.** Algorithm 1 is $\delta$-complete if the pruning operators are well-defined.

#### B. ODE Pruning in an ICP Framework

We now study the algorithms for SMT formulas with ODEs. The key is to design the appropriate pruning operators for the solution functions of ODE systems. The pruning operations here strengthen and formalize the ones proposed in [7], [8], [12], such that $\delta$-completeness can be proved.

We recall some notations first. Let $D \subseteq \mathbb{R}^n$ be compact and $g_i : D \rightarrow D$ be $n$ Lipschitz-continuous functions. Given the first-order autonomous ODE system

$$\frac{d\vec{y}}{dt} = \vec{g}(\vec{y}(t, \vec{x}_0))$$

where $\vec{x}_0 \in D$, we write

$$y_i : [0, T] \rightarrow D,$$

representing the i-th solution function of the ODE system. The $\delta$-regular interval extension of $y_i$ is an interval function

$$\sharp y_i : (\mathbb{IF} \cap [0, T]) \times (\mathbb{BF} \cap D) \rightarrow \mathbb{IF}$$

such that for a constant $c \in \mathbb{R}$, for any time domain $I_t \subseteq \mathbb{IF} \cap [0, T]$ and any box of initial values $B_{\vec{x}_0} \subseteq \mathbb{BF} \cap D$, we have

$$\{ x_t \in \mathbb{R} : x_t = y_i(t, \vec{x}_0), \vec{x}_0 \in B_{\vec{x}_0}, t \in I_t \} \subseteq \sharp y_i(I_t, B_{\vec{x}_0})$$
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and
\[ |\vec{y}_i(I_t, B_{\vec{x}_0})| \leq \max(c \cdot ||I_t \times B_{\vec{x}_0}||, \delta). \]

We will also need the notion of the reverse of the ODE system (5), as defined by
\[ \frac{d\vec{y}_-}{dt} = \vec{g}_- (\vec{y}_- (t, \vec{x}_t)) \]
and \[ \vec{y}_0 (0, \vec{x}_t) = \vec{x}_t. \]

Here, \( \vec{g}_- \) is defined as \(-\vec{g}\), the vector of functions consisting of the negation of each function in \( \vec{g} \), which is equivalent to reversing time in the flow defined by the ODE system. That is, for \( \vec{x}_0, \vec{x}_t \in D, t \in \mathbb{R} \), we always have
\[ \vec{x}_t = \vec{y}_- (t, \vec{x}_0) \iff \vec{x}_0 = \vec{y}_- (t, \vec{x}_t). \]

Naturally, we write \( \vec{y}_- (\delta) \) to denote the \( \delta \)-regular interval extension of the \( \delta \)-th regular component of \( \vec{y}_- \).

**Algorithm 2 ODEPruning(\( \vec{y}_-, B_{\vec{x}_0}, B_{\vec{x}_t}, I_t \))**

1: repeat
2: \[ B'_{\vec{x}_t} \leftarrow \text{Prune}_{\text{fwd}}(\vec{y}_-, B_{\vec{x}_0}, B_{\vec{x}_t}, I_t) \]
3: \[ I'_t \leftarrow \text{Prune}_{\text{time}}(\vec{y}_-, B_{\vec{x}_0}, B'_{\vec{x}_t}, I_t) \]
4: \[ B'_{\vec{x}_0} \leftarrow \text{Prune}_{\text{fwd}}(\vec{y}_-, B_{\vec{x}_0}, B'_{\vec{x}_t}, I'_t) \]
5: until \( B_{\vec{x}_0} = B'_{\vec{x}_0} \land B_{\vec{x}_t} = B'_{\vec{x}_t} \land I_t = I'_t \)
6: return \( (B'_{\vec{x}_0}, B'_{\vec{x}_t}, I'_t) \)

The relation between the initial variables \( \vec{x}_0 \), the time duration \( t \), and the flow variables \( \vec{x}_t \) is specified by the constraint \( \vec{x}_t = \vec{y}_-(t, \vec{x}_0) \). Given the interval assignment on any two of \( \vec{x}_0, \vec{x}_t, \) and \( t \), we can use the constraint to obtain a refined interval assignment to the third variable vector. Thus, we can define three pruning operators as follows.

**Remark 20.** The precise definitions of the pruning operators should map the interval assignments on all variables to new assignments on all variables. For notational simplicity, in the pruning operators below we only list the assignments that are actually changed between inputs and outputs. For instance, the forward pruning operator only changes the values on \( B_{\vec{x}_t} \).

**Forward Pruning.** Given interval assignments on \( \vec{x}_0 \) and \( t \), we compute a refinement of the interval assignments on \( \vec{x}_t \). Figure 1 depicts the forward pruning operation. Formally, we define the following operator:

**Definition 21 (Forward Pruning).** Let \( \vec{y}_- : [0, T] \times D \rightarrow D \) be the solution functions of an ODE system. Let \( B_{\vec{x}_0}, B_{\vec{x}_t}, \) and \( I_t \) be interval assignments on the variables \( \vec{x}_0, \vec{x}_t, \) and \( t \). We define the forward pruning operator as:
\[ \text{Prune}_{\text{fwd}}(B_{\vec{x}_t}, \vec{y}_-) = \text{Hull} \left( B_{\vec{x}_t} \cap \vec{y}_-(I_t, B_{\vec{x}_0}) \right). \]

**Backward Pruning.** Given interval assignments on \( \vec{x}_t \) and \( t \), we can compute a refinement of the interval assignments on \( \vec{x}_0 \) using the reverse of the solution function. Figure 2 depicts backward pruning. Formally, we define the following operator:

**Definition 22 (Backward Pruning).** Let \( \vec{y}_- : [0, T] \times D \rightarrow D \) be the solution functions of an ODE system, and let \( \vec{y}_- \) be the reverse of \( \vec{y} \). Let \( B_{\vec{x}_0}, B_{\vec{x}_t}, \) and \( I_t \) be interval assignments on the variables \( \vec{x}_0, \vec{x}_t, \) and \( t \). We define the backward-pruning operator as:
\[ \text{Prune}_{\text{bwd}}(B_{\vec{x}_0}, \vec{y}_-) = \text{Hull} \left( B_{\vec{x}_0} \cap \vec{y}_-(I_t, B_{\vec{x}_t}) \right). \]

**Algorithm 3 Prune_{bwd}(\vec{y}_-, B_{\vec{x}_0}, B_{\vec{x}_t}, I_t)***

1: \[ B'_{\vec{x}_0} \leftarrow \phi \]
2: \[ I_{\Delta t} \leftarrow [I_t, I'_t + \varepsilon] \]
3: while \( I_{\Delta t} < I'_t \)
4: \[ B'_{\vec{x}_t} \leftarrow \text{Hull}(B'_{\vec{x}_t} \cup \vec{y}_-(I_{\Delta t}, B_{\vec{x}_0})) \]
5: \[ I_{\Delta t} \leftarrow I_{\Delta t} + \varepsilon \]
6: end while
7: return \( B_{\vec{x}_0} \cap B'_{\vec{x}_t} \)

**Time-Domain Pruning.** Given interval assignments on \( \vec{x}_0 \) and \( \vec{x}_t \), we can also refine the interval assignment on \( t \) by pruning out the time intervals that do not contain any \( \vec{x}_t \) that is consistent with the current interval assignments on \( \vec{x}_0 \). Figure 3 depicts time-domain pruning. Formally, we define the following operator:

**Definition 23 (Time-Domain Pruning).** Let \( \vec{y}_- : [0, T] \times D \rightarrow D \) be the solution functions of an ODE system. Let \( B_{\vec{x}_0}, B_{\vec{x}_t}, I_t \) be interval assignments on the variables \( \vec{x}_0, \vec{x}_t, \) and \( t \). We define the time-domain pruning operator as:
\[ \text{Prune}_{\text{time}}(I_t, \vec{y}_-) = \text{Hull} \left( I_t \cap \{ I : \vec{y}_-(I, B_{\vec{x}_0}) \cap B_{\vec{x}_t} \neq \emptyset \} \right). \]
Overall, the pruning algorithm on based on ODE constraints iteratively applies the three pruning operators until a fixed point on the interval assignments is reached.

**Algorithm 4** Prune\textsubscript{bwd}(\vec{y}, B_{\vec{x}_0} B_{\vec{x}_1}, I_t)

1: \( B_{\vec{x}_0}' \leftarrow \emptyset \)
2: \( I_{\Delta t} \leftarrow [I_t, I_t + \varepsilon] \)
3: \( \text{while } I_{\Delta t} < I_t' \text{ do} \)
4: \( B_{\vec{x}_0}' \leftarrow \text{Hull}(B_{\vec{x}_0} \cup \vec{y}_{\cdot}(I_{\Delta t}, B_{\vec{x}_1})) \)
5: \( I_{\Delta t} \leftarrow I_{\Delta t} + \varepsilon \)
6: \( \text{end while} \)
7: \( \text{return } B_{\vec{x}_0} \cap B_{\vec{x}_0}' \)

We show the more detailed steps in the three pruning operations in Algorithm 2, 3, 4, and 5.

**Algorithm 5** Prune\textsubscript{time}(\vec{y}, B_{\vec{x}_0} B_{\vec{x}_1}, I_t)

1: \( I_t' \leftarrow \phi \)
2: \( I_{\Delta t} \leftarrow [I_t, I_t + \varepsilon] \)
3: \( \text{while } I_{\Delta t} < I_t' \text{ do} \)
4: \( B_{\vec{x}_0}' \leftarrow \vec{y}_{\cdot}(I_{\Delta t}, B_{\vec{x}_1}) \)
5: \( \text{if } B_{\vec{x}_0}' \cap B_{\vec{x}_1} \neq \emptyset \text{ then} \)
6: \( I_t' = \text{Hull}(I_t' \cup I_{\Delta t}) \)
7: \( \text{else} \)
8: \( I_{\Delta t} \leftarrow I_{\Delta t} + \varepsilon \)
9: \( \text{end if} \)
10: \( \text{end while} \)
11: \( \text{return } I_t' \)

**Theorem 24.** The three pruning operators are well-defined.

**Proof:** We prove that the forward pruning operator is well-defined, and the proofs for the other two operators are similar. Note that the definitions of well-defined pruning are formulated for equality constraints compared to 0. Here we use the function \( f = \vec{y}(t, \vec{x}_0) - \vec{x}_t \) in the pruning operator. (Strictly speaking \( f \) is a function vector that evaluates to 0 on points satisfying the ODE flow. Here for notational simplicity we just write \( f \) as a single-valued function and compare with the scalar 0.)

First, (W1) is satisfied because of the simple fact that for any boxes \( B_1, B_2 \in \mathbb{B}^n \), we have Hull(\( B_1 \cap B_2 \)) \( \subseteq B_1 \).

Next, suppose \( 0 \not\in \vec{y}(\text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}) - B_{\vec{x}_1}) \). Then there does not exist any \( \vec{a}_t \in \mathbb{R}^n \) that satisfies both \( \vec{a}_t \in B_{\vec{x}_1} \) and \( \vec{a}_t \in \text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}) \). Since at the same time \( \text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}) = \text{Hull}(B_{\vec{x}_1} \cap \vec{y}(I_t, B_{\vec{x}_0}) \subseteq B_{\vec{x}_1}, \)

this requires that \( \text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}) = 0 \). Consequently (W2) is satisfied.

Third, note that \( \vec{y}(I_t, B_{\vec{x}_1}) \) is an interval extension of \( \vec{y} \). Thus, for any \( \vec{a}_t \in \mathbb{R}^n \) such that \( \vec{y}(t, \vec{x}_0) \) for some \( t \in I_1 \) and \( \vec{x}_0 \in B_{\vec{x}_1} \), we have \( \vec{a}_t \in \vec{y}(I_t, B_{\vec{x}_1}) \). Following the definition of the pruning operator, we have \( \vec{a}_t \in \text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}) \). Thus, \( B_{\vec{x}_1} \cap Z_f \subseteq \text{Prune}_\text{fwd}(B_{\vec{x}_1}, I_t) \) and (W3) holds.

### C. \( \forall^f \)-Formulas and Low-Order Approximations

For \( \forall^f \)-formulas, if the universal quantification is only over the time variables, we can follow the trajectory and prune away the assignment on \( \vec{x}_0, \vec{x}_t \), and \( t \) that violates the constraints on the universally quantified time variable. In fact, although the extra quantification complicates the problem, the universal constraints improve the power of the pruning operations.

Here we focus on problems with one ODE system, which can be easily generalized. Let \( \vec{y} \) denote the solution functions of an ODE system, we consider an \( \forall^f \)-formula of the form

\[
\exists X_0 \exists X \exists T \exists t \exists t' \exists x \exists y \exists \phi \exists \vec{y} : \vec{y}(t, x) = \vec{y}(t', x) \land \phi(\vec{y}, t')
\]

Note that the problems encoded as \( \Sigma_2 \)-SMT formulas as listed in Section II-D are all of this form.

We consider \( \vec{y}(t', x_0) \) as a special constraint on the \( x_0 \) and \( t \) variables. Using this constraint, we can further refine the three pruning operators as follows.

**Definition 25** (Pruning Refined by \( \forall^f \)-Constraints). Let \( \vec{y} : [0, T] \times D \rightarrow \mathbb{R}^n \) be the solution functions of an ODE system. Let \( B_{\vec{x}_1}, B_{\vec{x}_2}, \) and \( I_1 \) be interval assignments on the variables \( x_0, x_t, \) and \( t \). Let \( \vec{y}(\vec{f}(t'), x_0) \) be a constraint on the universally quantified time variable, as in (8). We first define

\[
\vec{y}(I_t, B_{\vec{x}_1}) = \text{Hull}(\{ \vec{a}_t \in \mathbb{R}^n : \bar{a} = \vec{y}(t, x_0), t \in I_t, \vec{x}_0 \in B_{\vec{x}_1}, (\vec{a}(\vec{a}) \text{ is true.}) \}
\]

and define \( \vec{y}_{\cdot} \) by replacing \( \vec{y} \) with \( \vec{y}_{\cdot} \) in the definition above. The forward pruning operator with \( \phi \), written as \( \text{Prune}_\text{fwd}(B_{\vec{x}_1}, \vec{y}, \phi) \), is defined as

\[
\text{Hull}(B_{\vec{x}_1} \cap \vec{y}_{\cdot}(I_t, B_{\vec{x}_0}))
\]

**Backward pruning** \( \text{Prune}_\text{bwd}(B_{\vec{x}_1}, \vec{y}) \) is defined as

\[
\text{Hull}(B_{\vec{x}_0} \cap \vec{y}_{\cdot}(I_t, B_{\vec{x}_1}))
\]

**Time-domain pruning** \( \text{Prune}_\text{time}(I_t, \vec{y}) \) is defined as

\[
\text{Hull}(t \cap \{ t : \vec{y}_{\cdot}(I_t, B_{\vec{x}_0}) \cap B_{\vec{x}_1} \cap \vec{y}_{\cdot}(I_t, B_{\vec{x}_0}) \neq \emptyset \})
\]

In general, \( \vec{y} \) can be computed by a recursive call to DPLL(ICP), by solving the \( \Sigma_1 \)-SMT problem \( \vec{y}(\vec{x}) \). In many practical applications, \( \phi \) is of some simple form such as \( \vec{a} \leq \vec{a}_t \leq \vec{b}, \) in which case simple pruning is shown in Figure 4. Another useful heuristic in ODE pruning is to bound the range...
of the derivatives for a vector space specified by $\vec{g}$. Suppose for any time $t \in [0, T]$, the derivatives $\vec{g}$ are bounded in $[\vec{g}, \vec{u}]$. Then by the Picard-Lindelöf representation, we have

$$\vec{x} = \int_0^t \vec{g}(\vec{y}(s, \vec{y}_0))ds + \vec{y}_0 \in [0, T] \cdot [\vec{g}, \vec{u}] + B\vec{x}_0$$

We can use this formula to perform preliminary pruning on $\vec{x}_2$, which is especially efficient when combined with $\forall^*$-constraints. Figure 5 illustrates this pruning method.

### IV. Experiments

Our tool dReal implements the procedures we studied for solving SMT formulas with ODEs. It is built on several existing packages, including opensmt [3] for the general DPLL(T) framework, realpaver [14] for ICP, and CAPD [1] for computing interval-enclosures of ODEs. The tool is open-source at http://dreal.cs.cmu.edu. All benchmarks and data shown here are also available on the tool website.

All experiments were conducted on a machine with a 3.4GHz octa-core Intel Core i7-2600 processor and 16GB RAM, running 64-bit Ubuntu 12.04LTS. Table 1 is a summary of the running time of the tool on various SMT formulas generated from bounded model checking hybrid systems. The formulas typically contain a large number of variables and nonlinear ODEs.

The AF model as we show in Table I is obtained from [15]. It is a precise model of atrial fibrillation, a serious cardiac disorder. The continuous dynamics in the model concerns four state variables and the ODEs are highly nonlinear, such as:

$$\frac{du}{dt} = c + (u - \theta_v)(u - w) + \sigma_{1,2} + wsg_{4,5} - g_{2,3}(u)$$

$$\frac{ds}{dt} = \frac{g_{1,2}}{(1 + e^{-2k(u - \theta_v)})} - g_{2,3}$$

$$\frac{dv}{dt} = -g_{3,4}v \frac{dw}{dt} = -g_{3,5}w$$

The exponential term on the right-hand side of the ODE is the sigmoid function, which often appears in modelling biological switches. On this model, our tool is able to perform a depth-55 unrolling, and solve the generated logic formula. Such a formula contains 280 nonlinear ODEs of the type shown here.

**TABLE I**

<table>
<thead>
<tr>
<th>Model</th>
<th>#M</th>
<th>#D</th>
<th>#O</th>
<th>#V</th>
<th>delta</th>
<th>R</th>
<th>Time(s)</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF</td>
<td>4</td>
<td>3</td>
<td>20</td>
<td>44</td>
<td>0.001</td>
<td>S</td>
<td>43.10</td>
<td>90K</td>
</tr>
<tr>
<td>AF</td>
<td>8</td>
<td>7</td>
<td>40</td>
<td>88</td>
<td>0.001</td>
<td>S</td>
<td>698.86</td>
<td>20M</td>
</tr>
<tr>
<td>AF</td>
<td>8</td>
<td>23</td>
<td>120</td>
<td>246</td>
<td>0.001</td>
<td>S</td>
<td>4528.13</td>
<td>59M</td>
</tr>
<tr>
<td>AF</td>
<td>8</td>
<td>31</td>
<td>160</td>
<td>352</td>
<td>0.001</td>
<td>S</td>
<td>8485.99</td>
<td>78M</td>
</tr>
<tr>
<td>AF</td>
<td>8</td>
<td>47</td>
<td>240</td>
<td>528</td>
<td>0.001</td>
<td>S</td>
<td>15740.41</td>
<td>177M</td>
</tr>
<tr>
<td>AF</td>
<td>8</td>
<td>55</td>
<td>280</td>
<td>616</td>
<td>0.001</td>
<td>S</td>
<td>19989.59</td>
<td>137M</td>
</tr>
<tr>
<td>CT</td>
<td>1</td>
<td>2</td>
<td>15</td>
<td>36</td>
<td>0.005</td>
<td>S</td>
<td>34.85</td>
<td>3.1M</td>
</tr>
<tr>
<td>CT</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>36</td>
<td>0.002</td>
<td>S</td>
<td>362.84</td>
<td>3.1M</td>
</tr>
<tr>
<td>EO</td>
<td>3</td>
<td>2</td>
<td>18</td>
<td>42</td>
<td>0.01</td>
<td>S</td>
<td>52.93</td>
<td>998K</td>
</tr>
<tr>
<td>EO</td>
<td>3</td>
<td>2</td>
<td>18</td>
<td>42</td>
<td>0.001</td>
<td>S</td>
<td>57.67</td>
<td>947K</td>
</tr>
<tr>
<td>EO</td>
<td>3</td>
<td>11</td>
<td>72</td>
<td>168</td>
<td>0.01</td>
<td>U</td>
<td>7.75</td>
<td>—</td>
</tr>
<tr>
<td>BB</td>
<td>2</td>
<td>10</td>
<td>22</td>
<td>66</td>
<td>0.01</td>
<td>S</td>
<td>0.25</td>
<td>123K</td>
</tr>
<tr>
<td>BB</td>
<td>2</td>
<td>20</td>
<td>42</td>
<td>126</td>
<td>0.01</td>
<td>S</td>
<td>0.57</td>
<td>171K</td>
</tr>
<tr>
<td>BB</td>
<td>2</td>
<td>20</td>
<td>42</td>
<td>126</td>
<td>0.001</td>
<td>S</td>
<td>2.21</td>
<td>168K</td>
</tr>
<tr>
<td>BB</td>
<td>2</td>
<td>40</td>
<td>82</td>
<td>246</td>
<td>0.01</td>
<td>U</td>
<td>0.27</td>
<td>—</td>
</tr>
<tr>
<td>BB</td>
<td>2</td>
<td>40</td>
<td>82</td>
<td>246</td>
<td>0.001</td>
<td>U</td>
<td>0.26</td>
<td>—</td>
</tr>
<tr>
<td>D1</td>
<td>3</td>
<td>2</td>
<td>9</td>
<td>24</td>
<td>0.1</td>
<td>S</td>
<td>30.84</td>
<td>72K</td>
</tr>
<tr>
<td>DU</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>16</td>
<td>0.1</td>
<td>U</td>
<td>0.04</td>
<td>—</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Bounding</th>
<th>#V</th>
<th>R</th>
<th>Time(s)</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMT</td>
<td>10</td>
<td>45</td>
<td>15</td>
<td>—</td>
</tr>
<tr>
<td>SAT</td>
<td>10</td>
<td>45</td>
<td>15</td>
<td>—</td>
</tr>
<tr>
<td>UNSAT</td>
<td>10</td>
<td>45</td>
<td>15</td>
<td>—</td>
</tr>
</tbody>
</table>

The exponential term on the right-hand side of the ODE is the sigmoid function, which often appears in modelling biological switches. On this model, our tool is able to perform a depth-55 unrolling, and solve the generated logic formula. Such a formula contains 280 nonlinear ODEs of the type shown here.

![Fig. 4: Pruning with $\forall^*$-Constraints](image)
![Fig. 5: Pruning with Low-Order Taylor Approximations](image)

![Fig. 6: Above: Witness for the AF model at depth 23 and 1500 time units. Below: Experimental simulation data.](image)
with 616 variables. The computed trace from dReal suggests a witness of the reachability property that can be confirmed by experimental simulation. Figure 6 shows the comparison between the trace computed from bounded model checking and the actual experimental simulation trace.

The CT model represents a prostate cancer treatment model that contains nonlinear ODEs such as the following:

\[
\frac{dx}{dt} = (\alpha_x (k_1 + (1 - k_1) \frac{z}{z + k_2}) - \beta_x ((1 - k_3) \frac{z}{z + k_4} + k_3)) - m_1 (1 - \frac{z}{z_0}) x + c_1 x
\]

\[
\frac{dy}{dt} = m_1 (1 - \frac{z}{z_0}) x + (\alpha_y (1 - d_2 \frac{z}{z_0}) - \beta_y) y + c_2 y
\]

\[
\frac{dz}{dt} = \frac{-z}{\tau} + c_3 z
\]

\[
\frac{dv}{dt} = (\alpha_x (k_1 + (1 - k_1) \frac{z}{z + k_2} - \beta_x (k_3 + (1 - k_3) \frac{z}{z + k_4}))) - m_1 (1 - \frac{z}{z_0}) x + c_1 x + m_1 (1 - \frac{z}{z_0}) x
\]

\[
+ (\alpha_y (1 - d_2 \frac{z}{z_0}) - \beta_y) y + c_2 y
\]

The EO model represents an electronic oscillator model that contains nonlinear ODEs such as the following:

\[
\frac{dx}{dt} = -ax \cdot \sin(\omega_1 \cdot \tau)
\]

\[
\frac{dy}{dt} = -ay \cdot \sin((\omega_1 + c_1) \cdot \tau) \cdot \sin(\omega_2) \cdot 2
\]

\[
\frac{dz}{dt} = -az \cdot \sin((\omega_2 + c_2) \cdot \tau) \cdot \cos(\omega_1) \cdot 2
\]

\[
\frac{\omega_1}{dt} = -c_3 \cdot \omega_1 \quad \frac{\omega_2}{dt} = -c_4 \cdot \omega_2 \quad \frac{d\tau}{dt} = 1
\]

The other models are standard simple nonlinear models (for instance, bouncing ball with nonlinear friction), on which our tool has no difficulty in solving.

V. CONCLUSION

In this paper we have studied SMT problems over the real numbers with ODE constraints. We have developed \(\delta\)-complete algorithms in the DPLL(ICP) framework, for both the standard SMT formulas that are purely existentially quantified, as well as \(\exists y\)-formulas whose universal quantification is restricted to the time variables. We have demonstrated the scalability of our approach on nonlinear SMT benchmarks. We believe that the proposed decision procedures can scale on nonlinear problems and can serve as the underlying engine for formal verification of realistic hybrid systems and embedded software.
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Abstract—We present a verification of a digital phase-locked loop (PLL) using the SpaceEx hybrid-systems tool. In particular, we establish global convergence — from any initial state the PLL eventually reaches a state of phase and frequency lock. Having shown that the PLL converges to a small region, traditional methods of circuit analysis based on linear-systems theory can be used to characterize the response of the PLL when in lock. The majority of the verification involves modeling each component of the PLL with piece-wise linear differential inclusions. We show how non-linear transfer functions, quantization error, and other non-idealities can be included in such a model. A limitation of piece-wise linear inclusions is that the linear coefficients for each component must take on fixed values. For real designs, ranges will be specified for these components. We show how a key step of the verification can be generalized to handle interval values for the linear coefficients by using an SMT solver.

Index Terms—analog/mixed-signal verification, digital PLL, global stability, hybrid systems, linear differential inclusions, nonlinear systems, SMT.

I. INTRODUCTION

Phase-locked loops (PLLs) are ubiquitous in analog and mixed-signal designs. Their uses include frequency multiplication to generate a high-frequency clock from a lower frequency reference, for clock-acquisition in high-speed links, and as modulators and demodulators for wireless communication. Recently, PLL design has shifted from traditional, analog, charge-pump based designs to various “all-digital” architectures. Several consequences of device scaling to smaller feature sizes have motivated this transition including: greater device-to-device parameter variation impairs designs that depend on matched circuits; lower power supply voltages removes the “voltage headroom” needed for high-quality, on-chip current sources; and the scaling of passive components such as inductors and capacitors lags that for transistors. A failed PLL can block further test of an entire chip or major subsystem; thus, there is a high value in verifying correctness of PLL designs. This paper presents the formal verification of global convergence for the digital PLL published in [1].

Functional verification of analog blocks such as PLLs can be divided into two parts: global convergence to an intended operating point, and small-signal analysis at the operating point. The key insight here is that nearly all analog blocks are intended to have some kind of linear response when at or near their intended operating point. Existing analysis techniques such as periodic AC analysis (PAC) are available in standard commercial CAD tools such as Spectre from Cadence. These techniques allow designers to characterize key performance properties of analog blocks such as the jitter, power-supply sensitivity, and tracking bandwidth of a PLL. A designer can have high confidence in the correct functioning of their block assuming that it reaches its intended operating point.

To show that an analog block will reach its intended operating point from any initial state is the global convergence problem. Here, the non-linearities of the circuit must be taken into account. Simulation based methods are impractical both because of the impossibility of covering all possible inputs, initial states, and operating conditions, and because individual simulations may need to cover thousands of cycles of the PLL’s oscillator to show the locking behaviour. To support power-management techniques such as dynamic voltage-frequency scaling and power down modes, PLLs may need to start-up or change lock frequency tens to hundreds of times per second. If a PLL occasionally fails to lock, then the chip is useless. Tracking down such bugs on real silicon can be extremely difficult. Thus, proving global convergence is of great value for real designs.

In this paper, a digital PLL is modeled as a piecewise-linear hybrid-automaton, and global convergence of the automaton is shown. The first step of this approach is to formulate hybrid-automaton models for each component of the PLL. We note that the basic components of oscillators, dividers, phase comparators, and integrators are common to all PLL designs; thus, we expect this work to be reusable for verifying other PLL structures. We use the SpaceEx tool to show that all initial states converge to a small region around the intended operating point. To obtain practical verification times, we found it necessary to identify “phases” that the PLL passes through when converging to its operating point. By structuring our hybrid automaton model to reflect these phases, we avoid SpaceEx needing to perform costly fix point computations.

A limitation of the SpaceEx based approach is that the model parameters of the piece-wise linear inclusions are fixed. This requires giving specific values to some analog quantities that a designer can only guarantee to be in some range. We show that for the PLL from [1], a global Lyapunov function (i.e. progress function) can be constructed using basic methods from linear systems theory. We then use the Z3 SMT solver to show global convergence for a simplified model of the DPLL.

The key contributions of this paper are:

- We verify global convergence for a digital PLL. Another approach to digital PLL verification that was developed independently was recently reported in [6]. We believe
that these are the first such verifications for digital PLLs.

- We show how each component of the digital PLL can be modeled as a hybrid automaton. Our models account for non-linearities of the components, quantization, and other non-idealities.
- We demonstrate how convergence can be shown by reachability analysis (using SpaceEx) and by solving systems on non-linear inequalities (using Z3).

II. RELATED WORK

There have been several previously published reports of PLL verification using formal methods. The earliest verification that we know of was by [7, chap. 6]. Dhingra’s design uses a fixed-frequency oscillator that is intended to operate at \( N \) times the frequency of a reference. The PLL adaptively chooses edges of its internal oscillator to approximate the edges of the lower frequency reference. The time resolution is limited by the period of the internal oscillator. While this may be useful for low frequency applications such as audio frequency modems, we are not aware of any such PLLs in use for the more standard PLL applications of clock generation, clock-data-recovery, and wireless communication. Dhingra verified the tracking behavior of his design using the HOL theorem prover.

More recently, Dong et al. [8], [9] proposed using property checking for AMS verification, including PLLs. They used “symbolic recurrence equations” as a property specification language, and show how this can be used to automatically construct a monitor to check simulation runs to see if a PLL locks in the required time for that run. This does not address the problems of long-simulation times to show that a PLL locks or the incompleteness of simulation based approaches to show convergence.

Shortly after the work by Dong et al., Jesser and Hedrich [10] described a model-checking result for an analog PLL with an XOR-gate phase detector. They performed symbolic model checking using MTBDDs to represent both the discrete and analog parts. They state that the four-dimensional analog state space is partitioned into \( 2^{11} \) hyperboxes, and that next-box relations are determined by random simulation. It is not clear how they guarantee the complete coverage with this approach.

Two years ago, Althoff et al. [11] presented the verification of a charge-pump PLL using an approach that they refer to as “continuization.” They use a purely linear model for the components of their PLL, and their focus is on the switching activities of the phase-frequency detector, in particular, uncertainties in switching delays. Their approach also verifies the PLL for ranges of component parameters. We present an SMT-based technique for handling interval parameters in Section V.

Althoff et al. is the only other work that we are aware of that accounts for such variation.

More recently, Lin et al. [6] independently developed an approach for verifying a digital PLL using SMT techniques. To the best of our knowledge, they are the first to claim formal verification of a digital PLL. Similar to the approach presented in this paper, they consider a purely linear, analog model and then reason about the discrepancies between this idealized model and a digital implementation. They use the KRR SMT solver to verify bounds on this discrepancy. They verify bounds on the lock time of a digitally intensive PLL assuming that most of the digital variables are initialized to fixed values, and that only the oscillator phase is unknown. Our work shows initialization for a different PLL design over the complete state space.

III. THE DIGITAL PLL

A. A PLL Primer

The function of a phase-locked loop (PLL) is to adjust the PLL’s oscillator so that it tracks the frequency and phase of a reference signal. Figure 1 shows a simple PLL. The PLL sets the control voltage, \( v_{ctrl} \), of the VCO according to the phase difference between the VCO and the reference and the integral of this difference to match the VCO’s frequency to that of the reference and align their phases. Simply, if the PLL’s oscillator lags the reference, then \( v_{ctrl} \) increases; and the VCO frequency increases so that the VCO will catch up with the reference. Conversely, if the PLL’s oscillator is ahead of the reference, then \( v_{ctrl} \) will decrease causing the PLL’s oscillator frequency to decrease.

In more detail, the voltage-controlled oscillator (VCO) can be understood as a voltage-to-frequency converter. Phase is the integral of frequency; so we can express the phase of the VCO output as \( \theta_{vco} = (\int v_{ctrl} dt) \mod [-\pi, +\pi] \). Phase is modular, and we write \( \theta \mod [-\pi, +\pi] \) to indicate the value in \([-\pi, +\pi]\) that is congruent with \( \theta \) modulo \( 2\pi \) radians. The phase comparator generates an output voltage that is proportional to the phase difference of its inputs: \( \theta_{\Delta} = (\theta_{vco} - \theta_{ref}) \mod [-\pi, +\pi] \). The reference is assumed to have a constant frequency, \( \omega_{ref} \); thus \( \theta_{ref} = \omega_{ref} t \), where \( t \) is time. The low pass filter implements the integral and proportional correction terms with \( v_{ctrl} = a_0 \theta_{\Delta} + a_1 \int \theta_{\Delta} dt \).

Combining these equations and differentiating twice, we get:

\[
\theta_{vco} = a_0 \int \theta_{\Delta} dt + a_1 \int \theta_{\Delta} dt dt
\]

(1)

In the simple case where \( a_0 = 0 \) and \( a_1 = 0 \), the PLL becomes a simple harmonic oscillator. The frequency of the PLL oscillates with mean value of \( \omega_{ref} \) but never converges. If both \( a_0 \) and \( a_1 \) are negative, then there is a unique solution where the PLL’s oscillator converges to the frequency and phase of the reference. Note that if all of the components are linear, then simple algebraic techniques suffice to show (or refute) global convergence.

![Fig. 1. A Simple PLL](image-url)
For real designs, the components are not perfectly linear. The component may very closely match their linear idealizations when the PLL has locked to the reference, but significant non-linearities may occur when out of lock. Furthermore, the analog components of the simple PLL are difficult to implement in advanced fabrication technologies. For example, large capacitors are needed to implement the integrator part of the low-pass filter. For these and other reasons, designers are making more and more extensive use of digital and mixed signal designs for PLLs.

B. The Digital PLL

Figure 2 shows the digital PLL architecture from [1]. While this real-world PLL has many more components than the simple PLL from Fig. 1, its operation is similar. The digitally controlled oscillator (DCO) performs the role of the VCO from the simple PLL. The divider, \( \div N \) is added to make the lock-point for the DCO a multiple of the reference frequency. The phase comparator of the simple PLL is replaced by two phase-frequency detectors – a linear PFD that reports the phase difference of the reference and the frequency divided DCO, and a “bang-bang” PFD that only reports the sign of this phase difference. The remaining components implement the low-pass filter of the simple PLL with the accumulators functioning as integrators.

The three control paths of the PLL (linear phase, bang-bang frequency, and coarse frequency) work together to set the frequency, \( f_{dc0} \), of the digitally controlled oscillator (DCO) to \( N \) times the reference frequency, \( f_{ref} \), and to align the phase of the DCO and the reference (i.e., rising edges of the reference clock should coincide with rising edges of the DCO).

The digitally-controlled oscillator in [1] is a three-stage ring-oscillator with three control inputs: \( v \), \( c \), and \( \theta_A \). The \( v \) input sets the operating voltage of the DCO. First-order transistor models suggest that \( f_{dc0} \) should be roughly proportional to \( v \). Figure 3(a) shows the results of Spectre\textcopyright simulations of a ring-oscillator in a 65nm CMOS process with a 1.2V nominal \( V_{dd} \). For an operating voltage \( v \) with \( 0.5 \leq v \leq 1.2 \), a linear fit provides a good approximation of the DCO frequency.

The \( c \) input controls switches that add capacitors to increase the load for each stage of the ring oscillator. As seen in Fig. 3(b), the oscillator period (inverse frequency) is very accurately modeled as a linear function of load capacitance. In addition to the four, binary weighted, values from \( c \), a fifth bit with weight equal to the least significant bit, is provided from the Delta-Sigma modulator. This provides a period averaging to improve the frequency resolution of the bang-bang control path.

Note that the DCO frequency, \( f_{dc0} \) is proportional to a linear function of \( v \) and inversely proportional to a linear function of \( c \). We can write this as

\[
 f_{dc0} = \frac{1 + \alpha v}{1 + \beta c} f_0
\]

where \( f_0 \) is the frequency of the DCO (extrapolated to where \( v \) and \( c \) are at zero, and \( \alpha \) and \( \beta \) are the sensitivities to \( v \) and \( c \) respectively. Most importantly, when modeling the response to both \( v \) and \( c \), either their ranges must be quite small, or the model is inherently non-linear. To show global convergence, the non-linearity of the DCO must be included in the model.

The \( \theta_A \) input controls a linear phase path. Each stage of the ring-oscillator consists of an inverter in parallel with two tri-state inverters. One of the tri-state inverters is enabled when \( up \) is asserted, and the other is disabled when \( dn \) is asserted. This causes the oscillator to run faster when \( up \) is asserted without \( dn \), and slower when \( dn \) is asserted without \( up \). This produces a phase shift advance (resp. delay) to the length of time that the oscillator is in its fast (resp. slow) mode.

The frequency divider, labeled \( \div N \) in figure 2 is a modulo-\( N \) counter. Its output has a period \( N \) times that of the DCO.
The two phase-frequency detectors (PFD and BBPFD) in the diagram determine if the DCO should increase or decrease its frequency. Figure 4 shows a typical circuit for the linear phase-frequency detector, labeled PFD in Fig. 2 and its state transition diagram. Each state is labeled with the value of the up and dn (down) outputs of the PFD – for example, in state 01 the up signal is low and the dn signal is high. The PFD is reset to state 00 after it has received rising edges from both the reference clock, ref, and the frequency divided DCO, DCO/N. If the next event is a rising edge from the divided DCO, this indicates that the DCO is ahead of the reference in phase or running at a higher frequency. Accordingly, the PFD enters state 01 (asserting dn) indicating that the DCO should decrease in frequency (equivalently, drop back in phase). Likewise, if the first event after resetting is a rising edge of the reference, then up is asserted. Note that the duration of asserting dn without up (or vice-versa) indicates the phase difference between the reference and DCO. This is the principle behind the linear-phase control path of the PLL.

The BBPFD is a so-called “bang-bang” phase frequency detector. It simply detects whether the linear PFD asserts up before dn or dn before up and then outputs +1 or −1 respectively. The output of the BBPFD indicates the direction that the DCO should move, but does not contain the magnitude information of the linear PFD.

The accumulators implement integrators. The integrator in the bang-bang path directly controls the c input of the DCO. The Delta-Sigma modulator provides an averaging: if the lower four bits of the accumulator for c encode a value of k, then the output of the Delta-Sigma modulator will be asserted for k out of 16 cycles of the DCO. The integrator in the coarse frequency control path is designed to have low-bandwidth to ensure low jitter (cycle-to-cycle variation of the DCO period). The output of the integrator is converted to a voltage with the digital-to-analog converter (DAC). To suppress the coupling of power-supply noise into the DCO, an additional low-pass filter and linear regulator are included in the loop.

To understand the operation of the digital PLL when \(f_{dco} \neq f_{ref}\), the difference will be noted by the PFD and the BBPFD. The BBPFD will output a value to drive c in the direction to correct for the frequency difference. For small frequency differences, this bang-bang loop provides fast tracking. For larger differences, the accumulator for c will saturate at its minimum or maximum value. Any of these situations lead to c being different from the center code. This drives the coarse frequency loop to change v in the direction needed to bring \(f_{dco}\) to \(f_{ref}\) and to return c to the center code value. Because the DCO has only a fixed set of oscillation frequencies, for most values of \(f_{ref}\) there is no choice of c and v that causes \(f_{dco}\) to be exactly \(f_{ref}\). This leads to limit-cycle oscillations. The linear phase control path suppresses these oscillations.

IV. VERIFYING CONVERGENCE WITH SPACEEX

We divided our verification effort into two main tasks: designer and verifier. One of us (the “designer”) wrote Matlab models of the components (such as the DCO, phase-frequency detectors, etc.) and used these for simulations. The other person was the “verifier” who translated these models into hybrid automata and used SpaceEx to verify global convergence. We found it very helpful to start with a simple, completely linear model that reflected the structure of digital PLL and gradually refine it and add details to faithfully model the actual PLL.

A. MODELING THE DIGITAL PLL

A simple linear model. Let

\[
\begin{align*}
f_{dco} & = \alpha v - \beta c \\
\frac{d}{dt} \theta_\Delta & = \frac{1}{N} f_{dco} - f_{ref} - g_v \theta_\Delta \\
\frac{d}{dt} v & = -g_1 \theta_\Delta \\
\frac{d}{dt} c & = g_2 (c - c_{center})
\end{align*}
\]

where \(\alpha, \beta, N, \) and \(\theta_\Delta\) are as described in Section III. \(g_v\) is the “time gain” for the linear phase path; \(g_1\) is the integrator gain for \(c\); \(g_2\) is the integrator gain of the \(v\) path. Because the model is linear, global convergence can be shown (or refuted) by simple, analytical methods. If \(g_v > 0, g_1 < 0,\) and \(g_2 < 0,\) then this linear PLL converges globally.

MODELING THE ACCUMULATORS. The accumulators of the digital PLL approximate the integrators of the linear model by computing a Reimann sum on rounded values of the integrand. The accumulators add perturbations due to quantization and saturation. Saturation of the accumulators is modeled by providing bounds for c and v: \(c_{min} \leq c \leq c_{max}\) and \(v_{min} \leq v \leq v_{max}\). The model is based on Eq. 3 with the change that if c reaches \(c_{min}\) and \(\dot{c} < 0\) by Eq. 3 then \(\dot{c} = 0\) in this “saturating” model. Likewise for the cases when \(c = c_{max}\) or when v reaches one of its bounds.
Simulations of the Matlab model with saturating integrators showed the behaviour depicted in Fig. 5. The colored path shows a typical trajectory, and the red arrows show an artifact that is can be caused by the internal delays of the PFD that will be discussed later in this section. In region 1, $v$ is too low to achieve $\frac{1}{2}f_{dco} = f_{ref}$. In this case, $c$ reaches its saturation value of $c_{\text{min}}$ (the blue curved path), and then $v$ increases (the blue and magenta arrow) until $\frac{1}{2}f_{dco} \approx f_{ref}$. At this point $\dot{c} > 0$ and the trajectory enters region 2. Trajectories in region 2 asymptotically approach the equilibrium point (the curved green path) without further saturation of $c$ or $v$. In region 3, $v$ is too high, and $c$ saturates at $c_{\text{min}}$ until the trajectory enters region 2. The corresponding hybrid automaton has seven modes: four for saturated values of $c$ or $v$, and one for each of the regions described above. Again, SpaceEx readily showed global convergence.

The observation that the phase locked loop first saturates $c$, then gets $v$ close to its final value, and the converges in both $c$ and $v$ applies to the actual PLL as well as to this simplified model. This observation allowed us to describe the PLL in a way where SpaceEx shows the convergence of one variable at a time. In the course of verifying the PLL, cycles in the mode-transition graph would cause time-outs while SpaceEx tried to compute fix points. The “one variable at a time” approach eliminated the most egregious of these cycles from the model and achieved very practical execution times.

The SpaceEx model approximates the values of the accumulators of the digital PLL with integrators. Thus, the error analysis is basically that for a Riemann sum approximation of an integral, but in this case the integral is approximating the values output by the digital accumulators with continuous integrators. For the digital PLL design, the approximating the values output by the digital accumulators for $f_{dco}$ as a function of $c$ and $v$, bounded the error, and incorporated the error terms into the linear differential inclusions for $\dot{c}$.

**The bang-bang PFD.** First, consider the linear PFD. It can detect phase differences of up to nearly a full clock period in either direction. For example, if the up signal goes high nearly a clock period before the dn signal, that indicates that the DCO is nearly $2\pi$ radians behind the reference. At the other extreme, the dn signal goes high nearly a clock period before the up signal to indicate that the DCO is nearly $2\pi$ radians ahead. Figure 6 shows a hybrid automaton model for the linear PFD.

Note that during the time that the reset signals are asserted (see Fig. 4), the PFD may fail to acquire an edge of one of the clocks.

A simple model of the digital PLL could be obtained by creating the product automaton from each of the component automata described above. To verify global convergence, it suffices to show that this product automaton converges to correct phase and frequency lock from all initial states. However, this results in a huge number of mode transitions. The key issue is that while the output of the PFD could have a mode transition for nearly every cycle, the value of $v$ changes quite slowly. Thus, SpaceEx would need to analyse a large number of mode changes before $v$ settles; in practice, this results in a time out. Furthermore, SpaceEx adds an error-term in all directions to the reachable space with each mode transition. Because $v$ changes very little between mode transitions of the PFD, these error-terms overwhelm the convergence of $v$. To avoid these limitations, we created a model for the digital PLL that consisted of three sub-models according to how “far” the PLL is from its lock state.

**Model 1:** (the blue path segment in Fig. 5). This model is for the region where $v$ is much lower than the equilibrium value. We construct a model that has $c$ and $\theta_A$ as state variable and models $v$ as a static interval. A complication to this argument is that due to delays in the reset loop of the PFD, the PFD may occasionally report that the DCO leads the reference, causing $c$ to temporarily increase – these anomalous flows are depicted by the red arrows in Fig. 5. These anomalies are captured by our model, and SpaceEx shows that $c$ moves to a small, invariant interval containing $c_{\text{min}}$. Because $c < c_{\text{center}}$, $\dot{v} > 0$, from which we conclude that $v$ increases, and the entry conditions for model 2 will eventually be satisfied. We use

![Fig. 6. A hybrid automaton for the linear PFD](image-url)
an equivalent construction when \( v \) is much greater than the equilibrium value. Note that \( v \) must be analysed separately from \( c \) and \( \theta_\Delta \) to avoid the issues with different time scales for \( v \) and \( \theta_\Delta \).

**Model 2**: (the magenta path segment in Fig. 5). For \( v \) in these bounds, the linear phase path bounds \( \theta_\Delta \) and ensures that there are no anomalies like those described for Model 1. Here we use the product-automata construction described earlier; \( c \), \( v \), and \( \theta_\Delta \) are all included as state variables. SpaceEx shows that \( v \) continues to progress towards its equilibrium value, and in so doing verifies our choice of bounds for \( v \). In other words, our manual calculation was helpful to obtain a successful verification, but the soundness of the verification does not depend on the correctness of these calculations.

**Model 3**: (the green path segment in Fig. 5). Here, \( \frac{1}{N} f_{dco} = f_{ref} \), and \( c \) and \( v \) follow a zig-zag path to settle at their equilibrium values. Along this path, \( \theta_\Delta \) frequently changes sign, causing a large number of mode transitions that would obscure the progress of \( v \) in the SpaceEx analysis. Our linearized model for the DCO frequency is

\[
f_{dco} \in a_v v + a_c c \oplus \text{Err}
\]  

(5)

where \( \oplus \) denotes Minkowski sum\(^1\) and \( \text{Err} \) is an error-bound interval for the linear approximation.

\[
w = \frac{a_v v + a_c c}{N} - f_{ref}
\]  

(6)

and construct a model whose state variables are \( w \) and \( \theta_\Delta \). SpaceEx readily shows that \( w \) and \( \theta_\Delta \) both converge to intervals around 0.

Now, note that if \( |w| \) is small, then given \( v \), we can derive tight bounds for \( c \). This allows us to construct a model, using a small interval for \( w \), that shows that \( v \) (and therefore \( c \)) converges to its equilibrium value.

Together, these results from SpaceEx show that all trajectories that start in the valid region for model 1 eventually enter the valid region for model 2. All trajectories that start in the valid region for model 2, eventually enter the valid region for model 3. All trajectories that start in the valid region for model 3, converge to the desired equilibrium point. Because the union of the valid regions for models 1, 2, and 3 covers the entire state space for \( c \), \( v \), and \( \theta_\Delta \), global convergence of the digital PLL is verified. As an example of the process, Figure 7 shows how \( v \) converges to its equilibrium value in models 2 and 3.

**B. Limitations of the model**

Our verification is relative to the model, and the model makes several simplifications relative to the real circuit. This section summarizes the most important of these simplifications.

\(^1\) The Minkowski sum of two sets, \( A \) and \( B \) is the set of elements that can be obtained as the sum of an element from \( A \) and an element from \( B \):

\[
A \oplus B = \{ z \mid \exists a \in A, \exists b \in B, z = a + b \}
\]

Our model omits the Delta-Sigma modulator, the direct phase control path and the low-pass filter of the complete design. **Modeling the Delta-Sigma modulator** should be straightforward using the quantization model from Eq. 4.

The **linear phase control path**. We included a simple, linear model of the “time gain” of the linear phase control in our model. The phase shift of this path is applied once for every cycle of the PFD. This means that the phase shift is proportional to both the phase offset and the minimum of \( f_{ref} \) and \( \frac{1}{N} f_{dco} \). Our linear model is valid when the PLL is close to lock, and we plan to model the non-linearity of this path in future work.

The **low-pass filter** seemed like an obvious candidate to include in our model for SpaceEx: we can model it as a purely linear system with three state variables and no mode transitions. When we included the filter in the PLL model, SpaceEx failed to show convergence. We suspect that the filter’s low cut-off frequency results in a stiff model. We hope to explore this further and possibly along the lines of those presented in [12] to model the PLL with the low-pass filter. An interesting opportunity here is that if the cut-off frequency of the low pass filter is close to that of the \( v \)-integrator, the PLL will be unstable. We intend to use this as a test case to show how our methods can identify a faulty design.

The **PFD** has a metastability issue that is hidden by the abstraction that we used. Basically, there are situations where the PFD must “decide” between resetting \( \theta_\Delta \) to 0 or continuing with a value that is close to \( \pm 2\pi \). While the issue of metastability occurs in any PLL design, we have not seen it mentioned or addressed in the verification literature.

Finally, our model has **fixed coefficients** for the linear differential inclusions that model the PLL components. A real design will not exactly match any pre-specified value for these parameters, and they will be specified as intervals instead. SpaceEx only supports models where the coefficients are fixed, real numbers. In the next section, we introduce an approach that allows verifying global convergence under the more general realistic condition of having interval bounds for key model parameters.
V. PARAMETERIZED VERIFICATION WITH Z3

Consider the problem of showing that all trajectories in an invariant region $Q_0$ eventually reach a target region $Q_T$ with $Q_T \subseteq Q_0$. This can be proven by exhibiting a Lyapunov function, $\Phi$, that satisfies the two conditions below:

1. $\forall x \in Q_0 - Q_T, \Phi(x) > 0$; and
2. $\forall x \in Q_0 - Q_T, \frac{d}{dt} \Phi(x) < 0$.

Because $Q_0$ is invariant, all trajectories that start in $Q_0$ will remain in $Q_0$ forever. Furthermore, if the trajectory has not entered $Q_T$, $\Phi(x)$ strictly decreases with time along any trajectory outside of $Q_T$. Therefore, $\Phi(x)$ must eventually be less than or equal to zero. Because $\Phi(x)$ is strictly positive outside of $Q_T$, the trajectory must eventually enter $Q_T$.

The soundness of the Lyapunov argument does not depend on how $\Phi$ was obtained; it only requires that $\Phi$ satisfies the Lyapunov conditions. In this section, we borrow an approach from linear systems theory to construct a Lyapunov function, and use the Z3 SMT solver to show that the Lyapunov conditions stated above hold for this function when used with the non-linear model for the digital PLL. By using this approach with interval bounds for key model parameters, we show that the verification holds for any digital PLL whose components implement the model within the given bounds.

We observed that a direct application of this method produced a system of non-linear relations where the SMT solver did not terminate in a practical amount of time. However, we can modify the original function to produce a new function that Z3 can show satisfies the Lyapunov conditions above. This verifies global convergence for any implementation of the PLL whose parameters are within the interval bounds.

As a preliminary experiment, we considered showing convergence from states where $\frac{\dot{f}_{dc0}}{2}$ is much different than $f_{ref}$. In this case, the PFD acts like a frequency comparator, and $\beta$ contains $f_{dc0}$. Here, we use a non-linear DCO from Eq. [2]

To construct $\Phi$, first consider a linear system, $\dot{x} = Ax$. Let $P$ be the solution of

$$A^T P + PA = -I \quad (7)$$

By construction, $P$ is symmetric. If $P$ is positive definite, then the system $\dot{x} = Ax$ globally converges to $x = 0$ [13, p. 154]. To prove this, observe that $\Phi(x) = x^T Px$ satisfies the Lyapunov conditions.

Next, consider the PLL model with a non-linear DCO model and saturating accumulators as described in the previous section. Let $h$ be the time-derivative function for this model, in other words, $\dot{x} = h(x)$ where $x = [v \, \phi]^T$. Let $x_0$ be the desired operating point of the PLL; in particular $h(x_0) = 0$. To show global convergence, let $A = Jac(h, x_0)$ be the Jacobian of $h$ when evaluated at $x_0$; let $P$ be defined as in Eq. [7] and let $\Phi(x) = x^T Px$. The PLL globally converges to $x_0$ if $P$ is positive definite and for all initial points $x \in Q_0 - \{x_0\}$, $\frac{d}{dt} \Phi(x) < 0$. Positive-definiteness can be tested by adding a conjunct with that constraint to the solver and showing that a suitable $P$ exists. The second part is equivalent to showing $\forall x \in Q_0 - \{x_0\}, h(x)^T Px < 0$. Z3 solves this problem in a few seconds, including the multiple cases in the definition of $h$ to account for saturation of the accumulators.

We attempted to repeat this analysis using interval bounds for the parameters $\alpha$, $\beta$, and $f_0$ for the DCO from Eq. [2] allowing each parameter to vary $\pm 20\%$ from its nominal value. With our initial attempt, Z3's solver failed to complete. While modern SMT solvers can handle non-linear relations, the computational cost grows extremely rapidly with the number of non-linear terms. Accordingly, we sought to simplify our Lyapunov function. Using the Jacobian based approach defined above:

$$A_0 = f_0 \begin{bmatrix} g_1 f_{ref} \beta & g_1 \alpha \\ \frac{g_1 f_{ref}}{1+\beta c_{center}} & \frac{g_1}{1+\beta c_{center}} \end{bmatrix} \quad (8)$$

As described above, one can propose any matrix for $A$, and if function obtained by solving for $P$ satisfies the Lyapunov conditions, global convergence is established. Thus, we looked for ways to “simplify” $A_0$ to obtain a system of inequalities that would show convergence and be tractable in Z3. Noting that the nominal values for $\alpha$ and $\beta$ are both one, we factored them out from the numerators in the elements for the first row of $A_0$ to get

$$A_1 = f_0 \begin{bmatrix} g_1 f_{ref} \beta & g_1 \alpha \\ \frac{g_1 f_{ref}}{1+\beta c_{center}} & \frac{g_1}{1+\beta c_{center}} \end{bmatrix} \quad (9)$$

With this change, Z3 verified the Lyapunov conditions, again in just a few seconds.

Now, consider adding error terms as described in Section [IV] to the derivatives to obtain an inclusion. These error terms perturbed the effective values of $c$ and $v$ in the calculation of the derivative. Let Err denote these error terms, and assume that Err is symmetric about 0: if $\eta \in Err$ then $-\eta \in Err$ as well. We now want to show:

$$\forall X \in Q_0 - Q_T, \forall \eta \in Err, h(x + \eta)^T Px < 0$$

From the symmetry of Err, this is equivalent to showing

$$\forall X \in (Q_0 - Q_T) + Err, \forall \eta \in Err, \quad (x + \eta)^T P(x + \eta) < 0 \quad (10)$$

The last form is easier for the SMT solver because it moves the $\eta$ term out of the non-linear function, $h$. With the earlier models, Z3 showed convergence to the point $x_0$. With this model, Z3 shows convergence into a small rectangle that contains $x_0$. This rectangle is larger than $x_0 \oplus E$ because the disturbance can be time-varying.

Finally, we combined using interval bounds for the model parameters and including error terms in the derivative function. Again, Z3's solver failed to converge. This time we noted that the denominator of the elements in the first row of $A_0$, $1 + \beta c_{center}$, is always positive. Thus, we can multiply the second inequality of the Lyapunov conditions by $1 + \beta c_{center}$ to obtain the equivalent condition:

$$\forall x \in (Q_0 - Q_T) + Err, \forall \eta \in Err, \quad (x + \eta)^T P(x + \eta) < 0 \quad (11)$$
Using this formulation, Z3 quickly verified global convergence with interval bounds for model parameters and error terms in the derivative function.

VI. CONCLUSIONS AND FUTURE WORK

We have shown global convergence for a digital phase locked loop (PLL). We modeled the components of the PLL using piecewise linear differential inclusions, and then showed that all initial states converge to a small region near the intended operating point. These component models included non-linearities in the digitally controlled oscillator, saturation and quantization effects in the accumulators, and modeling of both a linear and a bang-bang phase-frequency detectors. Using a simplified model, we showed how the convergence results can be extended to the case where the specifications for components are given as interval bounds rather than exact values.

We chose to use SpaceEx [4] for the reachability computations because it was designed from the outset to handle large linear hybrid automaton models. The piecewise linear inclusions model the PLL components quite well. On the other hand, we encountered problems with long compute times and large over approximations when SpaceEx computed non-trivial fix points for cycles of modes. The solution we found was to organize the modes of the automaton according to the typical behaviour of the PLL during lock to avoid cycles of modes. With these changes SpaceEx could verify global convergence in a few minutes.

SpaceEx requires fixed values for the model coefficients. We also showed the convergence can be established using Lyapunov functions, and the correctness of these functions can be shown with an SMT solver. For the work reported here, we used Z3 [5]. Here too, we encountered issues of time-outs: the solver would either complete in a second or two, or they would go on for hours without terminating. In this case, the solution was to manually simplify the function. This works particularly well with the Lyapunov approach; there’s no way to introduce an error by simplifying a proposed Lyapunov function. If an inappropriate change is made, the proposed function will be refuted. Our SMT-based method is at a relatively preliminary stage and we are interested in seeing if we can apply it to a model that is as detailed as the one that we used with the hybrid-automata approach.

There are many areas for future work. We would like to provide bounds on lock time (excluding metastability). Then we plan to complete models for the low-pass filter and the Delta-Sigma modulator. We plan to examine other digital PLL architectures to assess how much of the effort from this verification can be re-used for other designs. We expect that the re-use will be large, but we do not expect full automation given the need to guide the tools away from problems of time-outs and over approximations.

A very promising follow-on is to formalize the connection between the models used here and those used in other phases of the analog and mixed-signal design process. For example, we used “designer” provided models of the main components of the PLL. How do we know that these handwritten models correspond to the actual circuit? Thus, we want to connect this work with component validation.
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Abstract—Today’s microelectronics industry is increasingly confronted with the challenge of developing and validating software that closely interacts with hardware. These interactions make it difficult to design and validate the hardware and software separately; instead, a verifiable co-design is required that takes them into account. This paper demonstrates a new approach to co-validation of hardware/software interfaces by formal, symbolic co-execution of an executable hardware model combined with the software that interacts with it. We illustrate and evaluate our technique on three realistic benchmarks in which software I/O is subject to hardware-specific protocol rules: a real-time clock, a temperature sensor on an I²C bus, and an Ethernet MAC. We provide experimental results that show our approach is both feasible as a bug-finding technique and scales and handles a significant degree of concurrency in the combined hardware/software model.

I. INTRODUCTION

A growing problem for today’s microelectronics industry is co-design of hardware alongside embedded, low-level software that closely interacts with it. In particular, semiconductor designs are witnessing an increased use of on-chip micro-controllers running firmware to implement functionality that would formerly have been implemented in hardware. This trend is driven by factors that include the following:

• Extracting the control of complex devices and implementing it in firmware can cut development schedules while adding flexibility and survivability.

• By making on-chip devices more capable, work can be shifted away from the CPU, where performance is increasingly hard-won. The richer control required for more capable devices further drives the trend.

The sorts of devices that are typically integrated on-chip are controllers for power management, hardware with sequestered functionality for remote management or secure content, and increasingly capable graphics processors.

Co-design and validation of such devices together with their firmware, with the predictability needed to schedule fabrication and hit market windows, has become an acute challenge. Similar challenges arise in developing firmware for systems on chip (SoCs) and general embedded systems [1].

Firmware is just hardware-specific software. One might therefore expect that the problem can be addressed by some combination of today’s separate techniques for design and verification of hardware and software. But the results of this approach are disappointing. The problem is the complex nature of the interactions at the hardware/software interfaces. All large systems are structured into subsystems, but the interfaces between hardware and software subsystems are more problematic than those in a homogeneous system.

• In a homogeneous design, the documentation of interfaces (say by header files) is both understandable by developers and processable by tools. A compiler, for example, can guarantee some consistency in how two modules view a shared interface. But hardware and software are typically described in different languages, processed by separate tool chains. And the hardware and software design teams have their own descriptions of the interfaces they share, with little to ensure the two are consistent.

• The mechanisms for invoking functionality and sharing data among modules in a homogeneous system, particularly in software, are relatively few. In contrast, the means of passing information between hardware and software are varied and built up from nonstandard primitives that may include interrupts, memory-mapped I/O, and special-purpose registers. The situation is analogous to software before procedure-calling conventions were standardized.

• The hardware/software interface also marks a boundary between different threads of concurrent execution. Without the shared understanding of synchronization that follows from a common language and library, concurrency at the hardware/software interface needs special treatment.

• Finally, a hardware/software interface almost always marks a boundary between different teams, working in different parts of a company and having different educational backgrounds and skills. The scope for misunderstanding is greater than usual.

The challenges faced by those implementing the two sides of a hardware/software interface are high—but so is the need to get it right. Building a system with a new interface and then testing it to find and remove bugs is a perilous practice. When designers move the control from a complex hardware device into firmware, the stripped-down hardware can be difficult to test without a means to run the firmware. Testing the hardware and firmware together is difficult before silicon is fabricated: simulators are slow, emulators expensive, and FPGAs limited in capacity. Delaying extensive testing until silicon is available is unacceptable as it serializes the development of hardware and software to the point where it can be difficult to meet the
project schedule. And, of course, any hardware bugs found at this stage will be expensive to fix.

An increasingly common approach to designing embedded software is to employ virtual prototyping, so that coding can begin before silicon is available. A software model (in C or SystemC) serves as a proxy for the hardware on which the embedded firmware code can be developed and tested. In our research, we leverage this trend and propose a new approach to co-validation of hardware/software interfaces by formal, symbolic co-execution of two combined pieces of code: a software model of the hardware, and the real embedded firmware that interacts with this hardware. When necessary, we capture the parallelism between firmware and hardware with a modelling approach that employs software concurrency in the form of asynchronous threads.

We demonstrate our idea with three realistic benchmarks, all publicly available on the web [1]. These are constructed by combining hardware models adapted from a virtual machine emulator and software taken from a general-purpose OS kernel. The interactions at the hardware/software interfaces of these benchmarks are characteristic of devices of interest to our industry partner—including low-level software, akin to a driver, executing on a separate on-chip microcontroller. Our experimental results show the approach both is feasible as a bug-finding technique and scales to handle a significant degree of hardware/software concurrency.

A further, methodological, contribution of our work is the identification of the open-source QEMU [2] code base, together with Linux device drivers [3], as a rich source of characteristic examples to drive research in this domain. The correctness properties we have devised also exemplify validation problems that are typical of low-level hardware/software interfaces. Co-validation poses distinctive challenges and has growing industrial importance; it is our hope that this work will encourage other formal verification researchers to engage with this important problem in contemporary hardware design.

II. VALIDATION AIMS AND TECHNICAL APPROACH

We have designed and experimentally evaluated a method for semi-automatically searching for bugs in the interactions at hardware/software interfaces. Our aim is to find potential violations of certain correctness properties as the hardware interacts with the low-level software under scrutiny. Such violations yield counterexample traces that can expose bugs both in the low-level software and in the hardware model. Our method targets early and relatively high-level software models of hardware, which need not be cycle accurate.

For our work, the purpose of hardware models is to capture the hardware side of interactions that occur at nonstandard hardware/software interfaces. This includes modelling complex, ah-hoc side-effects characteristic of low-level devices. For example, when the software reads a hardware register, this may cause other changes to the visible state at the interface.

In general, these interactions are expected to conform to a protocol that can be articulated in terms of pre- and post-conditions, which we refer to as properties. We formalize these as runtime assertions within the executable hardware model itself. Specifications of interface protocols are usually articulated separately, in logic. Our approach, however, is designed to appeal to practicing engineers who use virtual platforms to test their intuition through co-simulation, and so we embed specifications within executable models—which are given formal meaning through a bit-precise execution semantics [4].

A. Modelling Approach and Concurrency

In the conventional approach to formal hardware verification, hardware models are essentially state-transition systems: a formal model is given that determines or constrains the next state of registers/memory in relation to the current state and inputs. In this work, we propose a different approach that need not be cycle accurate and provides a higher-level, event-driven software abstraction of the hardware, focussed on interactions at its interface with low-level software.

In some hardware/software systems, the speed of the hardware and low latency of the interaction mechanism, relative to software execution, imply that we do not need to model hardware/software concurrency. An example is the RTC benchmark in Section [IV]. In these cases, our combined code, comprising the firmware plus the hardware model, can simply represent interaction by procedure calls into the hardware model from the software. This simplification encodes an assumption that hardware response is effectively instantaneous.

More interesting is our handling of hardware/software concurrency in the cases where it matters. Here, we model the hardware by asynchronous software threads invoked by the low-level code that interacts with the hardware. When this code engages in an interaction with the hardware—writing to a register, say—a concurrent, asynchronous thread is spawned whose sole purpose is to call a function in the hardware model that initiates an execution to model the hardware’s response. Once the function returns, the thread terminates. This event-driven abstraction enables us to find concurrency bugs, as illustrated by the Ethernet MAC benchmark in Section [VI]. It also maps well onto the early-stage hardware modelling activity that our validation method targets.

In the specific context of our benchmarks drawn from QEMU, we are able to justify making threads of the hardware model atomic with respect to each other and the low-level software. This reduces the complexity of our analysis. We recognize, however, this will not always be possible.

The low-level software’s response to hardware interrupts are also modelled by asynchronous threads, this time created at run-time by the hardware model—and not atomic. This allows us to capture concurrency bugs in interrupt handling, a prominent potential source of errors in the industrial systems we have in mind.

http://www.cprover.org/firmware
B. Validation Technology and Concurrency Encoding

Our validation method is designed to leverage today’s highly optimized SMT/SAT solvers. Where our combined code is purely sequential, we can analyse it with any software analysis tool that gives a bit-precise semantics to C and can check our embedded run-time assertions. In Section VII we report experimental results using CBMC and, for comparison, also using KLEE—a pathwise testing tool that achieves high coverage through symbolic execution [3].

Our main approach, however, is to analyse our coalesced code by symbolic execution with aggressive path-merging, as exemplified by CBMC [6]. This yields a mathematical formula that encodes multiple execution paths up to a certain depth, which is then checked by a SAT/SMT solver. This approach maximizes the exploitation of today’s optimised solvers and avoids the potentially exponential number of execution paths explored by path-wise enumeration [7], [5].

To handle concurrency, we exploit a recent encoding of concurrent software execution in CBMC that uses partial orders to constrain the relative timing of events that access shared state [8]. Roughly speaking, it works as follows. Accesses to shared state by separate concurrent threads are first decoupled by being given distinct symbolic references. An integer clock is introduced for each access to shared state, and a partial order is given among the clocks that encompasses all feasible interleavings of these accesses to shared state. Finally, order-dependent equality relationships are established among the values named by the decoupled references, making connections between the state values ‘seen’ by the hardware model and low-level software. All this is efficiently encoded in a quantifier-free formula whose size is cubic in the maximum number of shared state accesses. Any satisfying assignment found by a SAT/SMT solver corresponds to a property violation.

Encoding concurrency by partial orders side-steps having to deal explicitly with the complexity of interleavings, and produces a highly competitive analysis for concurrent software [8], which we exploit in this work. It also allows the ordering of accesses to be more loosely specified than in conventional sequential consistency. The latter property is used in [8] to capture the complex semantics of weak memory models in modern multi-core architectures, but is not (yet) exploited in our work on hardware/software co-validation.

III. HARDWARE MODELS FROM QEMU DEVICES

To evaluate our method, we extract hardware models from the open-source QEMU virtual machine emulator [2] and combine them with Linux device drivers [3]. Our idea is to leverage the rich collection of hardware models that QEMU provides, in combination with real OS driver code. This strengthens the objectivity and realism of our experiments, since they retain essential characteristics of production code. This includes a specific division into hardware models and low-level software, which moreover originate from separate developer communities.

QEMU was designed for hardware virtualization, not experiments in formal co-validation, and extracting usable stand-alone hardware models from QEMU code is not entirely straightforward. To give an idea of what is involved, we briefly sketch some aspects of the QEMU architecture, before going on to present our benchmark experiments.

QEMU is written in C. Each QEMU virtual machine is divided into boards, each of which consists of device and bus models. Communication between device models can occur only through bus models. This is the basis for a modular design, implemented through a QEMU-specific factory and service locator pattern known as QDev [9].

QDev organizes hardware models into a dynamic tree data structure that relies on a QEMU-specific object model called QOM [10]. In essence, QOM seeks to extend C with object-oriented programming features. To achieve this, QOM stores information about its internal C structures in glib trees and hash tables. An instantiation of such a structure is called an object. Function pointers serve as methods. QEMU’s physical memory management architecture determines which object methods of a device model are called when memory regions are accessed by the guest operating system [11].

For our benchmarks, we extracted stand-alone C hardware models by excluding all physical memory management code and dependencies on QDev and QOM. This was done through a somewhat laborious process of careful slicing and approximation of essential features.

By default, QEMU accelerates dynamic code translation though just-in-time compilation [12]. For our purposes, this can fortunately be bypassed through an undocumented feature called QTest, a client-server architecture that facilitates testing of hardware models. Few QEMU models currently take advantage of this test harness, but the trend is towards more testing. The benefit for our approach is that these tests can give insight into hardware-specific verification properties, and serve as starting points for symbolic co-execution.

IV. CO-VALIDATION OF A REAL-TIME CLOCK

Our first benchmark is the MC146818 real-time clock (RTC), a low-power CMOS device that provides—among other functionality—a time-of-day clock, a calendar, and programmable timers for periodic interrupts and square-wave generation [13]. One of the stated purposes of the MC146818, which is quite an old device, is to ‘relieve the [microprocessor] software of the timekeeping workload’. This motivation also drives today’s proliferation of complex on-chip device controllers, themselves running firmware.

The RTC is representative of hardware devices that firmware interacts with through special-purpose registers, a common low-level software/hardware interface idiom [14]. The speed of the RTC device means we can represent interaction with it by procedure calls in the firmware; in essence we can assume, in this benchmark, that both a register write and the hardware’s response to it are instantaneous.

In this first benchmark, we focus on only part of the RTC interface: reading and writing the registers that hold the time, date, and alarm data. As will be seen, this is not simply a matter of the firmware executing a ‘read’ or ‘write’ instruction, but requires some ancillary manipulation of bits in control
status registers. Our validation task is to check for violation of the protocols that govern this mechanism.

A. Interface Properties

The MC146818 presents its interface as 64 bytes of RAM, addressed 0x00 through 0x3F. The time, date, and alarm data are held in the first 10 bytes, each of which is essentially a ‘register’ at a specific address \[13\]. For example, the byte at 0x09 is the register that holds the year. To access a register, software must execute a sequence of two I/O instructions that access two different memory-mapped hardware registers at addresses 0x70 and 0x71. The first determines the data register to be accessed, and the second holds the value of this register. It is an error to read or write a data register value at address 0x71 without first setting the register to be accessed:

\[
\begin{align*}
&\star \text{ Each execution of } \text{outb 0x71 or inb 0x71 must be preceded by a unique outb 0x70.}
\end{align*}
\]

This property alone is insufficient to guarantee safe writes of data. The firmware controlling this device must also correctly manipulate two control bits in ‘Register B’, one of four other RAM locations whose individual bits monitor and control a diverse assortment of device operations. The two relevant bits are the SET bit and the data mode (DM) bit.

\[
\begin{align*}
&\star \text{ The SET bit of Register B must be enabled (have value 1) when any of the time, date, or alarm registers are written.}
\end{align*}
\]

Once SET is enabled, data can be safely written as either binary or binary-coded decimal. The choice must be made explicit by writing 1 or 0 to the DM bit. In addition, the selected ‘data mode cannot be changed without re-initializing the 10 data bytes’ \[13\]. A permissive interpretation of this sentence in the data sheet yields the following two properties:

\[
\begin{align*}
&\star \text{ The DM bit can be changed only when the SET bit is already enabled, or as the SET bit is also being enabled or disabled when Register B is written.}
\end{align*}
\]

\[
\begin{align*}
&\star \text{ If the DM bit has changed since the SET bit has been or is being enabled, then every time, calendar and alarm register must have been written at the moment when the SET bit is disabled.}
\end{align*}
\]

The final property we discuss here says there are no concurrent hardware writes to any of the time, date, or alarm registers while the SET bit is 1. Note that no such guarantee exists once the SET bit is disabled.

\[
\begin{align*}
&\star \text{ While the SET bit is 1, when data } d \text{ is written to a time, calendar or alarm register } R, \text{ a subsequent read of } R \text{ returns } d.
\end{align*}
\]

We have shown only informal statements of our properties to make the exposition accessible. In our actual method, we encode properties as runtime assertions in the RTC hardware model. Several other properties, omitted here for brevity, are included in our experiments. This yields an executable specification, through which we expose a real bug (Section \[VII\]).

B. Technical Details of the RTC Benchmark

To illustrate the architecture shared by all our benchmarks and explain how hardware models are extracted from QEMU, we give here some technical details for the RTC benchmark.

The full RTC model in QEMU depends on a large amount of code irrelevant to our properties, and is too complex to analyse formally. We therefore manually removed these dependencies, including the dependency on the i440fx PCI host. We also manually sliced away some code not representing actual hardware, such as QEMU timers. These simplifications, which we would expect in future to mechanize, preserve the core of the RTC model.

There are two loops in the RTC hardware model that are hard for CMBC to handle, but the functions that contain them are for RTC timer functionality that has nothing to do with our interface properties. We could therefore safely remove these function calls without affecting the validation results.

For the low-level software side, we used the dependency tracking capabilities of CBMC to pull together sufficient Linux driver code to exercise the hardware model. This was done in a semi-automated way that produces a coalesced C program containing the model together with a superset of the exact Linux code needed to drive the hardware features covered. The coalesced program has around 49k lines of C code.

Symbolic execution of the coalesced program has to proceed from a main function that actually invokes the driver. For this, we develop scenarios that invoke the driver in various ways. These were specially written for the RTC benchmark, but a merit of our approach in general is that we might instead leverage test cases created by developers, as long as these initialize the hardware model. Our code initializes the RTC with a non-deterministic value representing the time. After initialization, we call the Linux device driver function \text{get_rtc_time()} to read the time from the RTC. Finally, we call \text{set_rtc_time()} to write back the time just read. These calls induce state transitions in the hardware model.

A similar approach can be taken to produce benchmarks for stand-alone QEMU hardware models, in isolation from their driver, simply by wrapping each QEMU model with some C code that enacts driver I/O scenarios. In the RTC benchmark, each such scenario includes an initialization step that sets the time in the RTC to a non-deterministic value, represented in binary-coded decimal and constrained to be in the range given in the MC146818 datasheet \[13\]. For a sanity check of the properties, we created a buggy test case for the stand-alone hardware model that calls \text{inb(0x71)} before \text{outb(0x70,*)}, where * is a non-deterministic value.

V. CO-VALIDATION OF AN I2C TEMPERATURE SENSOR

The second benchmark features a temperature sensor \[15\], called ‘TMP105’, that is controlled by software through the I2C bus \[16\]. This allows us to experiment with properties that go beyond fixed-sized register updates. Our hardware model for the I2C benchmark incorporates the essential interaction constraints for these updates, so the benchmark does not need to include a model of the I2C bus controller.
The temperature sensor has four registers: an 8-bit configuration register, a 16-bit temperature register, and 16-bit lower and upper temperature threshold registers for hysteresis. Reading and, when applicable, writing of these registers is done over the I²C serial bus. The registers have different sizes, so the number of transmitted bytes varies.

Individual bits in registers must conform to rules similar to those of the RTC. We show a few illustrative properties, again stated informally here but in practice encoded as run-time assertions in the hardware model.

The sensor can be shut down by writing a 1 to the least significant bit of the configuration register. This turns off continuous temperature measurements to save power. While the sensor is in this ‘shutdown mode’ individual readings can still be triggered by writing a 1 to the most significant bit of the configuration register. This leads to the following property:

- Each read of the temperature register is preceded by a write of a 1 to the most significant bit of the configuration register if and only if the temperature sensor is in shutdown mode.

Writing 1 to the most significant bit of the configuration register merely triggers an individual temperature measurement; the bit itself is immutable and not affected by the write.

- When the most significant bit of the configuration register is read, it is zero regardless of any previous writes to it.

The next property concerns the configuration register.

- After writing byte \( c \) to the configuration register, the next read gives a byte \( c' \) where \( c'[i] = c[i] \) for \( 0 \leq i < 7 \).

That is, all bits of the old and new configuration value are pairwise equal, except perhaps the most significant bit.

Altogether, the bus and register properties amount to around two dozen runtime assertions. It was straightforward to encode these in the TMP105 hardware model extracted from QEMU: the TMP105 internal state is stored in a C structure that has fields to that implement its registers and store control information related to communication through the I²C protocol.

VI. CO-VALIDATION OF AN ETHERNET MAC

Our final benchmark concerns interrupt-driven software for an Ethernet MAC with a direct-memory access (DMA) ring [17]. We concentrate on the functionality of receiving Ethernet frames. Each incoming frame is called an RX frame. The Ethernet MAC can be configured to generate a hardware interrupt for each RX frame. We call this ‘interrupt mode’. When interrupts are disabled but RX frames should still be processed, the software polls for incoming data.

Hardware/software concurrency is therefore important to model in the Ethernet MAC benchmark, because multiple frames can arrive simultaneously and the software reacts to interrupts generated by the hardware. These are handled using the modelling approach discussed in Section II and produce a significant degree of concurrency in the coalesced model.

A noteworthy complication is that the software switches between interrupts and polling to improve performance [18]. Similar techniques are used for block devices with high data throughput, such as solid state drives. Switching between polling and interrupt mode is known to be error-prone, so this benchmark is a good exemplar for concurrency bugs due to interrupts in a producer-consumer scenario. This section explains one such bug and how the developers fixed it.

The OpenCores Ethernet MAC features 128 DMA buffer descriptors [17], each of which determines the memory that holds an Ethernet frame. Our benchmark code elides the details of DMA address translation; instead, we focus on how the software and hardware synchronize their updates to the DMA buffer. In the case of RX frames, the software sets bit 15 in a buffer descriptor to 1 when the associated DMA buffer can be overwritten by the hardware. Such a buffer descriptor is said to be ‘empty’. The hardware clears bit 15 to signal to the software that the DMA buffer associated with a buffer descriptor contains a new RX frame. Despite its simplicity, this communication protocol is error-prone when interrupts are being re-enabled, as illustrated next.

Suppose there is at least one empty RX buffer descriptor. The software switches from polling to interrupt mode as soon as it detects no new RX frames. To do this, it reads bit 15 of the next available RX buffer descriptor. Suppose the current buffer descriptor is empty and so this bit is still 1. In this case, the version of the software with the bug continues by clearing all RX interrupt sources before re-enabling all RX interrupts.

Unfortunately, this algorithm can result in RX frames being delayed or even dropped. Figure 1 shows an example, in which an RX frame arrives just after the check for new RX frames but before the RX interrupt sources are cleared. This RX frame will not trigger an interrupt until another one arrives. In fact, if there are no other ones, the delayed RX frame is not even promoted to the socket layer. This happens when the driver is stopped, for example due to standby.

The following properties will expose this concurrency bug:

- When the software enables the MAC receiver, there exists at least one empty RX buffer descriptor.
- The software must eventually process every RX frame. At the very latest, when it is stopped, all RX frames must have been processed.

The crux of these properties is that the driver must detect any potentially lost frames. Figure 2 shows how the developer for the ‘ethoc’ driver in the Linux 2.6.38 kernel release fixed the bug, ensuring these properties are then satisfied.

These and several other properties were analysed using CBMC and the partial order encoding for concurrency. The scenarios we wrote to exercise these properties asynchronously invoke the hardware model to trigger new RX frames or force the MAC to become busy.

A few simplifications were made to enable analysis within reasonable time and memory bounds. Because the solver has no array logic built in, we had to reduce the maximum number of DMA buffers to eight and shrink their sizes to at most two bytes. For the same reason, the number of buffer descriptors in the hardware model was reduced to eight. Finally, we
For the ETHOC device benchmark, our tool processes the coalesced code and symbolically encodes concurrent memory accesses as partial orderings, as discussed in Section [I]. The resulting formula, sent to an SMT/SAT solver, captures all possible execution schedules for the threads that enact...

TABLE I

<table>
<thead>
<tr>
<th>LOC</th>
<th>#Unroll</th>
<th>#Threads</th>
<th>#Constraints</th>
<th>#Clauses</th>
<th>Sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETHOC.1</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.2</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.3</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.4</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.5</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.6</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.7</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.8</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.9</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.10</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.11</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.12</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.13</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.14</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.15</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.16</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
<tr>
<td>ETHOC.17</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>55.2</td>
<td>780.8</td>
</tr>
<tr>
<td>ETHOC.18</td>
<td>46609</td>
<td>16</td>
<td>1</td>
<td>795.8</td>
<td>69.1</td>
</tr>
</tbody>
</table>

Fig. 2. A second buffer descriptor check, after the RX interrupt sources have been cleared, detects intermittent RX frame arrivals.

VII. EXPERIMENTAL RESULTS

Table I summarizes our experimental results. We performed all experiments on a 64-bit machine running Linux 3.5.0 with eight Intel Xeon 3.07 GHz cores and 48 GB of main memory.

For the RTC and I²C benchmarks, we employed sequential, multi-path symbolic execution. Loops were unrolled a bounded number of times. This type of symbolic execution generates a Boolean formula that encodes the expected interface properties and all calls to read and write procedures in the hardware model invoked from the low-level software. The formula is then checked with MiniSat 2.2. If the formula is satisfiable, a violation of some property has been found. Otherwise, no decisive conclusion about the validity of the property can be reached.

As part of our RTC experiments, we found a real bug in the QEMU hardware model that causes it to violate property RTC.1 in Table I. The violation is exposed through a test that first writes a time or calendar register and then writes to one of the control registers of the device. For the combined RTC benchmark with the hardware model and driver code, CBMC reports the violation of property RTC.1 in 225.3 s, of which 177.4 s were spent in MiniSat. The violation of property RTC.1 in the standalone RTC hardware model is found in 50 s.

The temperature sensor benchmark also helped to expose a real bug in the QEMU hardware model. The bug causes data on the I²C bus to be lost because of an off-by-one error. In the standalone I²C hardware model, CBMC found a violation of property I2C.10 in 3.6 s and property I2C.18 in 3.4 s, of which 1.4 s and 1.3 s, respectively, were spent in MiniSat.

We also tried to use CBMC to expose property violations in the temperature sensor by analysing the combined driver code and hardware model. The scenarios developed for this analysis take a brute-force approach, in which we explore all possible sequences, of a fixed length, of non-deterministically chosen driver API function calls. The sequences are encoded symbolically, in a single run of the analysis. The idea was to simulate all possible fixed-length sequences of invocations of the driver API, such as might arise in a typical interrupt-driven setting. Our experiments with a bound of 15 driver API calls in the test harness failed to expose a property violation. CBMC timed out after 1800 s when the number of API function calls was set to 20.

For the ETHOC device benchmark, our tool processes the coalesced code and symbolically encodes concurrent memory accesses as partial orderings, as discussed in Section [I]. The resulting formula, sent to an SMT/SAT solver, captures all possible execution schedules for the threads that enact...

http://git.qemu.org/?p=qemu.git;a=commit;h=02c6cc6d5e90cde59f7695b1c
http://git.qemu.org/?p=qemu.git;a=commit;h=cb5ef3fa1871522a08866270
invocations of hardware functionality. Interrupts generated by the hardware model also introduce concurrency that is included in the encoding, because the software’s interrupt handler executes asynchronously from the hardware’s point of view.

This modelling approach generates a significant degree of concurrency. Our scenarios result in up to 18 threads being spawned, yet we can validate most of the concurrent scenarios, explained in further detail below, in under 6 minutes (one scenario requires up to 29 minutes). The partial-order based encoding of [8] thus appears to be well suited for efficiently checking our models of combined hardware/software systems.

First, we validated the QEMU hardware model in isolation. In under 1 minute, despite 12 threads being spawned, we showed that our hardware model correctly simulates interrupts to be raised asynchronously. As our symbolic execution is limited to bug-finding, we had added a runtime assertion to state the converse; the counterexample we found constitutes evidence that our interrupt properties are not vacuously true.

With a more than tenfold increase in the number of clauses when analysing the combined hardware/software system, the burden on the underlying decision procedure rises significantly. We therefore experimented with both a purely sequential composition of the systems, corresponding to an assumption of instantaneous hardware operation, and a concurrent version, capturing all behaviour. In just over 7 minutes, our experiments confirm that the sequential version does not exhibit the erroneous behaviour described in Section VII. This failure to detect the bug illustrates how developing software without a realistic hardware model poses risks. The complete, concurrent system spawns 18 threads to simulate all interactions of the software with asynchronous hardware and interrupts. In 29 minutes we were now able to detect a property violation that exposes the presence of the bug in the combined hardware/software system.

Other Experiments using KLEE. We have also analysed all three benchmarks using KLEE [5]. On the RTC benchmark with the combined hardware model and driver software, KLEE times out after 1800 s. It also times out on the standalone, corrected RTC hardware model, but it can find the bug in the original model in 1 s. The temperature sensor driver code cannot be compiled into LLVM IR, but KLEE can check the corrected hardware model in 1 s. When we analyse the original temperature sensor hardware model, KLEE exposes the bug in 1 s. In addition, we confirmed that KLEE cannot detect the concurrency bug in the Ethernet MAC driver; with both the corrected and buggy version of the driver, it explores 25 paths in less than 30 s and passes all seven ETHOC properties (whether violated or not).

VIII. DISCUSSION AND FUTURE WORK

In this section, we indicate some of the limits of our work and discuss some directions for further research.

The hardware models in all our benchmarks serve as an executable specification of the hardware/software interface. This is helpful to engineers, who test their intuition through simulation. An executable hardware model also gives flexibility in expressing properties. But, under symbolic analysis, this can also give rise to a diverse range of logical formulas for checking—making it hard to find an appropriate decision procedure. The problem might be mitigated by adopting an embedded contract language [19].

We found executable hardware models to be essential in discovering key properties of the hardware and software, and to exploring the interfaces between them. Our models are event-driven and phrased at a high level—executable software abstractions that strike a balance between modelling accuracy and tractability. An obvious goal is to verify them formally against a lower-level reference model. Our Ethernet MAC benchmark could be used as a research case study for this, in which executions of threads in the stand-alone QEMU model are compared with the OpenCores RTL Verilog model [17].

Our Ethernet MAC benchmark exemplifies the subtleties of interrupts by explaining a concurrency bug in a driver. For the automatic analysis, we relied on symbolic encoding of interactions between concurrently running model elements. But we have not yet considered nested interrupts, which would require extensions to both our models and the concurrency encoding. In future, we would also like to address interrupt priorities, such as FIQ interrupts on ARM. Our experiments also expose opportunities for automatic slicing algorithms that are aware of concurrency semantics.

Multi-threading in the Ethernet MAC benchmark frames some of our current research on improvements to the partial order concurrency encoding. Our experience suggests there is potential to delegate some of the generation of constraints that constitute the partial order on state accesses to the SMT solver itself, where it could be done incrementally.

IX. RELATED WORK

Most research on verification of low-level software has focused on operating systems and drivers, with some prominent successes [20], [3], [21], [6], [7], [22]. There has also been some work on formal analysis of assembly code [23] and even binary drivers have been analysed [24]. There is, of course, a large body of literature on design and verification of embedded systems at a higher level [25]. In our work, we address formal co-validation of complex interactions between low-level software and on-chip hardware, using a novel technique that combines symbolic execution and partial-order encodings [8], bypassing the scalability limitations of partial-order reductions in earlier work (e.g. [26]). Our work represents the first demonstration of this approach to this important problem in contemporary systems design.

There has been some research, with aims similar to ours, using bounded model checking [27] and interval property checking [28]. The emphasis of both these efforts is on machine instructions and cycle-accurate hardware models, while ours aims at early validation before a cycle-accurate model is available. This is reflected in the fact that the work of [28] targets Verilog code, while ours revolves around higher-level models in C. Earlier work also analysed a more non-
deterministic C model through abstract interpretation [29], but with less sophisticated support for concurrency. More recently, an automata-theoretic co-verification technique has been applied to PCI drivers [30].

Other related work has used symbolic simulation and SMT to check equivalence between a software reference model and a system containing (restricted) C code that invokes data computations on reconfigurable hardware modelled in Java [31]. Hardware/software concurrency is not represented; interaction is modelled by synchronous calls from the software into an API that loads and runs the streaming hardware designs. The aim is to establish correctness of the dataflow computations in hardware/software co-designs. By contrast, our work and modelling approach seek to uncover bugs in hardware/software systems that interact through concurrent, imperative modification of shared state.

X. CONCLUDING REMARKS

We have described a new approach to co-validation of hardware and low-level software, based on formal co-verification of an executable hardware model together with the software that interacts with it. We articulate key correctness properties that we expect interactions at the hardware/software interface to exhibit, and check these by symbolic execution. As our show case, the approach can be adapted to a range of interaction mechanisms—and it can expose bugs.

Systematic experimental research into formal co-verification of hardware and low-level software is hindered by the lack of realistic benchmarks accessible to academic researchers. Our work suggests a way to close this gap. We exploit the availability of well-developed open source virtual machine emulator code, from which one can extract a wide range of typical hardware models. These models can be made to work with Linux drivers, which serve as a proxy for typical firmware and low-level software, based on formal co-verification recently, an automata-theoretic co-verification technique has been applied to PCI drivers [30].

...
Abstract—We present a new method for optimizing the C/C++ code of embedded control software with the objective of minimizing implementation errors in the linear fixed-point arithmetic computations caused by overflow, underflow, and truncation. Our method relies on the use of an SMT solver to search for alternative implementations that are mathematically equivalent but require a smaller bit-width, or implementations that use the same bit-width but have a larger error-free dynamic range. Our systematic search of the bounded implementation space is based on an inductive synthesis procedure, which guarantees to find a solution as long as such solution exists. Furthermore, the synthesis procedure is applied incrementally to small code regions—one at a time—as opposed to the entire program, which is crucial for scaling the method to programs of realistic size and complexity. We have implemented our method in a software tool based on the Clang/LLVM compiler and the Yices SMT solver. Our experiments, conducted on a set of representative benchmarks from embedded control and DSP applications, show that the method is both effective and efficient in optimizing fixed-point arithmetic computations in embedded software code.

I. INTRODUCTION

Analyzing and optimizing the fixed-point arithmetic computations in embedded control software is crucial to avoid overflow and underflow errors and minimize truncation errors within the designated input range. Implementation errors such as overflow, underflow, and truncation can lead to degradation of the computation results, which in turn may destabilize the entire system. The conventional solution is to carefully estimate the minimum bit-width required by the software code to run in the error-free mode and then choose a microcontroller that matches the minimum bit-width. However, this can be expensive or even infeasible, e.g., when the microcontroller at hand has 16 bits but the code requires 17 bits.

In many cases, it is possible for the developer to manually reorder the arithmetic operations to avoid the overflow and underflow errors and to minimize the truncation errors. However, the process is labor intensive and error prone. In this paper, we present a new compiler-assisted code transformation method to automate the process. More specifically, we apply inductive synthesis incrementally to optimize the arithmetic computations so that the code can be safely executed on microcontrollers with a smaller bit-width.

Consider the code in Fig. 1, where all input parameters are assumed to be in the range [0, 9000]. A quick analysis of this program shows that, to avoid overflow, the program must be executed on a microcontroller with at least 32 bits. If it were to run on a 16-bit microcontroller, many of the arithmetic operations, e.g., the subtraction in Line 13, would overflow. In this case, a naive solution is to scale down the bit-widths of the overflowing operations by eliminating some of their least significant bits (LSBs). However, it would decrease the dynamic range, ultimately leading to a large accumulative error in the output.

Our method, in contrast, can reduce the minimum bit-width required to run this fixed-point arithmetic computation code without loss in accuracy. It takes the original C code in Fig. 1 and the user-specified ranges of its input parameters, and returns the optimized C code in Fig. 2 as output. Our method guarantees that the two programs are mathematically equivalent but the one in Fig. 2 requires a smaller bit-width. More specifically, the new code can run on a 16-bit microcontroller. Furthermore, our method ensures that the new code does not introduce additional truncation errors.

The optimization in our method is carried out by an SMT solver based inductive synthesis procedure, which is customized specifically for efficient handling of fixed-point arithmetic computations. Recent years have seen a renewed interest in applying inductive synthesis techniques to a wide variety of applications (e.g., [1], [2], [3], [4], [5], [6], [7], [8]). However, a naive application of inductive synthesis to our problem would not work, due to the limited scalability and large computational overhead of the synthesis procedure. For example, our experience with the Sketch tool [1] shows that, for synthesizing arbitrary fixed-point arithmetic computations, it does not scale beyond programs with 3-4 lines of code.

Our main contribution in this paper is a new incremental inductive synthesis algorithm, where the SMT solver based analysis is carried out only on small code regions of bounded size, one at a time, as opposed to the entire program. This incremental optimization approach allows our method to scale up to programs of practical size and complexity.

Our new method differs from existing methods for optimizing arithmetic computations in embedded software. These existing methods, including recent ones [9], [10], focus primarily on computing the optimal (smallest) bit-widths for the program variables. Instead, our method focuses on re-ordering the arithmetic operations and re-structuring the code, which in turn may lead to reduction in the minimum bit-width. In other words, we are not merely finding the minimum bit-width, but also reducing it through proper code transformation. Due to the use of an SMT solver based exhaustive search, our method can find the best implementation solution within a bounded search space.

We have implemented our method in a software tool based on the Clang/LLVM compiler framework [11] and the Yices SMT solver [12]. We have evaluated its performance on a representative set of public domain benchmarks collected from embedded control and digital signal processing (DSP) applications. Our results show that the new method can significantly reduce the minimum bit-width required by the program and,
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II. MOTIVATING EXAMPLE

We illustrate the overall flow of our method using the example in Fig. 1. The program is intended to be simple for ease of presentation. In the actual evaluation benchmarks, the programs have loops and variables that are assigned more than once. Note that loops in these programs are all bounded, and therefore can be handled by finite unrolling.

Our method takes the program in Fig. 1 and a configuration file that defines the value ranges of all parameters as input, and returns the program in Fig. 2 as output. It starts by parsing the original program and constructing an abstract syntax tree (AST). Each variable in Fig. 1 corresponds to a node in the AST. The root node is the return value of the program. The leaf nodes are the input parameters.

The AST is first traversed forwardly, from the parameters to the return value, to compute the value ranges. Each value range is a \((\min, \max)\) pair for representing the minimum and maximum values of the node, computed using a symbolic range analysis [13]. Then, the AST is traversed backwardly, from the return value to the parameters, to identify the list of AST nodes that may overflow or underflow when using a reduced bit-width. For example, the first overflowing node in Fig. 1 is the subtraction in Line 13: although \(t3\) and \(t4\) can be represented in 16 bits, the subtraction may produce a value that requires more bits.

For each AST node that may overflow or underflow, we carve out some neighboring nodes to form a region for optimization. The region includes the node, its parent node, its child nodes, and optionally, the transitive fan-in and fan-out nodes up to a bounded depth. The region size is limited by the capacity of the inductive synthesis procedure. For the subtraction in Line 13, if we bound the region size to 2 AST levels, the extracted region would include the right-shift in Line 14, which is the parent node.

The region is then subjected to an inductive synthesis procedure, which generates an equivalent region that does not overflow or underflow. For Line 13 in Fig. 1, the extracted region and the new region are shown side by side as follows:

\[
\begin{align*}
\text{t2} &= \text{t3} - \text{t4}; \\
\text{t3} &= \text{t2} >> 2; & \quad \text{t2} &= \text{t4} >> 2; & \quad \text{t3} &= \text{t2} >> 2; \quad \text{t4} = \text{t3} >> 2; & \quad \text{t1} &= \text{t3} - \text{t4}; & \quad \text{t1} &= \text{t3} - \text{t4}; \\
\end{align*}
\]

That is, instead of applying right-shift to the operands after subtraction, it applies right-shift first. Because of this, the new region needs a smaller bit-width to avoid overflow.

However, the above new region is not always better because it may introduce additional truncation errors. Consider \(t3 = 2\), \(t4 = -2\) as a test case. We have \(t3 - t4 >> 2 = 1\) and \(t3 >> 2 = t4 >> 2\), meaning that the new region may lose precision if the two least significant bits (LSBs) of \(t3\), \(t4\) are not zero. An integral part of our new synthesis method is to make sure that the new region does not introduce additional truncation errors. More specifically, we perform a truncation error margin analysis to identify, for each AST node, the number of LSBs that are immaterial in deciding the final output. For Line 13, this analysis would reveal that the LSBs of \(t3\) and \(t4\) do not affect the value of the final output.

Since the new region is strictly better, the original AST is updated by replacing the extracted region with the new region. After that, our method continues to identify the next node that may overflow or underflow. The entire procedure terminates when it is no longer possible to optimize any further.

In the remainder of this section, we provide a more detailed description of the subsequent optimization steps.

After optimizing the subtraction in Line 13, the next AST node that may overflow is in Line 10. The extracted region and the new region are shown side by side as follows:

\[
\begin{align*}
\text{t7} &= \text{t8} + \text{D}; & \quad \text{N3} &= \text{t8} - 16469; \\
\end{align*}
\]
t5 = t7 - 16469; --> t5 = N3 + D;

Our analysis shows that variables t8, D and constant 16469 all have zero truncation error margins. The new region does not introduce any additional truncation error. Therefore, the original AST is updated with the new region.

The next AST node that may overflow is in Line 6. The extracted region and the new region are shown as follows:

\[
\begin{align*}
\text{Line 6:} & \quad t6 = t9 >> 2; \\
\text{Extracted:} & \quad N6 = t11 >> 2; \\
\text{New:} & \quad N5 = t10 >> 2; \\
\text{...} & \quad N4 = N5 + N6; \\
\text{...} & \quad t6 = N4 >> 1;
\end{align*}
\]

The truncation error margins are 2 for t10 and 2 for t11. Therefore, the truncation error margin for t9 is 2, meaning that the two LSBs may be ignored. Since the new region is strictly more accurate, the original AST is again updated with the new region.

The next AST node that may overflow is in Line 4. The extracted region and the new region are shown as follows:

\[
\begin{align*}
\text{Line 4:} & \quad t9 = t10 + t11; \\
\text{Extracted:} & \quad N9 = N10 >> 1; \\
\text{New:} & \quad N5 = N7 >> 1; \\
\text{...} & \quad N6 = t11 >> 2; \\
\text{...} & \quad N10 = t12 - B; \\
\text{...} & \quad N4 = N5 + N6; \\
\text{...} & \quad t6 = N4 >> 1;
\end{align*}
\]

Notice that this extracted region consists of a node that is the result of a previous optimization step. The truncation error margins are 0 for c12 and 0 for c8. The new code region does not suffer from the same truncation error that would be introduced by N5 = (B*2 + t12>>2), because the truncation error is not amplified while being propagated to the final result. Instead, it is compensated by the addition of B.

The last node that may overflow is in Line 5 of Fig. 1. The extracted region and the new region are shown as follows:

\[
\begin{align*}
\text{Line 5:} & \quad t11 = H << 2; \\
\text{Extracted:} & \quad N7 = B + N9; \\
\text{New:} & \quad N6 = H;
\end{align*}
\]

By now, all arithmetic operations that may overflow are optimized. The new program in Fig. 2 can run on a 16-bit microcontroller while still maintaining the same accuracy as the original program running on a 32-bit microcontroller. Another way to look at it is that if the optimized code were to be executed on the original 32-bit microcontroller, it would have a significantly larger dynamic range.

III. PRELIMINARIES

A. Fixed-point Notations

We follow [14] to represent the fixed-point type by a tuple (s, N, m), where s indicates whether it is signed or unsigned (1 for signed and 0 for unsigned), N is the total number of bits or the bit-width, and m is the number of bits representing the fractional part. The number of bits representing the integer part is n = (N - m). Different variables and constants in the original program are allowed to have different bit representations, but all of them should have the same bit-width N.

Signed numbers are represented in the standard two's complement form. For an N-bit number α, which is represented by bit-vector \(x_{N-1} x_{N-2} ... x_0\), its value is defined as follows:

\[
\alpha = \frac{1}{2^m} \times \left( -2^{N-1} x_{N-1} + \sum_{i=0}^{N-2} 2^i x_i \right),
\]

where \(x_i\) is the value of the \(i^{th}\) bit. The value of \(\alpha\) lies in the range \([-2^m, 2^m - 2^m]\). If a number to be represented exceeds the maximum value, there will be an overflow. If a number to be represented is less than the minimum value, there will be an underflow. If the number to be represented requires more designated fractional bits than \(m\), there will be a truncation error. The maximum error caused by truncation is \(2^{-m}\).

We define the step of a variable or a constant as the number of consecutive LSBs that always have the value zero. For example, the number 1024 has a step 9, meaning that nine of the LSBs are zero. On the other hand, the number 3 has a step 0. During the optimization process, they will be used to compute the truncation error margin (the LSBs whose values can be ignored). Our method will leverage the truncation error margins to obtain the best possible optimization results.

B. Intermediate Representation

We use Clang/LLVM to construct an intermediate representation (IR) for the input program. Since the standard C language cannot explicitly represent fixed-point arithmetic operations, we use a combination of the integer C program representation and a separate configuration file, which defines the fixed-point types of all program variables. More specifically, we scale each fixed-point constant (other than the ones used in shift operations) to an integer by using the scaling factor \(2^m\). For example, a constant with the value of 2.5 will be represented as 10, together with \(m = 2\), since \(2.5 \times 2^2 = 10\).

After each multiplication, a shift-right is added to normalize the result so as to match the fixed-point type for the result. For example, \(x = c \times z\), where variables \(x\) and \(z\) and constant \(c\) all have the fixed-point type (1, 8, 3), would be represented as \(x = (c \times z) >> 3\). Our implementation currently supports linear fixed-point arithmetic only; therefore, we do not consider the multiplication of two variables.

Although there is no inherent difficulty in our method for handling non-linear arithmetic, we focus on linear arithmetic for two reasons. First, the benchmarks used in our experiments are all linear. Second, we have not evaluated the efficiency of SMT solvers in handling non-linear arithmetic operations. Therefore, we leave the handling of nonlinear arithmetic for future work.

For each multiplication, we also assign an accumulate flag, which can be set by the user to indicate whether the microcontroller has the capability of temporally storing the multiplication result into two registers, which effectively doubles the bit-width of the registers. Many real-world microcontrollers have been designed in this way. Continuing with the same example \(x = (c \times z) >> 3\), if the accumulate flag is set to 1 by the user, the multiplication node will not be checked for overflow and underflow. Only after the right-shift, will the final result be checked for overflow and underflow.

For all the other operations (\(+, -, >, \ll\), \ll\), we do not rewrite the default IR representation and do not allow the user to set the accumulate flag, because most of the microcontrollers do not have double sized registers to temporarily store the results of these operations.

IV. THE OVERALL ALGORITHM

The overall flow of our method in shown in Algorithm 1. The input includes the original program and the value ranges...
of all the parameter variables. First, we invoke COMPUTE RANGES to compute the value ranges of all non-leaf AST nodes. Then, we invoke COMPUTE IGNORE BITS to compute the truncation error margins (LSBs whose values can be ignored) for all AST nodes. Finally, we compute the bit-width (bw) required by the original program to run within the given input range.

Algorithm 1 Optimizing the program within its input range.

```python
1: optimizeProgram (prog, prog_ranges) {
2:     ranges ← COMPUTE RANGES (prog, prog_ranges);
3:     ig_bits ← COMPUTE IGNORE BITS (prog);
4:     bw1 ← COMPUTE MIN BIT WIDTH (prog, ranges);
5:     while (true) {
6:         bw2 ← bw1 − 1;
7:         for each (Node n ∈ prog that may overflow or underflow) {
8:             reg ← EXTRACT REGION (prog, n);
9:             new_reg ← SYNTHESIZE (reg, bw1, bw2, ranges, ig_bits);
10:            if (new_reg does not exist) break;
11:            REPLACE REGION (prog, reg, new_reg);
12:        } bw1 ← bw2;
13:    }
14:    return prog;
15: }
```

After the bit-width of the original program (bw1) is determined, we enter the while-loop to iteratively optimize the program. In each iteration, we try to reduce the bit-width from bw1 to bw2. The loop terminates as soon as a call to the inductive synthesis procedure fails to return the new region.

Within each loop iteration, we search for all nodes that may overflow or underflow when the new bit-width (bw2) is used. We process these nodes in a breadth-first search (BFS) order, i.e., from the return value of the program to the parameter variables. For each node, we invoke EXTRACT REGION to extract a neighboring region and then invoke the inductive synthesis procedure. If successful, the inductive synthesis procedure would return a new region, which is mathematically equivalent to the extracted region but would not overflow or underflow. It also ensures that the new region would not introduce additional truncation error. After the new region is found, we use it to replace the extracted region in the program.

A. Region for Optimization

The size of the extracted region affects both the effectiveness and the computational overhead of the inductive synthesis procedure. The minimum extracted region should include the erroneous node and its parent node. Since we follow the BFS order, the parent node must have no overflow or underflow since it is already tested negative or optimized. Since in the original program, the parent operation restores the overflowed value created in the overflowing node back to the normal operation range, when the parent node is included in the region, it is more likely to find an alternative implementation that is more accurate than the extracted region.

In general, a larger extracted region allows for more opportunity to find a suitable new region. The maximum extracted region – if it were not for the limited capability of the SMT solver – would be the entire input program. This is equivalent to applying inductive synthesis tools such as Sketch [1], [2] to the entire program, provided that the fixed-point arithmetic optimization problem is modeled in the Sketch input language.

In practice, however, such a monolithic optimization approach seldom works. Indeed, our experience with the Sketch tool shows that it cannot scale beyond arbitrary fixed-point arithmetic computation code of 2-3 lines.

Therefore, in addition to implementing our customized inductive synthesis procedure, which can efficiently handle fixed-point arithmetic computations, we also bound the size of the extracted region so that inductive synthesis is applied only in the context of incremental optimization. More specifically, the extracted region is bounded to an AST with at most 5 node levels, which represents up to 63 AST nodes.

B. Truncation Error Margin

We compute the step and the ignore bits for all AST nodes recursively. First, we determine the step of each leaf node based on the definition in Section III. In general, the step may originate from a shift-left operation, a step in a parameter variable, or a step in a constant. We compute the step of each internal AST node as follows:

- \( step(x + y) = step(x) + step(y) \)
- \( step(x + y) = \min(step(x), step(y)) \)
- \( step(x − y) = \min(step(x), step(y)) \)
- \( step(x << c) = step(x) + c \)
- \( step(x >> c) = \max(step(x) − c, 0) \)

The ignore bits are those consecutive LSBs that can be ignored during the optimization process. If these bits are truncated in the new region, for example, no error will occur in its output. By taking into account these bits in the optimization process, we are able to synthesis more compact new regions.

To clarify this, consider the example in Fig. 3, where the extracted region is shown inside the dotted box. We start by analyzing the AST to determine the step of each node. For the purpose of optimizing the extracted region, we need to know the step of the region’s inputs, which are the nodes labeled as \( a \) and \( b \). Due to the shift-left operations, the step of \( a \) is 4, while the step of \( b \) is 3. Considering these step values, we determine that, when optimizing the extracted region, we have a “credit” of 3 bits to ignore. In other words, we have the freedom to truncate up to 3 consecutive LSBs of the two inputs \( (a \) and \( b \) without decreasing the accuracy of the result. Because of this, we are able to synthesize the new region as shown in Fig. 4.

![Fig. 3. The extracted region.](image1)

![Fig. 4. The synthesized region.](image2)

Notice that, even if we do not consider the ignore bits, our method can still synthesize a new region to remove the overflowing node in the above example. However, in such case, the extracted region would have to be larger. That is, the extracted region would need to include all the AST nodes in Fig. 3. The synthesized new region would include all the AST nodes in Fig. 4. However, this would also lead to a significantly longer synthesis time.
V. The Inductive Synthesis Procedure

At the high level, our inductive synthesis procedure consists of two steps: (1) run a set of test cases on the extracted region, and based on the results, generate a new region that is equivalent to the extracted region at least for the set of test cases; (2) check if the two regions are equivalent in the full input range. If they are not equivalent, block this region (bad solution) and try again.

Algorithm 2 shows the pseudo code of our synthesis procedure, which computes a new region \( \text{new}_r \) of bit-width \( bw/2 \), such that it is equivalent to the original region \( \text{reg} \) of bit-width \( bw/1 \), under the value ranges specified in ranges while considering the truncation error margins specified in \( ig \_bits \). The procedure starts by initializing \( \text{blockedRegions} \) and \( \text{testSet} \) to empty sets, where \( \text{testSet} \) consists of the test cases used for inductively generating (guessing) a new region, and \( \text{blockedRegions} \) consists of the previously explored regions that fail the equivalence check. The procedure initializes the size of the new region to 1, and then enters the while-loop to iteratively search for a new region of increasingly larger size. When size exceeds a predetermined bound, we have proved that no solution exists in this search space.

Subroutine \( \text{GENREGION} \) uses an SMT solver to inductively generate a new region, based on the test examples in \( \text{testSet} \) and the already explored regions in \( \text{blockedRegions} \). Subroutine \( \text{COMPDIFF} \) formally checks the equivalence of the extracted region \( \text{reg} \) and the new region \( \text{new}_r \), and returns a concrete test if they are not equivalent.

```
Algorithm 2 Inductively synthesizing the new code region.
1: SYNTHESIZE \{ \text{reg}, \text{bw} \_1, \text{bw} \_2, \text{ranges}, \text{ig} \_bits \} { }
2: \text{blockedRegions} \leftarrow \{ \}
3: \text{testSet} \leftarrow \{ \}
4: \text{size} \leftarrow 1
5: \text{while} (\text{size} < \text{MAX} \_\text{REGION} \_\text{SIZE}) { }
6: \text{new}_r \leftarrow \text{GENREGION}(\text{reg}, \text{bw} \_1, \text{bw} \_2, \text{size}, \text{blockedRegions}, \text{testSet})
7: \text{if} (\text{new}_r \exists) \{ }
8: \text{test} \leftarrow \text{COMPDIFF}(\text{reg}, \text{new}_r, \text{bw} \_1, \text{bw} \_2, \text{ranges}, \text{ig} \_bits)
9: \text{if} (\text{test} \exists) \{ }
10: \text{blockedRegions} \leftarrow \text{blockedRegions} \cup \{\text{new}_r\}
11: \text{testSet} \leftarrow \text{testSet} \cup \{\text{test}\}
12: \}
13: \text{else}
14: \text{return} \text{new}_r
15: \}
16: \text{else}
17: \text{size} \leftarrow \text{size} + 1
18: \}
19: \text{return no_solution; }
20: }
```

A. Constructing the New Region Skeleton

First, we generate a skeleton of the new region, which is a generalized AST capable of representing any linear arithmetic equation up to a bounded size. In this AST, each leaf node is either a constant or any of the set of input variables of the extracted region. Each internal node is any of the linear arithmetic operations \( \{\ast, +, -, \gg, \ll\} \). The root node is the result of the arithmetic computation and should compute the same result as the output node in the extracted region. Fig. 5 shows an example skeleton of 7 AST nodes. Here, \( \text{Op} \) represents any binary arithmetic operator and \( V | C \) represents a leaf node (either a variable or a constant).

For each AST node in the skeleton, we assign an auxiliary variable called the selector, whose value determines the node type. For example, a leaf node \( \text{LNode1} \), which may be variable \( v_1 \), variable \( v_2 \), or constant \( c_1 \), is represented as follows:

\[
\begin{align*}
& ((\text{LNode1} == v_1) \&\& (\text{sel1} == 0)) \\
& ((\text{LNode1} == v_2) \&\& (\text{sel1} == 1)) \\
& ((\text{LNode1} == c_1) \&\& (\text{sel1} == 2))
\end{align*}
\]

where the integer value of selector variable \( \text{sel1} \) ranges from 0 to 2. Similarly, a generalized internal node \( \text{INode3} \), which may be an addition or a subtraction of \( \text{LNode1} \) and \( \text{LNode2} \), is represented as follows:

\[
\begin{align*}
& ((\text{INode3} == \text{LNode1}+\text{LNode2}) \&\& (\text{sel2} == 0)) \\
& ((\text{INode3} == \text{LNode1}-\text{LNode2}) \&\& (\text{sel2} == 1))
\end{align*}
\]

where the integer value of selector variable \( \text{sel2} \) ranges from 0 to 1. The actual node types in the skeleton are determined later, when we encode the skeleton into an SMT formula, and then call the SMT solver to find a set of suitable values for all these selector variables.

B. Inductively Generating the New Region

To generate the new region, we need a representative set of test cases for the extracted region. These are test values for the input variables of the region, and should include both the corner cases and the intermediate values. Since the arithmetic computations are linear, we construct the corner cases by including the minimum and maximum values of all input variables as defined in ranges. Additional test values are generated by taking semi-equidistant intermediate values between values in the corner cases.

We create an SMT formula \( \Phi \) such that \( \Phi \) is satisfiable iff the resulting new region – induced by a satisfying assignment to all selector variables – is mathematically equivalent to the extracted region, but does not overflow or underflow.

\[
\Phi = \Phi_{\text{reg}} \land \Phi_{\text{skel}} \land \Phi_{\text{same1}} \land \Phi_{\text{sameO}} \land \Phi_{\text{tests}} \land \Phi_{\text{blocked}},
\]

where the subformulas are defined as follows:

- Extracted region \( \Phi_{\text{reg}} \): It encodes the transition relation of the extracted region by using bit-vector arithmetic, where the bit-width is \( bw/1 \).
- New region skeleton \( \Phi_{\text{skel}} \): It encodes the transition relation of the skeleton by using bit-vector arithmetic, where the bit-width is \( bw/2 \).
- Same input values \( \Phi_{\text{same1}} \): It asserts that the input variables of the two regions must share the same values.
- Same output value \( \Phi_{\text{sameO}} \): It asserts that the output variables of the two regions must have the same value, and there is no overflow or underflow.

Fig. 5. Skeleton of 7 AST nodes. Fig. 6. Synthesized new region.
• Test cases ($\Phi_{tests}$): It asserts that the input variables must adopt concrete values from the given test cases.

• Blocked solutions ($\Phi_{blocked}$): It asserts that the selector variables should not take values that represent any previously explored (bad) solution.

If $\Phi$ is unsatisfiable, no solution exists in the bounded search space. In this case, we need to increase the size of the skeleton and try again. If $\Phi$ is satisfiable, we have computed a candidate new region. As an example, consider the first extracted region in Section II. The new region generated from the skeleton in Fig. 5 is shown in Fig. 6.

C. Checking the Equivalence of the Regions

The candidate new region is guaranteed to be equivalent to the extracted region over the given set of test cases. However, they may not be equivalent over the full input range. Therefore, the next step is to formally verify their equivalence over the full input range. Toward this end, we create another SMT formula $\Psi$, which is satisfiable iff the two regions are not equivalent; that is, if there exists a test case that can differentiate them. Formula $\Psi$ is defined as follows:

$$\Psi = \Phi_{reg} \land \Phi_{new-reg} \land \Phi_{sameI} \land \Phi_{diffO} \land \Phi_{ranges} \land \Phi_{ig_bits},$$

where the subformulas are defined as follows:

- New region ($\Phi_{new-reg}$): It encodes the transition relation of the candidate new region in bit-vector arithmetic, where the bit-width is $bw^2$.

- Different output values ($\Phi_{diffO}$): It asserts that the output variables of the two regions have different values.

- Value ranges ($\Phi_{ranges}$): It asserts that all input variables should stay within their pre-computed value ranges. We are not interested in checking the equivalence of the two regions outside the designated value ranges.

- Ignore bits ($\Phi_{ig_bits}$): It asserts that the LSBs as specified in the ignore bits should all be set to zero. This allows us to ignore the differences between the two regions for LSBS within the truncation error margins.

If $\Psi$ is unsatisfiable, it means that the two regions are mathematically equivalent within the given input range and under the consideration of the ignore bits.

If $\Psi$ is satisfiable, the candidate new region is not correct. In this case, we add it to the blockedRegions and try again. The blocking of an incorrect solution follows the counter-example guided inductive synthesis algorithm [1], [15], where the blocked solutions are encoded as an additional constraint in the SMT formula, by adding an extra pair of extracted region and new region skeleton with the blocked assignment to selector variables. It ensures that, when the SMT solver is invoked again to find a candidate new region, the same solution will not be returned.

VI. IMPLEMENTATION

We have implemented our new method in a software tool for optimizing the C/C++ code of embedded control and DSP applications based on the Clang/LLVM compiler framework [11] and the Yices SMT solver [12]. Our tool has two modes: the whole-program optimization mode and the incremental optimization mode. The two modes differ only in the size bound imposed on the extracted region.

When the bound is set to an arbitrarily large number, our tool runs in the whole-program optimization mode. This makes it somewhat comparable to the popular inductive synthesis tool called Sketch [1], [15], provided that our new region skeleton is carefully modeled in the Sketch input language, with the selector variables defining the “integer holes” for Sketch to fill. Before implementing our own inductive synthesis procedure, we have explored this approach. However, it turns out to be not scalable: synthesizing a new region with a size bound of more than 2 would cause Sketch to quickly run out of the 4 GB memory. We believe that there are two reasons for this. First, the performance of Sketch is not optimized for handling arbitrary combinations of linear fixed-point arithmetic computations. Second, inductive synthesis, in general, may not be able to scale up to arbitrarily large arithmetic computation programs.

Due to the scalability problem encountered by using Sketch, we have implemented our own inductive synthesis procedure directly using the Yices SMT solver, which is designed for efficient handling of fixed-point arithmetic operations, e.g., by designing SMT encoding schemes for exploiting the AST structures encountered in this type of applications. Our experimental evaluation shows that the new procedure is significantly more efficient than Sketch. Instead of a size bound of 2, it now can routinely optimize the skeleton with a size bound of 5 (representing up to 63 AST nodes). Nevertheless, this improvement alone is not sufficient for supporting the whole-program optimization.

Instead, we propose an incremental optimization method that applies inductive synthesis only to individual regions of a bounded size. More specifically, we have set the maximum bound for shift-right and shift-left operations to 4, and the maximum level of AST nodes in the new region skeleton to 5. By incrementally optimizing one extracted region at a time, our method is able to avoid the scalability bottleneck imposed by the SMT solver, and therefore can be applied to programs of practical size and complexity.

VII. EVALUATION

We have evaluated our tool on a set of public domain benchmark examples. The experiments are designed to answer the following three questions:

• How much can our method reduce the minimum bit-width required for the program to run in the given input range?

• How much can our method increase the dynamic range of the program for the given bit-width?

• If both the original and the optimized programs are forced to run with a reduced bit-width, what is the difference between their fixed-point specific implementation errors?

A. Benchmarks

Our benchmark includes a set of public domain C programs for embedded control and DSP applications. They come from various sources including papers, textbooks, and the output of code generation tools. The sizes of the programs range from 21 lines of code (LoC) to 131 lines, with an average LoC of 79. The number of fixed-point arithmetic operations on average is 58. For the kind of cyber-physical systems (CPS) software targeted by our new method, these are programs of realistic size and complexity.
Table I shows the statistics of our benchmarks. The first test case, taken from [16], is a 3x3 Sobel digital filter that is widely used in image processing applications. The second test case, taken from [10], is a bicycle controller optimally synthesized for a custom-designed microprocessor with double-sized internal registers. The third test case is a locomotive controller generated by using Fixed Point Advisor and Real Time Workshop of the Matlab toolkit [17]. The fourth test case, taken from [18], is an inverse discrete cosine transform (IDCT), which is widely used in mobile communication and image compression applications. The fifth test case is the fixed-point version of a control rule implementation from [17]. The sixth test case is a 5x5 kernel sized difference image filter [19]. The seventh test case is a fast Fourier transform (FFT) implementation, where the floating-point version was taken from [20] and then converted to fixed-point, by changing all double variables into int variables without modifying or reordering any of its instructions. The eighth test case is the inverse fast Fourier transform (IFFT) for test case 7. None of the benchmarks was modified from their original forms in any way to give performance advantage to our method.

All experiments were conducted on a machine with a 3.4 GHz Intel i7-2600 CPU, 3.3GB of RAM, and 32-bit Linux.

B. Results

First, we show that there is a significant increase in the input/output range from the original program to the optimized program, when they both use the original bit-width. Table II shows the results (data on the output range are similar, and therefore are omitted for brevity). Column 1 shows the name of the benchmark. Columns 2 and 3 show the input (output) ranges of the original program and the optimized program, respectively. Column 4 shows the percentage of the range increase. The increase in input (output) range spans from 0% to 1515%, with an average of 307% or a median of 72%. The increase is due to the removal of the overflowing and underflowing nodes in the original program. As a result, the output range is also increased. Together, they lead to a significant increase in the dynamic range of the entire application.

Second, we show that there is a significant decrease in the minimum bit-width required for the program to run without overflow/underflow errors for the given input range. The experimental results are shown in Table III. Column 1 is the name of the benchmark. Column 2 is the minimum bit-width of the original program to avoid overflow and underflow, and Column 3 is the average bit-width for all program variables. Our results show that the bit-width reduction spans from 1 bit to 4 bits. Consider the Sobel Image filter as an example. The minimum bit-width required to run the original program is 17 bits. After optimization, it is reduced to 15 bits. This is significant, because now the code can be executed on a 16-bit microcontroller instead of a 32-bit microcontroller, which is often significantly cheaper.

To further illustrate the benefit of our new method, consider the maximum error bound in a scaled-down version of the original program in order to downgrade the hardware from 32-bit to 16-bit, or from 64-bit to 32-bit. Table IV shows the comparison between the optimized program and a scaled-down version of the original program. Column 1 is the name of the benchmark. Column 2 is the scaling level. Columns 3 and 4 are the maximum relative errors of the original program and the optimized program, respectively. Our results show that the optimized programs have smaller errors in all test cases.

We also show, in Table V, the statistics of running our optimization method. Column 1 is the name of the benchmark. Column 2 is the number of lines optimized by the incremental inductive synthesis procedure in the original program. Column 3 is the total execution time by our method. The data show that, by using incremental synthesis, we have kept the overall runtime down. In fact, it is no longer directly dependent on the

### Table I

<table>
<thead>
<tr>
<th>Name of the Benchmark</th>
<th>Line of Code</th>
<th>Arithmetic Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel image filter (3x3)</td>
<td>42</td>
<td>12</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>37</td>
<td>27</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>131</td>
<td>114</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>131</td>
<td>77</td>
</tr>
<tr>
<td>FFT (N=8) (no DC component)</td>
<td>112</td>
<td>82</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>112</td>
<td>90</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>bit original</th>
<th>bit optimized</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel image filter (3x3)</td>
<td>-3.4<em>10^10, 3.4</em>10^10</td>
<td>-1.0<em>10^10, 1.0</em>10^10</td>
<td>194</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>0, 1.5*10^10</td>
<td>0, 2.1*10^10</td>
<td>40</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>-8.7<em>10^18, 8.7</em>10^18</td>
<td>-9.2<em>10^18, 9.2</em>10^18</td>
<td>5</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>0, 1.5*10^10</td>
<td>0, 2.1*10^10</td>
<td>40</td>
</tr>
<tr>
<td>Controller</td>
<td>In1 [0, 5.0*10^9]</td>
<td>In1 [0, 6.6*10^9]</td>
<td>32</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>In2 [-5.0*10^9, 0]</td>
<td>In2 [-6.6*10^9, 0]</td>
<td>32</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>0, 1.3*10^9</td>
<td>0, 2.1*10^9</td>
<td>1515</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>0, 2.6*10^9</td>
<td>0, 5.3*10^9</td>
<td>103</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Name of the Benchmark</th>
<th>Original (bit-width)</th>
<th>Optimized (bit-width)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>Average</td>
<td>Minimum</td>
</tr>
<tr>
<td>Sobel image filter (3x3)</td>
<td>17</td>
<td>10.26</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>18</td>
<td>14.47</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>33</td>
<td>29.41</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>20</td>
<td>16.29</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>17</td>
<td>11.11</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>18</td>
<td>7.32</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>17</td>
<td>7.11</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Scaling</th>
<th>Error original</th>
<th>Error optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel image filter (3x3)</td>
<td>32 → 16-b</td>
<td>3.1 * 10^-7</td>
<td>0.0</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>32 → 16-b</td>
<td>3.5 * 10^-3</td>
<td>2.0 * 10^-3</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>64 → 32-b</td>
<td>2.9 * 10^-6</td>
<td>1.5 * 10^-6</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>32 → 16-b</td>
<td>9.2 * 10^-3</td>
<td>1.8 * 10^-3</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>32 → 16-b</td>
<td>5.2 * 10^-4</td>
<td>2.9 * 10^-4</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>32 → 16-b</td>
<td>1.2 * 10^-2</td>
<td>2.5 * 10^-3</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>32 → 16-b</td>
<td>8.1 * 10^-2</td>
<td>4.4 * 10^-3</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>32 → 16-b</td>
<td>8.4 * 10^-2</td>
<td>3.2 * 10^-2</td>
</tr>
</tbody>
</table>
program size, but more on the number of extracted regions and the time spent on optimizing each region. For Locomotive, the SMT solver took a longer time because of its larger original bit-width (64-bit) – the other examples are all 32-bit.

### VIII. Related Work

Our new method incrementally optimizes the fixed-point arithmetic computations in an embedded software program with the objective of reducing the minimum bit-width through code transformation, without changing the computational accuracy. The core synthesis routine in our method follows the same counter-example guided inductive program synthesis paradigm pioneered by Sketch [1], [2]. However, our method is significantly different in that it has an implementation that is designed for more efficiently handle linear fixed-point arithmetic computations. Furthermore, we apply inductive synthesis incrementally to regions of a bounded size, one at a time, as opposed to the entire program.

Gulwani et al. [5] propose a method for synthesizing bitvector programs from a linear reference code by leveraging a set of user defined library functions. Their method does not use incremental inductive synthesis, and the largest synthesized code reported in their paper has 16 lines of code, for which their tool takes over 45 minutes. Jha et al. [3] use the same symbolic encoding as in [5] but replace the logical specification of the desired program by an input-output oracle.

The SCIDUCTION tool implemented by Jha [9] can automatically synthesize a fixed-point arithmetic program from the floating-point arithmetic code. However, the focus of this tool is solely on finding the smallest possible bit-width and choosing the best fixed-point representation for each program variable. They have not attempted to change the code structure or synthesize completely new code for the purpose of reducing the minimum bit-width.

Another closely related work is the linear fixed-point optimization method proposed in [10], which relies on using a Mixed Integer Linear Programming (MILP) solver to minimize the error bound by changing the fixed-point representation of the program. Again, their method can only optimize the bitvector representations of the program variables, but do not change the structure of the original code or synthesize new completely new code in order to reduce the bit-width.

Our method is also related to superoptimization in modern compilers [21], [22], [23], which perform exhaustive search in the space of valid instruction sequences to optimize performance-critical inner loops. However, they typically cannot be used to increase the dynamic range, or minimize the bit-width, of fixed-point arithmetic computations.

### IX. Conclusions

We have presented a new method for incrementally optimizing the linear fixed-point arithmetic computations of an embedded software program via code transformation to reduce the required bit-width and to increase the dynamic range. Our method is based on judicious application of an SMT solver based inductive synthesis procedure to code regions of bounded size. We have implemented our method in a software tool and evaluated it on a set of representative embedded programs. Our results show that the new method can significantly reduce the bit-width and handle programs of realistic size and complexity.
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Abstract—Periodic real-time programs are ubiquitous: they control robots, radars, medical equipment, etc. They consist of a set of tasks, each of which executes (in a separate thread) a specific job, periodically. A common synchronization mechanism for such programs is via Priority Inheritance Protocol (PIP) locks. PIP locks have low programming overhead, but cause deadlocks if used incorrectly. We address the problem of verifying safety and deadlock freedom of such programs. Our approach is based on sequentialization – converting the periodic program to an equivalent (non-deterministic) sequential program, and verifying it with a model checker. Our algorithm, called PIP Verif, is iterative and optimal – it terminates after sequentializing with the smallest number of rounds required to either find a counterexample, or prove the program safe and deadlock-free. We implemented PIP Verif and validated it on a number of examples derived from a robot controller.

I. INTRODUCTION

Periodic programs are widely used to control safety-critical systems. They consist of multiple tasks, each performing a specific job (typically, by invoking a function) periodically. Each task runs in its own thread of execution. Thus, periodic programs are inherently concurrent. They have, however, unique characteristics. First, the arrival and maximum processing times of jobs are known a priori. Second, each thread has a unique and – other than the issue of locks discussed below – fixed priority. Hence both the inherent non-determinism of job arrival and the complexity of the scheduling policy (e.g., one that depends on a job’s time in the queue) that characterize general concurrent software, are absent for periodic programs. Periodic programs are designed to be correct only under these restrictions. Therefore, verifying them against a completely non-deterministic scheduler (as common with general concurrent software) is too imprecise.

To address this challenge, we developed [1][2] an approach for time-bounded verification of periodic programs. Our approach leverages the restrictions on scheduling and job arrival mentioned above. Given a periodic program \( C \) and a time bound \( t \), we verify that \( C \) does not violate a safety property \( \varphi \) when executed for time \( t \) from an initial state \( I \). We assume that \( t \), \( \varphi \) and \( I \) are user-specified. Our scheduler model is not completely non-deterministic. It preserves relative ordering of jobs and priorities, while abstracting away concrete time. It is thus sound for properties that depend only event ordering, and not the exact times at which events occur. Note that restricting execution time (as opposed to, say, number of context switches [3]) is more natural for a periodic program since time maps directly to the program’s execution state. For example, the software that deploys an airbag in a car completes in a fixed amount of time, and therefore, during verification, we are interested in bugs that occur within that time limit only.

Periodic programs use locks for synchronization. However, such locks must prevent priority inversion [4], whereby a thread is blocked by another with lower priority. A priority inversion almost caused the failure of the 1997 PathFinder mission [5]. To this end, several locking protocols have been proposed in literature [4]. Real-time operating systems [6] typically support two versions – the Priority Ceiling Protocol (PCP) lock and the Priority Inheritance Protocol (PIP) lock. Both types of locks prevent priority inversion. The PCP lock eliminates deadlocks as well, but requires additional programming effort. In contrast, the PIP lock is easier to use but leads to deadlock if used incorrectly. In earlier work [1][2] we explored the time-bounded verification of periodic programs with PCP locks. In this paper, we deal with PIP locks.

We use the sequentialization paradigm proposed by Lal and Reps [7], and build on our earlier work on sequentializing periodic programs without PIP locks [2]. In [2], every execution of the periodic program is partitioned logically into rounds. During sequentialization, we first fix the total number of rounds. Next, each job (i.e., the periodic execution of a task) is scheduled, i.e., assigned a starting and an ending round. Jobs are then executed in order of increasing priority and starting time. Before executing each statement, a job non-deterministically context switches, i.e., jumps to a higher round, thereby modeling preemption. Finally, constraints are used to ensure that jobs are appropriately scheduled (e.g., a job never starts while another with higher priority is executing), properly preempted (e.g., a job never preempts another with higher priority), and that rounds are consistent (the value of each shared variable at the end of a round equals its value at the beginning of the next round).

In the context of periodic programs with PIP locks, existing sequentialization approaches [7][2] are inadequate for several reasons. First, the priority of a thread changes dynamically. More importantly, due to priority inheritance, it is possible for the priority of a thread to change even while the thread itself is suspended. Second, an exact bound on the number of rounds needed to account for all possible executions cannot be determined efficiently. Finally, periodic programs with PIP locks
can deadlock. However, the existing sequentialization-based deadlock detection algorithm for concurrent programs [8] do not work with priorities, because it requires that every deadlock have a wait-free counterexample. This is not true when priorities are involved (see Sec. IV for more details). Against this background, we make the following contributions.

First, we present an iterative algorithm, called pipverif, for verifying a time-bounded periodic program with PIP locks. Pipverif maintains a number \( R \) of rounds, starting with \( R = \) the total number of jobs. In each iteration, it first checks for counterexamples to safety with \( R \) rounds. If such a counterexample, is detected, pipverif terminates with UNSAFE. Otherwise, it checks for the presence of executions with more than \( R \) rounds. If there are no such executions, pipverif terminates with SAFE. Otherwise, it increments \( R \) and continues with the next iteration. Pipverif is optimal – it terminates with the smallest \( R \) required to either find a counterexample, or prove the program safe.

Second, we extend pipverif to detect deadlocks. To this end, the sequential program that we generate maintains the transitive closure of the Task-Resource Graph (TRG) [9] in an incremental manner. A node of the TRG represents either a task or a PIP lock. An edge from a task \( t \) to a lock \( l \) means that the currently executing job of \( t \) is blocked trying to acquire \( l \). Similarly, an edge from a lock \( l \) to a task \( t \) means that \( l \) is held by the currently executing job of \( t \). Detecting a deadlock state is equivalent to detecting that the TRG is cyclic.

Finally, we implement pipverif by extending rek [2]. We validate our tool, called rekpip, on a set of examples derived from the controller of a LEGO Mindstorms robot. In each case, rekpip produces the correct result, either proving the program SAFE, producing a counterexample for a user-specified safety property, or detecting a deadlock. These results indicate that our approach is feasible. Our tools and benchmarks are available at http://www.andrew.cmu.edu/user/arieg/Rek/start-rekpip.cde.tar.gz.

It is important to note that assuming a nondeterministic scheduler, as done by virtually the entire literature on concurrent program verification, makes these verification methods inherently incomplete even when the execution is bounded, simply because in the real system the scheduler is not nondeterministic. The current line of work is therefore the first to present, to the best of our knowledge, a sound and complete – relative to the time-bound, and for properties that only depend on the ordering of events – verification method for a (particular type of) a concurrent program. It is also the first empirically validated verification method for periodic programs with PIP locks. Given the popularity of such systems and their criticality, preventing deadlocks and guaranteeing their safety properties is no doubt an important problem.

The rest of this paper is organized as follows. In Section II, we present basic concepts and definitions. In Section III, we present pipverif in details. In Section IV, we survey related work. Finally, we present our implementation, benchmarks, and results in Section V, and conclude in Section VI.

II. Preliminaries

A task \( \tau \) is a tuple \( \langle I, T, P, C, A \rangle \), where \( I \) is the priority, \( T \) – a bounded procedure (i.e., no unbounded loops or recursion) called the task body, \( P \) – the period, \( C \) – the worst case execution time (WCET) of \( T \), and \( A \), called the release time, is the time at which the task is first enabled. A periodic program (PP) is a set of tasks. In this paper, we consider a \( N \)-task PP \( C = \{ \tau_0, \ldots, \tau_{N-1} \} \), where \( \tau_i = (I_i, T_i, P_i, C_i, A_i) \). We assume that: (i) for simplicity, \( I_0 = i \); (ii) execution times are positive, i.e., \( C_i > 0 \); (iii) priorities are rate-monotonic [10] and distinct – tasks with smaller period have higher priority; and (iv) \( C \) is schedulable. Let \( RT_i \) be the response time of \( \tau_i \), (i.e., the maximum time taken by any job of \( \tau_i \) to complete) computed via Rate Monotonic Schedulability [11] analysis.

Bounding Time and Jobs. We verify \( C \) assuming that it executes for one “hyper-period” \( H \) [11], where \( H \) is the least common multiple of \( \{P_0, \ldots, P_{N-1}\} \). We refer to the resulting time-bounded program as \( C_H \). We also assume that the first job of each task finishes before its period, i.e.,

\[
\forall 0 \leq i < N \cdot A_i + RT_i \leq P_i.
\]

Under this restriction, the number of jobs of task \( \tau_i \) that executes in \( C_H \) is: \( J_i = \frac{H}{P_i} \). The semantics of \( C_H \) is the asynchronous concurrent program:

\[
\parallel_{i=0}^{N-1} k_i := 0; \text{while}(k_i < J_i \land \text{WAIT}(\tau_i, k_i)) \quad (T_i; k_i := k_i + 1).
\]

where \( \parallel \) is preemptive priority-sensitive interleaving (the CPU is always given to the enabled task with the highest priority, preempting the currently executing task if necessary), \( k_i \in \mathbb{N} \) is a counter and \( \text{WAIT}(\tau_i, k_i) \) returns FALSE if the current time is greater than \( A_i + k_i \times P_i \) and otherwise blocks until time \( A_i + k_i \times P_i \) and then returns TRUE. In the rest of the paper, for simplicity and brevity, we write \( C \) to mean \( C_H \).

Synchronization. We assume that tasks synchronize via priority inheritance protocol (PIP) locks [4]. Trying to acquire a PIP lock \( l \) involves one of two possibilities. If \( l \) is available, it is taken and execution proceeds normally. If the lock is unavailable, the current thread (executing, e.g., task \( \tau \) ) is blocked and the (suspended) thread holding \( l \) inherits \( \tau \)'s priority and hence resumes execution. The resumed thread drops back to its previous (i.e., prior to resumption) priority as soon as it releases \( l \), and goes back to being suspended. Note that PIP locks cause blocking, and therefore deadlocks, if used improperly.

Example 1: Consider the task set in Fig. 1(a). A partial schedule (up to time 9) for these values is shown in Fig. 1(b). At time 0, \( \tau_0 \) starts and acquires \( l_1 \). At time 1, \( \tau_1 \) preempts \( \tau_0 \) and acquires \( l_2 \). At time 2, \( \tau_2 \) preempts \( \tau_1 \). At time 3, \( \tau_2 \) tries to acquire lock \( l_2 \) and gets blocked. At this point, \( \tau_1 \) inherits \( \tau_2 \)'s priority (i.e., 2) and resumes execution. At time 4, \( \tau_1 \) tries to acquire \( l_1 \) and gets blocked. At this point, \( \tau_0 \) inherits \( \tau_1 \)'s priority (i.e., 2) and resumes execution. At time 5, \( \tau_0 \) releases lock \( l_1 \). The inherited priority of \( \tau_0 \) drops back to its previous

\footnote{We assume that time is given in some fixed unit (e.g., milliseconds).}
priority, viz., 0, and it is preempted by \( \tau_1 \) which grabs lock \( l_1 \). At time 6, \( \tau_1 \) releases lock \( l_2 \). The inherited priority of \( \tau_1 \) drops to 1, and it is preempted by \( \tau_2 \) which grabs lock \( l_2 \).

At time 7, \( \tau_2 \) releases lock \( l_2 \) and terminates, and \( \tau_1 \) resumes execution. At time 8, \( \tau_1 \) releases lock \( l_1 \) and terminates, and \( \tau_0 \) resumes execution. At time 9, \( \tau_0 \) terminates.

We write \( J(\tau, k) \) to denote the \( k \)-th job (i.e., the job at the \( k \)-th position) of task \( \tau \). Thus, the set of all jobs of \( C \) is:

\[
J = \bigcup_{0 \leq k < N} \{ J(\tau_1, k) \mid 0 \leq k < J_1 \}.
\]

**Job Ordering.** Consider a job \( j = J(\tau, k_i) \). Recall that \( A_1 \), \( P_1 \) and \( RT_1 \) are, respectively, the release time, period, and response time of \( \tau_1 \). Then, the arrival time of \( j \) is \( A(j) = A_1 + k_i \times P_1 \), and the departure time of \( j \) is \( D(j) = A(j) + RT_1 \). Since we assume that \( RT_1 > 0 \), we know that \( A(j) < D(j) \).

Let \( \pi(j) = i \), i.e., the priority of \( \tau_i \). We define three ordering relations (developed in our earlier work [2]) on jobs.

**Definition 1:** The relations \( <, \uparrow \) and \( \sqsubset \) are defined as:

\[
j_1 < j_2 \iff (\pi(j_1) \leq \pi(j_2) \land D(j_1) \leq A(j_2)) \lor (\pi(j_1) > \pi(j_2) \land A(j_1) \leq A(j_2))
\]

\[
j_1 \uparrow j_2 \iff \pi(j_1) < \pi(j_2) \land A(j_1) < A(j_2) < D(j_1)
\]

\[
j_1 \sqsubset j_2 \iff (A(j_1) < A(j_2)) \lor (A(j_1) = A(j_2) \land \pi(j_1) > \pi(j_2))
\]

Note that \( j_1 \sqsubset j_2 \) means that either \( j_1 \) always completes before \( j_2 \), or it is possible for \( j_1 \) to be preempted by \( j_2 \). Also, \( \sqsubset \) is a total strict ordering since it is a lexicographic ordering by (arrival time, -priority).

**Execution.** Let \( x \cdot y \) be the concatenation of \( x \) and \( y \). An execution \( \rho \) is a finite sequence of actions where an action is either a job getting blocked \( b_k \), or an assertion being violated \( a \). Note that, for any \( k \geq 0 \), \( b_k \) is the set of executions with \( k \) blocks and \( b_k \cdot a \) is the set of executions that end with assertion violations and have \( k \) blocks. The semantics of a periodic program \( C \), denoted by \( [C] \), is a set of executions. Let \( \overline{C} \) be the prefix-closure of \( [C] \), i.e.,

\[
[\overline{C}] = \{ x \mid \exists y \in \{ b, a \}^* \cdot x \cdot y \in [C] \}
\]

We say that \( C \) is unsafe iff \( \exists k \geq 0 \cdot b_k \cdot a \in [\overline{C}] \).

**III. JOB-BOUNDED VERIFICATION**

Our verification algorithm \( \text{pipVerif} \) uses the idea that any execution \( \rho \) of \( C \) is partitioned into scheduling rounds as follows: (a) \( \rho \) begins in round 0, and (b) a round ends and a new one begins every time a job ends (i.e., the last instruction of some task body is executed) or gets blocked when trying to acquire a lock.

**Example 2:** The bounded execution in Fig. 1(b) is partitioned into 5 rounds as follows: round 0 is the time interval \( [0, 3) \) – when \( \tau_2 \) gets blocked trying to acquire lock \( l_2 \), round 1 is \( [3, 4) \) – when \( \tau_1 \) gets blocked trying to acquire lock \( l_1 \), round 2 is \( [4, 7) \) – the end of the first job of \( \tau_2 \), round 3 is \( [7, 8) \), and round 4 is \( [8, 9] \).

Since the number of rounds that an execution is partitioned into depends on the number of times a job gets blocked, different executions have different number of rounds. More specifically, the execution \( b_k \cdot a \) has exactly \( |J| + k \) rounds. For soundness, \( \text{pipVerif} \) must therefore use a sufficiently large number of rounds during sequentialization. To this end, \( \text{pipVerif} \) starts with a small number of rounds (specifically, \( |J| \)) and iteratively increases it till either a real error is detected, or we prove that all executions have been accounted for.

Algorithm 1 shows the pseudo-code of \( \text{pipVerif} \). Note that, in each iteration, it invokes \( \text{verifRounds}(C, R) \) to check if:

1. \( C \) has a counterexample with \( R \) rounds – in this case \( \text{verifRounds}(C, R) \) returns \( \text{UNSAFE} \).
2. \( C \) has no counterexample with \( R \) rounds, but has legal executions with more than \( R \) rounds – in this case \( \text{verifRounds}(C, R) \) returns \( \text{INCROUNDS} \).
3. \( C \) has no legal executions with more than \( R \) rounds – in this case \( \text{verifRounds}(C, R) \) returns \( \text{SAFE} \).

**Correctness of \( \text{pipVerif} \).** \( \text{pipVerif} \) is correct because it explores all legal executions of the program and only terminates when a real counterexample is detected (i.e., if \( \text{verifRounds}(C, R) \) returns \( \text{UNSAFE} \)) or when it proves that no more legal executions remain to be explored (i.e., if \( \text{verifRounds}(C, R) \) returns \( \text{SAFE} \)).
A. How VERIF ROUNDS Works

Recall that VERIF ROUNDS(\(C, R\)) must satisfy the following specification:

- if \(b^{R-[\alpha]}/a \in [C] \) then VERIF ROUNDS(\(C, R\)) = UNSAFE
- else if \(\forall k > R - |J| \cdot \{b^k, b^\alpha \cdot a \} \cap [C] = \emptyset \) then
  - VERIF ROUNDS(\(C, R\)) = SAFE
- else VERIF ROUNDS(\(C, R\)) = INC ROUNDS

Consider the pseudo-code of VERIF ROUNDS (see Alg. 1). First (line 8), it checks if \(b^{R-[\alpha]} \cdot a \in [C] \). To this end, it constructs a sequential program \(S_\alpha(\alpha, R)\) such that:

\[
[S_\alpha(\alpha, R)] = \emptyset \iff b^{R-[\alpha]} \cdot a \notin [C] \quad (4)
\]

It then checks if \([S_\alpha(\alpha, R)] = \emptyset\) using a model checker for sequential programs. Next, to prove that:

\[
\forall k > R - |J| \cdot \{b^k, b^\alpha \cdot a \} \cap [C] = \emptyset
\]

it relies on the following observation:

\[
\forall k > R - |J| \cdot \{b^k, b^\alpha \cdot a \} \cap [C] = \emptyset \iff b^{R+1-|\alpha|} \notin [C]
\]

Therefore (line 9), it constructs a sequential program \(S_\alpha(\alpha, R)\) such that:

\[
[S_\alpha(\alpha, R)] = \emptyset \iff b^{R+1-|\alpha|} \notin [C] \quad (5)
\]

and checks whether \([S_\alpha(\alpha, R)] = \emptyset\) via a model checker for sequential programs. Finally, if both the previous checks fail, it returns \(SAFE\) (line 10). In terms of complexity, the construction of \(S_\alpha(\alpha, R)\) and \(S_\alpha(\alpha, R)\) are each polynomial in the size of \(C\). The complexity of the subsequent model checking depends on the tool used (e.g., NP for CBMC).

B. Constructing \(S_\alpha(\alpha, R)\)

\(S_\alpha(\alpha, R)\) reduces the bounded concurrent execution of \(C\) into a sequential execution with \(R\) rounds. Initially, jobs are allocated (or scheduled) to rounds. Then, jobs are executed sequentially, in the order \(\subseteq\) defined by Defn. 1. For each global variable \(g\), we guess the initial value of \(g\) at the beginning of each round at the start of \(S_\alpha(\alpha, R)\). At the end of \(S_\alpha(\alpha, R)\), we ensure that the guessed value of \(g\) at the beginning of each round equals its final value at the end of the previous round. In addition, \(S_\alpha(\alpha, R)\) encodes the inherited priority of jobs and an exception mechanism to detect assertion violations and deadlocks. We now describe these in more detail.

Inherited Priority. Every job \(j = J(\tau, k)\) has a static base priority \(\pi_\alpha(j)\), which is the priority of the corresponding task \(\tau\). In addition, \(j\) also has an inherited priority \(\pi_i(j)\), which changes dynamically as locks are acquired and released. Specifically, at any instant, \(\pi_i(j)\) is the maximum of \(\pi_\alpha(j)\), and the inherited priorities of all jobs that are blocked on a lock held by \(j\). Note that \(\pi_i(j)\) is a global property – it depends not only on the state of \(j\) but also on the states of other jobs. The scheduler always executes the non-blocked job with the highest (possibly inherited) priority. Thus, \(S_\alpha(\alpha, R)\) must keep track of the inherited priorities of jobs to encode PIP locks.

Task-Resource Graph. To compute the inherited priorities of jobs, \(S_\alpha(\alpha, R)\) encodes the transitive closure of the “task-resource graph” [9] (TRG) of the program. The TRG \(\Gamma\) is a dynamic data structure. Its nodes are either tasks or PIP locks. However, its edges depend on the program’s execution state. Specifically, an edge from a task \(t\) to a lock \(l\) means that the currently executing job of \(t\) is blocked trying to acquire \(l\). Similarly, an edge from a lock \(l\) to a task \(t\) means that \(l\) is held by the currently executing job of \(t\). Since a job can be blocked on at most one lock at a time, and since a PIP lock can be held by at most one job at a time, a periodic program falls under the category of Single-Resource Model [9] system. For such systems, it is known that \(\Gamma\) is a forest, unless the program’s execution state has (two or more) deadlocked tasks [9].

The value of \(\pi_i(j)\) is computed from \(\Gamma\) as follows. Let \(\Gamma^*\) denote the transitive closure of \(\Gamma\), i.e., \((x, y) \in \Gamma^*\) iff there is a path from \(x\) to \(y\) in \(\Gamma\). Then,

\[
\pi_i(j) = \max (\{\pi_\alpha(j') \mid (j', j) \in \Gamma^*\})
\]

Thus, if \(j = J(\tau, k)\), then \(\pi_i(j)\) is the maximum of the priorities of all tasks that reach \(\tau\) (including \(\tau\) itself) in \(\Gamma^*\). \(S_\alpha(\alpha, R)\) uses this fact to maintain \(\Gamma^*\) in an online manner – updating it as soon as \(\Gamma\) changes – and compute \(\pi_i(j)\) on demand.

Detecting Assertion Violations. In order to model program termination due to an assertion violation, \(S_\alpha(\alpha, R)\) uses an exception mechanism. We use a distinguished global flag to indicate the occurrence of an assertion violation. The flag is initially set to FALSE. Whenever an assertion violation is detected, the corresponding job sets a global flag and exits. All jobs starting (or resuming) in the future check the flag, find it to be set, and also exit. Finally, the flag is used to ensure that \(S_\alpha(\alpha, R)\) only has a legal execution if \(C\) has an execution with an assertion violation.

Detecting Deadlocks. A deadlock occurs in \(C\) iff its TRG \(\Gamma\) becomes cyclic [9]. More specifically, the deadlocked tasks are exactly the ones whose nodes belong to a cycle in \(\Gamma\). Therefore, \(S_\alpha(\alpha, R)\) looks for cycles in \(\Gamma\) whenever a job gets blocked trying to acquire a lock. Since \(S_\alpha(\alpha, R)\) maintains \(\Gamma^*\) in an online manner, a cycle created in \(\Gamma\) by the addition of an edge is detected in constant time. If a cycle is detected, \(S_\alpha(\alpha, R)\) uses the exception mechanism described above to indicate an error and abort program execution.

C. Construction of \(S_\alpha(\alpha, R)\)

The structure of \(S_\alpha(\alpha, R)\) is given by the pseudo-code in Alg. 2 and Alg. 3. Note that \(\alpha(e)\) terminates all executions where \(e\) evaluates to false. We first describe the global variables of \(S_\alpha(\alpha, R)\), followed by its functions.

Global Variables of \(S_\alpha(\alpha, R)\). Recall that \(S_\alpha(\alpha, R)\) executes the jobs of \(C\) in the order \(\subseteq\) defined by Defn. 1. Each job \(j\) is assigned a starting and an ending round during scheduling – these are stored in \(\text{start}(j)\) and \(\text{end}(j)\), respectively. Variable \(\text{round}\) stores the current round in which a job is executing. Variable \(\text{exec}\) indicates whether a job running at round \(r\) is allowed to block. Variable \(\text{block}\) indicates if an exception has been thrown in round \(r\). Variable \(\text{priority}\) indicates the priority at which the system is executing at round \(r\) – this equals the
var $\text{rnd}$, $\text{start}[]$, $\text{end}[]$, B[], e[], $v_e[]$, P[], $v_P[]$, S[], $v_S[]$, T[], $v_T[]$, L[], $v_L[]$ $\forall g \in G$. var $g[]$, $v_g[]$

1: function MAIN(j)
2: INITGLOBS(); HYPPer(); CHECKASSUMPS()
3: function INITGLOBS()
4: $e[0] := 0$; $\forall l \in L$, $S[l][0] := -1$
5: $\forall t_1 \in T, t_2 \in T \cdot T[t_1][t_2][0] := 0$
6: $\forall l \in L, l \in L \cdot L[l][l][0] := 0$
7: $\forall g \in G$, $g[0] := i_g$
8: $\forall r \in [1, R) \cdot e[r] := v_r[] := *; P[r] := v_P[r] := *$
9: $\forall l \in L, r \in [1, R) \cdot S[l][r] := v_S[l][r] := *$
10: $\forall t_1, t_2 \in T, r \in [1, R) \cdot T[t_1][t_2][r] := v_T[t_1][t_2][r] := *$
11: $\forall l \in L, l \in L \cdot L[l][l][r] := v_L[l][l][r] := *$
12: $\forall g \in G$, $r \in [1, R) \cdot g[r] := v_g[r] := *$
13: function HYPPer()
14: SCHEDULEJOBS()
15: let $j_0 \subset j_1 \subset \ldots \subset j_{|J|-1}$ be the job ordering from Defn. 1
16: RUNJOB(j0); ...; RUNJOB(j_{|J|-1})
17: function RUNJOB(j)
18: if $e[\text{rnd}] = 0$ then $T(j)$
19: CS(j); P[\text{rnd}] := o; $\alpha(\text{rnd} = \text{end}(j))$

(possibly inherited) priority of the currently executing job. For global variable $g$ of $C$, variable $g[r]$ indicates its value in round $r$. The prophecy variables $v_r[]$, $v_P[r]$ and $v_g[r]$ indicate the guessed initial values of $e[r]$, $P[r]$ and $g[r]$, respectively. The values of $e[r]$, $P[r]$ and $g[r]$ are updated by the jobs executing in round $r$ only.

Arrays $S$, $T$ and $L$ encode the state of the PIP locks and the transitive closure $\Gamma^*$. Specifically, $S[l][r]$ is the priority of the task holding lock $l$ at round $r$. If $l$ is free at round $r$, then $S[l][r] = -1$. Since a task’s priority equals its id, we use a task and its priority interchangeably. For every pair of tasks $(t_1, t_2)$, $T[t_1][t_2][r] = 1$ if $(t_1, t_2) \in \Gamma^*$ at round $r$. For every task $t$ and lock $l$, $L[t][l][r] = 1$ if $(t, l) \in \Gamma^*$ at round $r$. Prophecy variables $v_S[l][r]$, $v_T[t_1][t_2][r]$ and $v_L[l][l][r]$ record the guessed initial values of $S[l][r]$, $T[t_1][t_2][r]$ and $L[l][l][r]$, respectively. The values of $S[l][r]$, $T[t_1][t_2][r]$ and $L[l][l][r]$ are updated by jobs executing in round $r$ only.

Functions of $S_g(C, R)$. The top-level function is MAIN (see Alg. 2). It initializes all global variables by invoking INITGLOBS (line 2), schedules and executes all jobs by invoking HYPPer (line 2), and finally ensures that only legal executions that terminate with an assertion violation or deadlock are allowed by invoking CHECKASSUMPS (line 2).

INITGLOBS (Alg. 2) initializes all global variables at each round. In particular, for round 0, all globals are initialized (lines 4–7) to their values at the start of the execution of $C$. For the remaining rounds, they are initialized (lines 8–12) for non-deterministic guessed values. The guessed values are also recorded in the corresponding prophecy variables.

HYPPer (Alg. 2) first creates a legal schedule for all jobs by invoking SCHEDULEJOBS (line 14) and then executes each job $j$ (line 15) – in the order $\square$ defined by Defn. 1 – by invoking RUNJOB(j).

In SCHEDULEJOBS (see Alg. 3), line 2 initializes $B$ to allow jobs to block in all rounds; line 2 also initializes $\text{start}$ and $\text{end}$ to non-deterministic values; line 3 ensures that $\text{start}$ and $\text{end}$ are sequential and within legal bounds; line 4 ensures that jobs are properly separated; line 5 ensures that jobs are well-nested – if $j_2$ preempts $j_1$, then it finishes before $j_1$; and line 6 disables job blocks in all rounds in which a job has been scheduled to end.

RUNJOB(j) (see Alg. 2) sets $\text{rnd}$ to the round at which $j$ is scheduled to start (line 17), saves the current system priority and then updates it to the base priority of $j$ (line 17), executes a modified version of $j$ but only if no exception has been thrown (line 18), restores the system priority and ensures that $j$ terminates at the appropriate round (line 19).

$\bar{T}(j)$ (Alg. 2) is identical to the body of $j$’s task, except that it invokes functions LOCK and UNLOCK (shown in Alg. 3) to model the acquiring and releasing of PIP locks (lines 21–22), models assertion violations by invoking ABORT (line 23), and uses variable $g[\text{rnd}]$ instead of $g$ (line 24). In addition, $\bar{T}(j)$ increases the value of $\text{rnd}$ non-deterministically (by invoking function CS) to model preemption by higher priority jobs prior to each statement. Finally, whenever the value of $\text{rnd}$ increases, $\bar{T}(j)$ checks if an exception has been thrown and terminates the job in this case (using the statement $\sigma$). Note that $\text{rnd}$ can increase only after a call to CS or LOCK.

CHECKASSUMPS (see Alg. 2) ensures that the final value of each global variable at each round is equal to its prophesied
Algorithm 3 The structure of $S_a(C, R)$ continued from Alg. 2.

1: function SCHEDULEJOBS( )
2:    ∀r ∈ [0, R) . $B[r] := 1; ∀j ∈ J . start[j] = *; end[j] = *
3:    // Jobs are sequential
4:    ∀i ∈ [0, N) , ∀k ∈ [0, J_i) . α(0 ≤ start[J(i, k)] ≤ end[J(i, k)] < R)
5:    // Jobs are well-separated
6:    ∀j1 < j2 . α(start[j2] < start[j2]); ∀j1 ↑ j2 . α(start[j1] ≤ start[j2])
7:    // Jobs are well-nested
8:    ∀j1 ↑ j2 . α(end[j2] ≤ end[j1]) ⇒ (start[j2] ≤ end[j2] < end[j1])
9:    ∀j ∈ J . $B[end[j]] = 0$
10:    function UNLOCK(int $l$ , Job $J(\tau, k)$)
11:        $S[l][\text{rnd}] := -1$; DELLOCKTASK($l, \tau$)
12:        function ADDLOCKTASK(int $l$ , Task $\tau$)
13:            $\forall t ∈ T \{ \tau \} . T[t][\tau][\text{rnd}] := (L[t][l][\text{rnd}] = 1) ? 1 : T[t][\tau][\text{rnd}]
14:        function DELLOCKTASK(int $l$ , Task $\tau$)
15:            $\forall t ∈ T \{ \tau \} . T[t][\tau][\text{rnd}] := (L[t][l][\text{rnd}] = 1) ? 0 : T[t][\tau][\text{rnd}]
16:        function ADDTASKLOCK(int $l$ , Task $\tau$)
17:            let $c(t) ≡ (t = \tau ∧ T[t][\tau][\text{rnd}] = 1)$
18:            $s := S[l][\text{rnd}] ; \forall t ∈ T . T[t][s][\text{rnd}] := (c(t) ? 1 : T[t][s][\text{rnd}]
19:        function CS(Job $j = J(\tau, k)$)
20:            if (∗) then return
21:            $o := \text{rnd} ; \text{rnd} := * ; α(o < \text{rnd} ≤ \text{end}[j])$
22:            $α(\text{P}[\text{rnd}] = \text{INHERPRIOR}[\tau])$
23:        function UNBLOCK(int $l$ , Job $J(\tau, k)$)
24:            $MAX(\{τ | T[t][\tau][\text{rnd}] = 1\})$
25:            function UNBLOCK(int $l$ , Task $\tau$)
26:            $MAX(\{τ | T[t][\tau][\text{rnd}] = 1\})$
27:            $α(\text{B}[\text{rnd}] = 1) : \text{B}[\text{rnd}] := 0$
28:            $o := \text{rnd} ; \text{rnd} := *$
29:            $α(o < \text{rnd} ≤ \text{end}[j])$
30:            $α(\text{P}[o] = \text{P}[\text{rnd}] ; α(\text{S}[l][\text{rnd}] = -1)$
31:            function LOCK(int $l$ , Job $j = J(\tau, k)$)
32:            $if S[l][\text{rnd}] = -1$
33:                $S[l][\text{rnd}] = \tau$
34:                ADDLOCKTASK($l, \tau$)
35:            $else$
36:                $T[S[l][\text{rnd}][\tau][\text{rnd}]$ then
37:                    ABORT($j$)
38:                ADDLOCKLOCK($l, \tau$)
39:            UNBLOCK($l, j$) ; DELTASKLOCK($l, \tau$)
40:            $if e[\text{rnd}] = 1 then$
41:                $if S[l][\text{rnd}] = \tau$
42:                    ADDLOCKTASK($l, \tau$)
43:            UNBLOCK($l, j$) ; DELTASKLOCK($l, \tau$)
44:            $let c(t) ≡ (t = \tau ∧ T[t][\tau][\text{rnd}] = 1)$
45:            $\forall t ∈ T . L[t][l][\text{rnd}] := 1$
46:            $c(t) ? 0 : L[t][l][\text{rnd}]$.

D. Construction of $S_b(C, R)$

Recall that $S_b(C, R)$ must have the property defined by (5). The structure of $S_b(C, R)$ is similar to $S_a(C, R)$. The only difference is in $T(\ell)$ and LOCK, which are shown in Alg. 4. Specifically, in $S_b(C, R)$: (i) $T(\ell)$ assumes that assertions are never violated (line 4), and (ii) LOCK assumes that whenever a job blocks, then there is no deadlock (line 10), and aborts if there are no available rounds for job blocking (line 11).

IV. Related Work

Several projects use sequentialization [3][8][12] to verify concurrent software. All these approaches assume a non-deterministic scheduler, which is an over-approximation for periodic programs. Of these, our sequentialization is closest to that of Lal and Reps [7] – scheduling is implemented
Algorithm 4 The structure of $S_b(C, R)$. We only show functions that are different from $S_a(C, R)$.

1: function $T$(Job $j$)
   let $\sigma$ be the statement if $e[\text{rand}] = 1$ then return $T$ is obtained from $T_j$ by replacing each ‘lock(l)’ with:
   2: $\text{CS}(j); \sigma; \text{LOCK}(l,j); \sigma$
   3: each ‘unlock(l)’ with: $\text{CS}(j); \sigma; \text{UNLOCK}(l,j)$
   4: each ‘assert(x)’ with: $\text{CS}(j); \sigma; \alpha(x)$
   5: and each statement ‘st’ with: $\text{CS}(j); \sigma; st[g \leftarrow g[\text{rand}]]$
   6: function $\text{LOCK}$($i$ Job $j = J(\tau,k)$)
   7: if $S[i][\text{rand}] = -1$ then
   8: $S[i][\text{rand}] = \tau; \text{ADDLockTask}(l, \tau)$
   9: else
   10: $\alpha(\neg T[S[i][\text{rand}]][\tau][\text{rand}])$
   11: if $\forall r \in [0, R). \neg B[r]$ then $\text{ABORT}(j)$; return
   12: $\text{ADDLockTask}(l, \tau); \text{UNLOCK}(l, j)$
   13: $\text{DELTASK}(l, \tau)$
   14: if $e[\text{rand}] = 1$ then return
   15: $S[i][\text{rand}] = \tau; \text{ADDLockTask}(l, \tau)$

via prophecy variables instead of function calls. Furthermore, our approach limits verification via execution time, instead of context switches [3][8] or some other means.

Kidd et al. [13] also propose to verify real-time software using sequentialization. They model preemptions using function calls, and do not present any tools or experimental results. Their encoding, while useful for obtaining theoretical results, is too imprecise from a practical verification perspective, since it only uses priorities to limit possible preemptions. Indeed, we have shown [2] that the use of job ordering relations (see Defn. 1) eliminates false warnings compared to an approach that uses priorities only. In contrast, we use prophecy variables, following Lal and Reps [7], limit preemptions using job orderings, and validate our approach empirically.

This paper also extends our earlier work on verifying periodic programs [1][2] by handling PIP locks, executions with blockings, and deadlock detection. This requires a more sophisticated sequentialization (e.g., one that encodes the task resource graph), as well as an iterative algorithm to minimize the number of sequentialization rounds.

Lindstrom et al. [14] have used JavaPathfinder to model check real-time Java programs. Their approach is based on discrete event simulation, and does not: (a) rely on WCET, and (b) consider all possible execution times in the range [0,WCET]. Thus, it is not comparable directly to our approach.

Deadlock detection via sequentialization, explored by Rabinovitz and Grumberg [8], assumes that every deadlock has a wait-free counterexample, i.e., an execution where no thread blocks (except at the end where it deadlocks). This is true if the scheduler is non-deterministic (their situation) but not for periodic programs (this work) where priorities are involved.

Task resource graphs have been used for deadlock detection via runtime analysis [15][16] of concurrent software. However, these projects assume a non-deterministic scheduler, and do not use sequentialization. In addition, some of them [16] over-approximate the TRG and report false deadlocks.

V. EXPERIMENTS

Our implementation of pipVerif, called REKPIp, builds on REKH [2]. The input to REKPip is a C program containing the task bodies, and annotations to specify priorities, periods, and WCETs. REKPip uses CIL [17] for sequentialization, and CBMC [18] to verify the resulting C programs. As in other work [7], REKPip only allows preemption before access of global variables, without losing soundness. We validated REKPip on several examples derived from the controller of a LEGO Mindstorms robot. All our experiments were done on a Core-i7 machine with four cores (each running at 2.7GHz) and 8GB of RAM. We know of no tool that is comparable directly with REKPip. Hence, the main purpose of our experiments is to evaluate the feasibility of our approach.

The Controller. The robot controller consists of three tasks ($T_0, T_1, T_2$) with priorities (0, 1, 2), periods (48, 24, 4), and WCETs (12, 12, 1), respectively. All tasks arrive at time zero. The system is schedulable, the hyper-period $H$ is 48, and there are 15 jobs in $C$. The controller must guarantee that when an obstacle is detected, the robot must move backward and not turn, even if the human operator indicates otherwise. This property, called NoCollision, is expressed by an assertion in the controller code. The assertion involves shared variables accessed by multiple tasks. Hence, appropriate mutual exclusion mechanisms must be used to ensure NoCollision.

The Benchmark. The benchmark consists of a set of examples derived from the controller described above. Example ntx.ok1.c is derived from the original version of the controller – $T_2$ balances and controls the motion (i.e., speed and direction) of the robot, and receives user commands via Bluetooth. $T_1$ detects obstacles using a sonar sensor, and $T_0$ prints log messages. Task $T_0$ does not access shared variables.

<table>
<thead>
<tr>
<th>File</th>
<th>T</th>
<th>J</th>
<th>Rn</th>
<th>Vars</th>
<th>CIs</th>
<th>SAT</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>ntx.bug1a.c</td>
<td>29</td>
<td>15</td>
<td>1.4M</td>
<td>4.3M</td>
<td>26</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>ntx.bug1b.c</td>
<td>58</td>
<td>15</td>
<td>2.5M</td>
<td>7.5M</td>
<td>54</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>ntx.bug1c.c</td>
<td>61</td>
<td>15</td>
<td>2.6M</td>
<td>8.1M</td>
<td>57</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>ntx.ok1.c</td>
<td>456</td>
<td>17</td>
<td>2.9M</td>
<td>9.0M</td>
<td>714</td>
<td>SAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug1a.c</td>
<td>73</td>
<td>15</td>
<td>2.7M</td>
<td>8.3M</td>
<td>68</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug1b.c</td>
<td>64</td>
<td>15</td>
<td>2.6M</td>
<td>8.0M</td>
<td>59</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug1c.c</td>
<td>33</td>
<td>15</td>
<td>1.7M</td>
<td>5.1M</td>
<td>29</td>
<td>SAFE</td>
<td></td>
</tr>
<tr>
<td>aso.ok1.c</td>
<td>4148</td>
<td>17</td>
<td>10.0M</td>
<td>0.088</td>
<td>SAFE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aso.bug2a.c</td>
<td>43</td>
<td>15</td>
<td>1.6M</td>
<td>4.9M</td>
<td>39</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug2b.c</td>
<td>48</td>
<td>15</td>
<td>1.7M</td>
<td>5.1M</td>
<td>45</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug2c.c</td>
<td>35</td>
<td>15</td>
<td>1.5M</td>
<td>4.6M</td>
<td>32</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.ok1.c</td>
<td>55</td>
<td>15</td>
<td>1.6M</td>
<td>4.9M</td>
<td>52</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.ok2.c</td>
<td>879</td>
<td>16</td>
<td>1.8M</td>
<td>5.5M</td>
<td>866</td>
<td>SAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug4a.c</td>
<td>63</td>
<td>15</td>
<td>2.0M</td>
<td>6.1M</td>
<td>58</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.bug4b.c</td>
<td>908</td>
<td>16</td>
<td>2.1M</td>
<td>6.4M</td>
<td>898</td>
<td>UNSAFE</td>
<td></td>
</tr>
<tr>
<td>aso.ok4.c</td>
<td>3047</td>
<td>17</td>
<td>2.2M</td>
<td>6.7M</td>
<td>3327</td>
<td>SAFE</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I

Experimental results. T = total time (sec); J = # of jobs; Rn = # of rounds at completion; Vars = max # of SAT variables (in millions) produced by CBMC; CIs = max # of SAT clauses (in millions) produced by CBMC; SAT = total time used by SAT solver.

related to NoCollision, while $\tau_1$ and $\tau_2$ ensure NoCollision by using a PIP lock to protect access to the shared variables. The nxt.bug1* examples are buggy variations of nxt.ok1.c that use the PIP lock inappropriately.

The aso.* examples are derived from a modified version of the controller that we constructed by refactoring out the functionality that receives bluetooth commands from $\tau_2$ to $\tau_0$. Example aso.ok1.c uses a single PIP lock to protect the shared variables and ensure NoCollision. The aso.bug1* series of examples are buggy variations of aso.ok1.c that fail to use the PIP lock appropriately.

Example aso.bug2a.c tries to ensure NoCollision without requiring the highest priority $\tau_2$ to do any locking or unlocking (thereby ensuring that $\tau_2$ never blocks). Unfortunately, aso.bug2a.c is buggy. In contrast, aso.ok3.c achieves this goal successfully by combining of a PIP lock and a transaction-based protocol. The aso.bug3* series of examples are buggy variations of aso.ok3.c that use either the PIP lock, or the transaction-based protocol inappropriately.

Example aso.ok4.c improves on aso.ok4.c by using two PIP locks for more fine-grained locking. Examples aso.bug4a.a and aso.bug4b.c are buggy variations of aso.ok4.c. The former performs the fine-grained locking incorrectly (one of the tasks releases a lock prematurely), while the latter has a deadlock ($\tau_0$ and $\tau_1$ attempt to acquire the two PIP locks in opposite order).

**Results.** Table I summarizes our results. PIPVERIF produces the correct result for all examples. For nxt.bug1*.c, columns Rnds and Jobs are always equal, i.e., counterexamples are detected in the first iteration of PIPVERIF. For nxt.ok1.c, two extra rounds are required to prove safety since there are executions with two blockings between (different jobs of) $\tau_1$ and $\tau_2$ via the PIP lock.

For aso.bug1*.c, aso.bug2*.c and aso.bug3*.c, counterexamples are also detected in the first iteration of PIPVERIF. However, for aso.ok1.c and aso.ok3.c, PIPVERIF goes through several iterations, and only proves safety at rounds greater than the number of jobs. In particular, aso.ok1.c requires four extra rounds, while aso.ok3.c requires only one extra round.

For aso.bug4b.c, the deadlock is detected using one extra round. This is because any execution leading to a deadlock must have at least one job blocking. Suppose that two PIP locks are L0 and L1, $\tau_0$ acquires them in the order (L0, L1) and $\tau_1$ acquires them in the opposite order. Then for a deadlock to occur, the following situation must occur – $\tau_0$ gets L0, $\tau_0$ is preempted by $\tau_1$, $\tau_1$ gets L1, $\tau_1$ tries to get L0 but is blocked, $\tau_0$ inherits $\tau_1$’s priority and resumes execution, $\tau_1$ tries to get L1, and we have a deadlock.

In general, verifying an nxt.* example is faster than verifying a aso.* example. We believe that this is due to the factoring out of complex functionality into a separate task (i.e., thread), which results in increased complexity and a larger statespace. The success of RKPPIP on these benchmarks indicates that our approach is effective, and advances the state-of-the-art in verifying periodic programs with PIP locks.

### VI. Conclusion

We presented an iterative algorithm to verify safety and deadlock freedom of periodic programs. Our algorithm is based on sequentialization – reducing the verification of a concurrent program to that of verifying an equivalent (non-deterministic) sequential program. It extends earlier work in this area by handling synchronization via Priority Inheritance Protocol (PIP) locks, and being able to detect deadlocks. It is also optimal in the sense that it terminates with the minimum number of (sequentialization) rounds needed to prove a periodic program safe, or find a counterexample. Empirical validation of our algorithm indicates its feasibility.
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Abstract—Software defined networks (SDNs) are receiving significant attention in the computer networking community, with increasing adoption by the industry. The key feature of SDNs is a centralized controller which programs the packet forwarding behavior of a distributed underlying network. This centralized view of control—which is absent in traditional networks—opens up opportunities for full formal verification.

While there is recent research in formal verification of these networks, model checking the controller behavior as it updates the underlying network has only seen limited application. Existing approaches are limited to verifying the controller for a small number of exchanged packets in the network. In this case study, we extend the state of the art by presenting abstractions for model checking controllers for an arbitrarily large number of packets exchanged in the network. We validate the utility of these abstractions through two applications: a learning switch and a stateful firewall.

I. INTRODUCTION

Software defined networks (SDNs) (such as ones based on Openflow [1]) have recently received significant attention in the computer networking community, with increasing relevance to and adoption by industry, e.g., [2]. The key feature of SDNs is a centralized controller (control plane) which programs a distributed underlying network (data plane). While providing a centralized view of control, any bugs in the controller code can be an Achilles heel to the functioning of the entire network [3]. In this case study, we explore abstractions for proving the correctness of controllers using model checking.

Fig. 1 shows an example topology of an SDN. The data plane consists of three hosts $H_A$, $H_B$ and $H_C$ which exchange packets $pk_1$ and $pk_2$ with each other via the network switches $S_1$, $S_2$ and $S_3$. These switches consist of ports $p_0$, $p_1$ and $p_2$. Each location in the network (switch ports and hosts) consists of an input and output buffer (referred to as the data state). Each switch enqueues packets in its input port buffers, and eventually forwards them to a set of output ports (or drops them) based on the packet processing logic.

The packet processing logic is encoded into the switches in the form of switch flow tables (also referred to as the network state). Based on the flow table, the switch applies one of the following 3 actions to an incoming packet: (1) it forwards the packet to a set of output ports of that switch, (2) drops the packet or (3) forwards it to the controller. The switch forwards packets to the controller by reporting them as events. The controller is a piece of software which updates switch flow tables through a standard interface (e.g., Openflow [1]), either in response to events forwarded by switches or spontaneously.

In this paper, we prove the correctness of the network controller program for a given network topology, and an arbitrarily large number of packets. We focus on per-packet properties, which assert the correctness of packet processing in the presence of updates from the controller. Note that these updates may themselves occur in response to events reported due to other packets, i.e., due to interference from other packets. Examples of such properties include no forwarding loop (i.e., a packet does not loop back to a switch which it has already visited) and no invalid drop (i.e., a packet is not dropped due to an invalid controller update to some switch).

Challenges in Verification: The key challenge in model checking SDNs is the state space explosion resulting from the following factors. (1) There can be a large number of packets alive in the network, resulting in a large buffer state— commodity switches can have of the order of ten megabytes of packet buffering per switch (e.g., [5]). Further, these packets create interference for each other by sending events to the controller which then trigger updates to the network state. (2) These packets and the corresponding events can have arbitrary interleavings. (3) The switch flow tables store a mapping from the packet header and the input port to the output port, resulting in a large network state—modern switches can have tens of thousands of flow table entries [6].

Related Work: Existing work in the verification of SDNs exploits the fact that the time between updates to the network state by the controller is much larger than the lifetime of a packet through the network. Thus, the state evolution of the network can be viewed as updates from one network configuration to another via intermediate (transient) states, as per the commands from the controller.

Static verification verifies a fixed configuration of the network by using either symbolic simulation [7], by reduction to SAT [4], [8] or by model checking [9].

Incremental verification approaches extend the static verification approach and incrementally verify the network for
all the network configurations [10], [11]. The property may however be violated in the transient stage.

Safe update builds upon the incremental verification approach by guaranteeing that the property under check holds during the transient stage by using specific update protocols [12]. This work is specific to enforcing properties for which the update protocols are designed—more complex properties may not be enforced with this approach.

Dynamic checking seeks to verify the properties on the network in the presence of arbitrary updates from the controller, even when no specific update protocol has been implemented to ensure the property. This is the space of our work—the other works we are aware of in this space are NICE [3] and FlowLog [13]. They use a model checking based approach to successfully find important bugs in controller code. However, they check the controller for a bounded number of exchanged packets. In this work we extend dynamic checking and scale to an arbitrarily large number of packets.

**Key Contribution:** This work addresses the challenges outlined above by first constructing a data state abstraction, and then, a network state abstraction which builds upon the data state abstraction to significantly reduce the model size.

The data state abstraction is based on the standard data type reduction [14] and addresses challenges (1) and (2) by keeping just one packet (concrete packet), \( \text{pkt}^c \), in the system and replacing the effect of all the other packets on the network state by non-deterministically injecting an arbitrarily large number of environment packets \( \text{pkt}^e \). These packets have arbitrary header values, unless constrained by user-added lemmas, and can be injected at any port of any switch. When injected, these environment packets may be forwarded as events to the controller and trigger updates to the network state. Thus, these packets simulate the updates to the network state triggered by an arbitrarily large number of other packets. Further, the environment packets need not traverse the links and occupy data state as they are directly injected at arbitrary ports—this enables abstracting away all the buffers.

Since there is only one alive packet \( \text{pkt}^c \) in the system after the data state abstraction, the network state abstraction exploits this to address challenge (3) by case splitting on the source and destination hosts of this packet: the switch flow table can then be abstracted to contain information specific to only these hosts, which are fixed for a concrete packet\(^2\). This significantly reduces the network state.

**Mechanical Construction:** The data state abstraction is constructed by adding a special host for injecting environment packets—this host is independent of the controller application under verification. The network state abstraction adds a runtime check to the flow table to only allow updates corresponding to the selected source and destination hosts.

**Experimental Setup:** We model the controller code to closely resemble the original (typically Python) code in the Murphi language (CMurphi 5.4.6). To verify the controller for a specified topology and property, we use a Murphi model with (1) the controller code, and (2) the switches and hosts connected according to the specified topology with the property specified on it. The abstractions are also implemented on this model.

We demonstrate the utility of the abstraction by verifying no forwarding loop for a learning switch application (controller), Pyswitch [15] and no invalid drop property for a stateful firewall application. We were able to find bugs in the buggy version of these applications and prove correctness for the correct ones for an arbitrary number of packets.

**Limitation:** While our approach verifies topologies larger than the state of the art for dynamic checking, it cannot scale to realistically large sizes (e.g., data centers). However, in certain cases it is possible to extend controllers proved on smaller topologies to larger ones through topology abstractions [16].

### II. Modeling Network Controllers

The network consists of a controller, switches (switch \( S_i \) has an id \( i \)) with ports (port \( p_i \) has an id \( i \)) and hosts (host \( H_i \) has an id \( i \)). Packets traverse the network by hopping from one location to another (unless they get dropped). Each packet consists of a header and payload (data information). The source and destination host id of a packet \( \text{pkt} \) are denoted by \( \text{pkt.src} \) and \( \text{pkt.dst} \), respectively.

When a packet arrives at a switch port, the switch processes the packet in accordance with the flow table. For sake of brevity, we assume that the flow table of a switch \( S \) (denoted by \( S,ft \)) matches on the source, destination, and input port \( p_i \) of the incoming packet and applies a set of actions to the packet—in general our approach extends to cases where it matches other fields as well. Formally, a flow table is a mapping \( S,ft : (\text{pkt.src}, \text{pkt.dst}, p_i) \rightarrow A \), where \( A \) is a set containing one or more actions from the following: (1) forward the packet to a set of output ports \( P_o \) of the switch (denoted by \( \text{Forward}(P_o) \)), (2) drop the packet (\( \text{Drop} \)), or (3) forward it to the controller (\( \text{SendToController} \)). We denote the set of the above three actions by \( A \).

**Controller-switch interaction:** The controller-switch interaction happens in accordance with the Openflow [1] specification: (1) switches report events to the controller which are enqueued in a per-switch event buffer at the controller, and (2) the controller sends commands to the switch which are enqueued in a command buffer at the switch. Following the approach of Foster et al. [17], the relevant events and commands are described below.

**Events:** The event used in this paper is the \( \text{packet.in}(swID, portID, packet) \) event, which tells the controller that \( \text{packet} \) has arrived at port with id \( portID \) of switch with id \( swID \).

**Controller Commands:** The controller can either react to events reported by the switch through event handlers, or spontaneously program the switch. The controller commands can be one of the following: (1) \( \text{install}(swID, match, actions) \); this command updates the flow table of switch \( swID \) to apply actions (a subset of \( A \)) to all packets which match the pattern specified by \( \text{match} \). The string \( \text{match} \) is of the form \{ \( \text{src} : H_1, \text{dst} : H_2, \text{inport} : p_i \) \}, i.e., match all incoming packets with \( \text{pkt.src} = H_1, \text{pkt.dst} = H_2, \) and ingress port \( p_i \) at switch \( swID \). (2) \( \text{send}(swID, packet, action) \) sends the packet to switch \( swID \) where \( action \) is

\(^2\)Packet rewrites are discussed at the end of §III.
packet in (swID, inport, pkt):
1: mactable = ctrlState[swID]
2: mactable[pkt.src] = inport
3: if (mactable[pkt.dst] != null)
4: output = mactable[pkt.dst]
5: if (output != inport)
6: match = {src: pkt.src, dst: pkt.dst, inport: inport}
7: action = {Forward (output)}
8: install (swID, match, action)
9: send (swID, pkt, action)
10: return
11: send (swID, pkt, Flood)
12: return

Fig. 2: The Pyswitch controller algorithm.

applied to it at the switch. Here action is one of \{Forward, Drop, Flood\}, where Flood instructs the switch to forward the packet on all its ports except the packet’s ingress port.

Property: We verify invariants of the form \(\forall pkt: \phi(B_{pkt})\), where \(\phi\) is a propositional logic formula and \(B_{pkt}\) is some per-packet book-keeping state. For example, this state can log the packet history, i.e., switches which the packet has visited, in order to detect loops.

Running example (MAC learning switch): We use a layer 2 MAC address learning switch application, Pyswitch [15] with topology as shown in Fig. 1, as a running example to describe key concepts. The controller algorithm is shown in Fig. 2. At a high level, for each switch \(swID\), the controller learns a mapping (denoted by \(ctrlState[swID]\)) from host MAC addresses to ports. This allows the switch to forward packets destined to these hosts. As an example, suppose the packet \(pkt_1\), with source \(H_A\) and destination \(H_B\), arrives at port \(p_0\) of switch \(S_2\). In case no match exists for the packet, it is matched to a default flow table entry which forwards a packet_in event to the controller. The packet_in event handler learns that the host \(H_A\) is reachable through port \(p_0\) on switch \(S_2\) (line 2). In case the port leading to the destination \(H_B\) is unknown, the if condition on line 3 evaluates to false, and the packet is flooded on all ports, except the incoming port (line 11). However, if the destination is found in \(ctrlState\), the flow table is updated to forward all subsequent packets with the same src, dst and inport to \(p_1\) (line 8).

Property: We verify the no forwarding loop property for the Pyswitch controller. Due to flooding on a topology (Fig. 1) with a loop, the property is violated. However, if the controller only sends packets along a spanning tree (e.g., no packets between port \(p_2\) of \(S_2\) and \(p_1\) of \(S_3\)), the property holds.

III. ABSTRACTION

Data state abstraction: As discussed in §I, the data state abstraction exploits the fact that the property under check is a per-packet property: it checks the property on one concrete packet \(pkt^c\), and abstracts away all the other packets. Continuing on the Pyswitch example from §II, suppose \(pkt^c\) is injected at port \(p_2\) of switch \(S_2\) in Fig. 1, such that \(pkt^c.\text{src} = H_A\). This leads the switch to send a packet_in to the controller which updates \(ctrlState[S_2][H_A]\) to \(p_2\). Next, suppose the concrete packet \(pkt^c\) with source \(H_B\) and destination \(H_A\) arrives at port \(p_1\) of \(S_2\). The switch sends this packet to the controller, and since \(ctrlState[S_2][H_A] = p_2\), the controller commands the switch to forward the packet out port \(p_2\) (line 9 of Fig. 2) to \(S_3\). If there are no matching entries for \(pkt^c\) at \(S_3\) and \(S_2\) both in flow tables and \(ctrlState\), the packet gets flooded at both switches (line 11). Thus, \(pkt^c\) loops back to \(S_2\), which is a violation of the forwarding loop property.

Refinement: Since the header of \(pkt^c\) can take arbitrary values, the updates triggered by \(pkt^c\) are highly unconstrained. This leads to both scalability bottlenecks as well as functional incorrectness due to over-abstraction, i.e., the model exhibiting more behaviors than are realistically expected. We follow the approach of the CMP (CoMPositional) method [18]: the model is iteratively model checked and refined by the user by adding non-interference lemmas in order to constrain \(pkt^c\). The non-interference lemmas we used typically constrain the model according to reachability in the topology. For example a packet with source \(H_A\) cannot be injected at port \(p_1\) of \(S_2\), i.e., \(((\text{port} = p_1)\& (\text{switch} = S_2)) \rightarrow (\text{pkt.src} \neq H_A)\). (Since these lemmas are application-independent, they were added pre-emptively to mechanically constrain the data state abstraction.) As per the CMP method, these non-interference lemmas do not over-constrain the environment packet \(pkt^c\): they are also model checked by validating them on \(pkt^c\) [18].

Network state abstraction: As discussed in §I, the network state abstraction case splits on the source and destination of \(pkt^c\) to abstract the flow tables. Suppose we assume that \(pkt^c\) has source \(H_A\) and destination \(H_B\). Then, for each switch \(S\), the flow table mapping \(S.ft\) can be abstracted to \(S.ft^{abs}\) where \(S.ft^{abs}(pkt^c, p) = S.ft(pkt^c, p)\) for all ports \(p\) of the switch, and \(S.ft^{abs}(pkt^c, p) = \{\text{SendToController}\}\) for all other packets (i.e., \(pkt\)). The Forward action is not applied to \(pkt^c\) as it is non-deterministically injected at all ports.

Packet rewrites: In order to handle packet rewrites, the network state abstraction can be refined by including flow rules for rewritten header values as well. These rules are needed to process the concrete packet when its header is rewritten.

IV. EXPERIMENTS

We verified two applications: Pyswitch and a stateful firewall on a 2.40 GHz Intel Core 2 Quad processor, with 3.74 GB RAM. Murphi source code is available online [19].

MAC learning switch (Pyswitch): For the Pyswitch application, we verified loop freedom for the star topology shown in Fig. 1, with non-interference lemmas from §III added pre-emptively for scalability. The loop was found in 0.1 sec with 159 states explored. Next, on constraining the topology to forward packets only along the spanning tree, the model checker proved correctness with an arbitrary number of packets exchanged between \(H_A\) and \(H_B\) in 600s with 1.45M states. We note that model checking did not finish in a day without the abstractions. Finally, we ran a stress test with a larger fat tree topology with 20 switches, 16 hosts and 48 links. While model checking did not finish for an arbitrarily large number of packets, it finished in 68352s for the single packet case with network state abstraction.

Stateful firewall: We consider a simple firewall policy which may be used to prevent direct connections from the Internet into an enterprise network, e.g., to implement Network Address Translation (NAT). Fig. 3 shows an enterprise network...
connected to the Internet via a firewall implemented on two switches $S_1$ and $S_2$. The controller (not shown in Fig. 3 for brevity) initializes the default behavior of $S_1$ and $S_2$ as follows: (1) $S_1$ sends all incoming traffic at port $p_1$ to the controller, in addition to forwarding out of $p_2$. (2) $S_1$ forwards incoming traffic at $p_2$ directly to the enterprise host $H_1$. (3) $S_2$ sends all incoming traffic at $p_1$ directly to the Internet, and (4) $S_2$ forwards incoming traffic at $p_2$ to the controller. As packets arrive, the controller dynamically updates the switch flow tables to implement the following high-level policy (Fig. 4): (a) All traffic originating from any enterprise host $H_1$ and destined to any Internet host $H_2$ is allowed to pass freely. In particular $S_1$ forwards all traffic to port $p_2$ bypassing the controller after the first packet in (line 5). (b) Traffic from an Internet host $H_2$ destined to an enterprise host $H_1$ is only allowed if the communication was initiated by $H_1$ first (line 8). (c) If $H_2$ attempts to communicate with $H_1$ without prior initiation by $H_1$, then $H_2$ is considered malicious and is explicitly blacklisted (line 12).

**Verification:** We verify the *no invalid drop* property by checking if traffic from Internet host $H_2$ replying to a request sent by enterprise host $H_1$ does not get dropped. Due to a race condition between the events reported by $S_1$ and $S_2$, the controller erroneously blacklists host $H_2$. This happens when $H_1$ sends a first request to $H_2$, the request goes to $S_1$ first which forwards it via $S_2$ to $H_2$, and also forwards an event $e_1$ reporting the request to the controller. However, this event gets delayed and in the meantime $H_2$ replies, and $S_2$ forwards this to the controller as an event $e_2$. Since $e_2$ is processed by the controller before $e_1$, $H_2$ is erroneously blacklisted. (Note that events across switches can be processed out of order.) Our approach found this race condition in 0.13 sec with 482 states, without requiring any lemmas.

**Fixing the violation:** This bug can be fixed by requiring $S_1$ to wait for the controller before forwarding requests from $H_1$ to $H_2$ via $S_2$. Our approach was able to prove correctness for an arbitrarily large number of packets in 0.19 sec with 613 states, without requiring any lemmas.

V. CONCLUSION AND ONGOING WORK

We have presented abstractions for model checking controllers for software defined network applications. These abstractions extend the state of the art by enabling correctness proofs for SDN controllers for an arbitrarily large number of packets and their ensuing controller state updates. As a next step, we plan to explore abstractions to further scale model checking for larger topologies. In particular, since properties are typically violated along a particular path taken by packets in the network, we plan to focus on validating properties for packets taking fixed paths in the topology instead of all possible paths.
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Abstract—We describe an efficient way to compose SAT solvers into chains, while still allowing unit propagation between those solvers. We show how such a “SAT Modulo SAT” solver naturally produces sequence interpolants as a side effect — there is no need to generate a resolution proof and post-process it to extract an interpolant. We have implemented a version of IC3 using this SAT Modulo SAT solver, which solves both more SAT instances and more UNSAT instances than PDR and IC3 on each of the 2008, 2010, and 2012 Hardware Model Checking Competition benchmarks.

Index Terms—SAT, IC3, PDR, Interpolants

I. INTRODUCTION

SAT solvers play a central role in many hardware and software model-checking techniques. In this paper, we introduce three inter-dependent contributions, culminating in an improved state-of-the-art model-checker. First, we describe a way to compose multiple SAT solvers into chains and trees, in order to efficiently solve problems that have an underlying “modular” structure (for example, instances produced by unrolling a transition function). We show that this technique can be thought of as a nested SAT Modulo Theory (SMT) solver, and that we can apply techniques from lazy SMT solvers to improve the performance of this “SAT Modulo SAT” solver. Our nested SAT solver provides a general-purpose way to take advantage of locality while solving a CNF with (known) structure.

Secondly, we show that our SAT Modulo SAT solver produces sequence interpolants [5], [21], by extending previous work by Chockler et al. [6]. These sequence interpolants are produced without requiring explicit proof-traces.

Our third contribution is to demonstrate that our SAT Modulo SAT solver can be useful in practice, by implementing a variant of IC3 [4] using it (and, implicitly, the sequence interpolants we produce).1 We show that the resulting model checker outperforms both IC3 and PDR [11] on the 2008, 2010, and 2012 Hardware Model Checking Competition benchmarks.

II. MODULAR SAT SOLVERS

Given a partitioned CNF formula $\phi_0, \phi_1, \ldots, \phi_n$, where each $\phi_i$ is a set of clauses, the partitioned Boolean satisfiability problem consists of determining the satisfiability of $\bigcup_{i=1}^{n} \phi_i$. Here, we will consider only cases where the partitioning into clause sets is explicitly specified or can be observed directly from the underlying problem. We will refer to the clause sets $\phi_0, \phi_1, \ldots$ as modules, and to any SAT solver that is designed to solve such a partitioned CNF, as a modular SAT solver.

Obviously, to solve a partitioned CNF one could simply merge all the partitions and solve the resulting CNF using a standard SAT algorithm, but doing so loses any structural information that might have been present in the partitioned CNF. Real-world problems often possess a high degree of modular structure (e.g., formulas derived from real-world circuits or software), so this structural information may be useful. An approach that has been investigated widely in the literature is to find the variables that are shared between modules (we will refer to these as interface variables), and to assign them first. Because the partitions $\phi_i$ are independent of each other under any complete assignment to these variables, each module can then be solved independently [17] (and in parallel [15]). Unfortunately, this method requires a potentially exponential number of assignments to the interface variables to be tested. Alternatively, the interface variables can simply be used to inform a static decision heuristic. Many strategies for partitioning a CNF have been investigated for this latter approach (e.g., [1], [9], [13]).

In this paper, we describe a new modular SAT algorithm. This algorithm relies upon three existing capabilities of typical incremental SAT solvers (such as MiniSat [10] and PicoSat [2]), namely:

1) Incremental SAT solvers allow for a CNF to be solved repeatedly as new clauses are added (maintaining heuristic values and learned clauses between runs).
2) They allow for the temporary addition (and subsequent removal) of unit clauses in the CNF. Equivalently, they allow for the CNF to be solved repeatedly under the temporary assumption of different partial assignments.
3) When the CNF is not satisfiable under such a partial assignment, they can return a concise clause over just the assumed unit clauses that ‘explains’ why those units cannot be mutually true in the CNF. This clause will include only variables that are common to both the assumed unit clauses and to the CNF being solved under the assumption.

A simple, recursive algorithm is shown in Alg. 1. To our knowledge, we are the first to propose solving a general partitioned CNF in this way; however, this algorithm is very closely related to several other approaches, as we will discuss below. Subsequently, we will build on this algorithm and arrive
Algorithm 1 (Unoptimized) Modular SAT Solver

**Input:** Partial assignment $\alpha_i$, set of clauses $\phi_i$.

**Output:** TRUE if $\bigcup_{j=0}^{n} \phi_j$ is SAT under $\alpha_i$, else a conflict-clause which is inconsistent with $\alpha_i$ and contains only variables common to $\alpha_i$ and $\bigcup_{j=0}^{n} \phi_j$.

//The (initially empty) sets of conflict-clauses $L_{\phi_i}$ maintain //the invariant $\bigcup_{j=0}^{n} \phi_j \Rightarrow L_{\phi_i}$.

**function** MODULARSOLVE($\alpha_i$, $\phi_i$)

```
loop
  if $\phi_i \cup L_{\phi_i} \cup \alpha_i$ is SAT then
    $\alpha_{i-1} \leftarrow$ satisfying assignment to $\phi_i \cup L_{\phi_i} \cup \alpha_i$
    if $i = 0$ then
      return TRUE
    else
      $c \leftarrow$ MODULARSOLVE($\alpha_{i-1}$, $\phi_{i-1}$)
      if $c = \text{TRUE}$ then
        return TRUE
      else
        $L_{\phi_i} \leftarrow L_{\phi_i} \cup \{c\}$
      end loop
  else
    $\phi_i \leftarrow$ conflict-clause for $\phi_i \cup L_{\phi_i} \cup \alpha_i$
  return $c$
```

end loop

at a new, improved method: our SAT Modulo SAT solver, described in Alg.
3.

Alg. 1 operates progressively over the modules, first attempting to solve module $\phi_n$, which will either be unsatisfiable, or will provide us with an assignment $\alpha_{n-1}$ (Figure 1). It then recursively solves $\phi_{n-1}$ under assignment $\alpha_{n-1}$. Note that while $\alpha_{i-1}$ is a complete assignment to $\phi_i$, it may be a partial assignment to $\phi_{n-1}$.

If a module $\phi_i$ cannot be satisfied under $\alpha_i$, the incremental SAT interface produces a learned clause $c$ over the variables in $\alpha_i$. We will refer to such a clause as an interface clause. We add this interface clause $c$ into the set $L_{\phi_i}$, which will be conjoined with $\phi_i$ when solving it in all subsequent iterations. With the addition of $c$, the conjunction $\phi_i \land L_{\phi_i}$ will now either be unsatisfiable (in which case we are done), or force the solver into a new solution with a different assignment to the interface variables.

Correctness of Alg. 1 follows from straightforward induction on $i$; termination is guaranteed, because $L_{\phi_i}$ is strengthened at every call (unless a satisfying assignment is found, in which case the algorithm terminates and returns TRUE).

One feature of Alg. 1 is that it expects an ordering over the modules. The specific ordering chosen is effectively a heuristic, and in some cases a good choice may be obvious from the problem context (e.g., bounded model checking): the algorithm is correct even if the order is chosen arbitrarily (though this would impact the meaning of the interpolants produced by the algorithm, examined in the next section), and is also correct if the ordering is changed dynamically at runtime. Though we do not explore it here, one could consider randomly permuting the order, or applying a dynamic heuristic to adjust the order as the algorithm proceeds, rather than relying upon a static ordering. We also observe that Alg. 1 can be trivially extended to operate over a tree-ordering of the modules: instead of MODULARSOLVE($\alpha_i$, $\phi_i$) recursively calling just MODULARSOLVE($\alpha_{i-1}$, $\phi_{i-1}$), it would make a recursive call for each of its children. Alg. 1 is related to several recent algorithms. For example, in the case of exactly two modules, Alg. 1 is equivalent to (the simplest case of) the proofless interpolant computing algorithm introduced in [6], and it also resembles typical all-SAT procedures [12] and some 2QBF solvers [18]. We can also think of this algorithm as forming a nested series of counter-example-guided abstraction-refinement loops: each $\phi_i \cup L_i$ is an abstraction of its conjunction with the modules below it, and the learned interface clauses returned from later modules serve to refine that abstraction by eliminating spurious counter-examples.

If we obtain the modules by unrolling a transition function (with one module per time step), then Alg. 1 is roughly equivalent to a simplified, slightly re-organized version of the recursive cube-blocking procedure at the core of IC3 and PDR; in Section III, we will examine this connection to IC3 in more detail. However, the modular SAT solver we have described here, and the proof above, is general to the case where the partitions $\phi_i$ are not all copies of the same transition function.

A. SAT Modulo SAT

Alg. 1 has the benefit that it can be implemented directly using the incremental interface exposed by typical SAT solvers without any modifications. Unfortunately, in practice it performs poorly, because unit propagation between modules is delayed until each previous module is completely solved, and many learned clauses must be passed up the chain to eliminate parts of the search space that would normally have been pruned by unit propagation alone (if we were solving the complete conjunction of the modules). In the worst case, this can lead to an exponential slowdown, as an exponential number of solutions from $\phi_1$ might need to be produced before finding one that satisfies $\phi_2$.

Lazy SAT Modulo Theory (SMT) solvers [19] face many of the same challenges as our naive modular SAT solver above, and we can adopt the mechanisms they use to address these challenges by observing that Boolean satisfiability is itself an ideal candidate to be a theory in a lazy SMT solver. Instead of first finding a complete satisfying assignment $\alpha_i$ to $\phi_i$
and then solving $\phi_{i-1}$ under it, we modify Alg. 1 to eagerly perform unit propagation on $\phi_{i-1}$ (and $\phi_{i-2}$, etc.) as the partial assignment to $\phi_i$ is being constructed, returning a conflicting interface clause as soon as the partial assignment of $\phi_i$ would lead to a conflict in $\phi_{i-1}$ or a lower module.

In Alg. 2 and 3, we describe in detail the changes needed to convert a typical incremental SAT solver into an efficient modular SAT solver using this eager unit propagation across modules. In the interest of space, we will assume the reader is familiar with MiniSat [10] and describe the necessary modifications in reference to that implementation.

To apply this eager unit propagation across modules efficiently, we introduce a new method, PROPAGATEALL, which first applies unit propagation locally on the current module $\phi_i$ (by calling PROPAGATE) and then recursively propagates any resulting assignments to the interface variables in the next module, $\phi_{i-1}$. If this leads to a conflict, then MiniSat's ANALYZEFINAL method returns a conflict clause over the interface variables.

If unit propagation of the interface assignments is successfully applied to $\phi_{i-1}$, then we check if that unit propagation assigned any new literals on the interface between $\phi_i$ and $\phi_{i-1}$. If any such assignments were made, then we again propagate those assignments locally, and continue in this way passing assignments back and forth between adjacent modules until we reach a fixed point or a conflict.

In order to accomplish this eager unit propagation efficiently, we make one additional change. When a literal is propagated, CDCL SAT solvers store a reference to the clause that was unit, so that they can explore it later during conflict analysis. If an assignment is made to the interface by $\phi_{i-1}$ in Alg. 2, then we would not actually have any such clause in the SAT solver for $\phi_i$ to use as a reason for this assignment. We can create such a clause on the interface variables by calling MiniSat’s ANALYZEFINAL, but rather than call this eagerly after each unit propagation from $\phi_i$, we instead set the literal’s “reason” to a temporary placeholder value.

MiniSat accesses these reason references only during conflict analysis, using a helper method, REASON. We modify REASON to check for that placeholder value, and replace it with a clause produced by calling ANALYZEFINAL on $\phi_{i-1}$. In this way we create the reason clauses for units propagated from $\phi_{i-1}$ to $\phi_i$ only if needed by conflict analysis (efficient SMT solvers take a similar approach).

Finally, we modify the main CDCL loop (Alg. 3) in two ways. First we alter it to call PROPAGATEALL instead of PROPAGATE. Second, once $\phi_i$ is entirely assigned, we modify it to recurse on $\phi_{i-1}$.

Applying unit propagation eagerly allows the SAT solver for each module to prune its search space early, while the lazy reason construction reduces the number of trivial interface clauses that would otherwise have to be learned gradually and passed up through the chain of modules. Taken together, we refer to the modular SAT solver using these SMT-inspired optimizations in Algs. 2 and 3 as a “SAT Modulo SAT” solver.

Algorithm 2 PROPAGATEALL method applies intra-module and inter-module unit propagation. Note that we rely upon a list of assigned literals, $\text{trail}_{\phi_i}$, maintained for each module between calls.

```plaintext
function PROPAGATEALL($\phi_i$)
    loop
        // Call unit propagation on $\phi_i$
        $c \leftarrow$ PROPAGATE($\phi_i$)
        if $c$ is a clause then
            return $c$  // $c$ is a learned clause
        else if $i = 0$ then
            return TRUE
        endif
        // Collect all new assignments to interface variables
        if $\text{trail}_{\phi_i} \setminus \text{trail}_{\phi_{i-1}} = \emptyset$ then
            return TRUE
        endif
        // Propagate new assignments in $\phi_{i-1}$
        for all $l \in (\text{trail}_{\phi_i} \setminus \text{trail}_{\phi_{i-1}})$ do
            ENQUEUE$_i(l)$
            if PROPAGATEALL($\phi_{i-1}$) $\neq$ TRUE then
                $c = \text{ANALYZEFINAL}(\text{trail}_{\phi_i}, \phi_{i-1})$
                $L_i \leftarrow L_i \cup \{c\}$
                ADDCLAUSE($c$
            return $c$
            else if $(\text{trail}_{\phi_{i-1}} \setminus \text{trail}_{\phi_i}) = \emptyset$ then
                return TRUE  // No new interface assignments
            endif
        endfor
    endloop

function REASON($\var$)
    if $\text{reasons}[\var] = \text{‘LazyPlaceholder}_{i-1}$’ then
        $c \leftarrow \text{ANALYZEFINAL}(\var, \phi_{i-1})$
        $L_i \leftarrow L_i \cup \{c\}$
        ADDCLAUSE($c$
        $\text{reasons}[\var] \leftarrow c$
    return $\text{reasons}[\var]$
```

B. Interpolants as Side Effects

Interpolants [16] form a core part of many recent SAT-based model checkers, including IC3. Normally, interpolants are constructed by analyzing a resolution proof-trace, which must be generated by a SAT solver as it is solving an instance. This introduces an overhead into the solving process (for this reason, recent work ( [6], [20]) has investigated alternative methods that do not require constructing an (explicit) proof-trace).

We now show that the sets of learned interface clauses $L_{\phi_i}$, collected between each module in Alg. 1 form valid interpolants. Taken together, these successive interpolants form a sequence interpolant [21]. An alternative proof for the case of exactly two modules can be found in [6]. For simplicity, we
Algorithm 3 The main CDCL loop of our SAT Modulo SAT solver, using the PROPAGATEALL method. We integrate the recursive call to the next solver directly into the search loop. Other than the changes here and in the PROPAGATEALL method, our implementation follows MiniSat 2.2 [10]. Alg. 3 is a direct replacement for Alg. 1.

function MODULARSOLVE(α_i, φ_i)
    loop
        conflict ← PROPAGATEALL(φ_i)
        if conflict is a clause then
            if DECISIONLEVEL( ) = 0 then
                return conflict
            c ← ANALYZE(conflict)
            BACKTRACK( )
            ADDCLAUSE(c)
        else
            if exists an unassigned lit ∈ α_i then
                l ← lit
            else
                l ← PICKBRANCHLIT( )
        if l = NULL then
            // trail_φ_i is a satisfying assignment to φ_i
            if i = 0 then
                c ← True
            else
                c ← MODULARSOLVE(trail_φ_i, φ_i−1)
            if c = True then
                return True
            else
                // Learn clause c from φ_i−1
                L_i ← L_i ∪ {c}
                BACKTRACK( )
                ADDCLAUSE(c)
        else
            NEWDECISIONLEVEL( )
            ENQUEUE_i(l)
    end loop
end function

describe our proof in terms of the unmodified Alg. 1, but it holds equally well for the optimized SAT Modulo SAT solver. Given a CNF partitioned into two parts, φ_A and φ_B, with φ_A ∪ φ_B unsatisfiable, an interpolant between φ_A and φ_B is any set of constraints I with the following three properties:

1. φ_A implies I.
2. I ∪ φ_B (i.e., the conjunction of the constraints) is unsatisfiable.
3. I contains only variables common to φ_A and φ_B.

First, consider Alg. 1 with only two modules. On an unsatisfiable instance, Alg. 1 terminates only when the top-most module φ_1, combined with the interface clauses L_φ_1, it has learned from module φ_0, does not have any satisfying solutions. So at termination (on an unsatisfiable instance), φ_1 ∪ L_φ_1 must be unsatisfiable. We also have that φ_0 ⇒ L_φ_1, because L_φ_1 consists only of clauses implied by φ_0. Finally, the incremental SAT solver interface guarantees that each clause in L_φ_1 contains only variables that are common to φ_1 and φ_0. These three conditions together satisfy the definition of an interpolant between φ_1 and φ_0.

Next, consider an unsatisfiable chain of three modules, φ_2, φ_1, and φ_0. There are two interpolants that are constructed by Alg. 1: An interpolant L_φ_2 between φ_2 and (φ_1 ∧ φ_0), and an interpolant L_φ_1 between (φ_2 ∧ φ_1) and φ_0.

In this three module chain, the argument that L_φ_1 forms an interpolant is the same as above. The argument that L_φ_2 forms an interpolant is similar, except that the clauses collected in L_φ_2 are implied by the conjunction φ_1 ∧ φ_0, rather than by φ_0 alone. This is the case even though in Alg. 1 module φ_2 is only ever passed interface clauses constructed by φ_1 (and never by φ_0), because module φ_1 may itself have been passed interface clauses from module φ_0, and may then have derived new constraints based on those facts that are subsequently passed to module φ_2.

In general, at termination on an unsatisfiable instance, it must either be the case that φ_n ∧ φ_{n-1} ∧ ... ∧ φ_1 is by itself already unsatisfiable (in which case L_φ_0 is the empty set, and a trivial interpolant), or that φ_n ∧ φ_{n-1} ∧ ... ∧ φ_i ∧ L_φ_i is unsatisfiable, in which case L_φ_i is a valid interpolant between the conjunctions φ_n ∧ ... ∧ φ_i and φ_{i-1} ∧ ... ∧ φ_0.

III. IC3 USING SAT MODULO SAT

The modular SAT solver we have described here operates on an ordered sequence of CNF modules; a natural use case would be to apply it to bounded model checking [3] by constructing one module per time step, and incrementally adding new modules as time steps are added. Unfortunately, performance is roughly competitive with, but not better than, an (unso-
phisticated) incremental bounded model checker. However, simple bounded model checking does not take advantage of the sequence interpolants that our solver naturally produces.

Sequence interpolants are not typically generated by themselves as an end goal. Instead, the primary place that sequence interpolants are used is as a component of model checking algorithms (e.g., [5], [21]), most prominently in the current state-of-the-art SAT-based unbounded model checker, IC3 [4]. In IC3, sequence interpolants are created implicitly, through an incremental refinement process that is closely related to the unoptimized modular SAT solver from Alg. 1.

We now demonstrate that the SAT Modulo SAT solver we presented above is useful in practice by creating a version of IC3 based on it and the sequence interpolants it produces.

Our implementation closely follows the PDR [11] variant of IC3, which we do not have space to recount in full. We will assume the reader is familiar with PDR, and describe only our changes here. Modifying PDR’s algorithms to use the modular SAT solver will entail some non-trivial changes, which we describe below. As well, while building our solver, we developed some minor improvements to the general IC3 algorithm; we will show below that these minor changes are indeed improvements, but that the most important performance improvement is due to our SAT Modulo SAT solver.
The central part of IC3 is the cube-blocking procedure (in PDR, "RECBLOCKCUBE"). There are two major variants of this procedure. The simpler, ‘stack-based’ version takes an assignment to the flops (a cube) that is known to lead to the negated property, and incrementally strengthens the interpolants between each time frame until they are sufficient to block that cube in the last time frame. In Alg. 4, we show how we can use a modular SAT solver (either Alg. 1 or Alg. 3) to replace RECBLOCKCUBE. Intuitively, cube-blocking in the stack-based variant of IC3 is performing almost the same function as the simple recursive modular SAT solver of Alg. 1, with a few extra steps added. By re-arranging this code to separate out the part that closely matches Alg. 1 we then make it possible to replace it with the more complicated SAT Modulo SAT solver in Alg. 3 as well.

The match is not exact. The most obvious difference is that IC3 applies inductive generalization [4] to drop literals from conflict clauses as they are added to the interpolants. Unfortunately, the solvers for each time step are maintaining state between calls in the modular SAT solver, which would be overwritten during inductive generalization. One way to resolve this would be to keep an extra SAT solver, not part of the SAT modulo SAT solver, and use that to apply inductive generalization as conflict clauses are learned. This would allow us to apply inductive generalization at the same point as IC3, at the cost of extra memory usage. A second option, which we take in Alg. 4, is to delay inductive generalization until after the complete call to the modular SAT solver (during which many interface clauses may have been learned), and then subsequently apply inductive generalization to each new clause. This allows us to re-use the solvers from our modular SAT solver for generalization.2

Another difference is that one of the original selling points of IC3 was that it does not require the transition function to be unrolled; instead, a growing set of sequence interpolants (with some special properties discussed below) are maintained by re-using a single transition function between consecutive interpolants in the sequence. By instantiating a separate copy

Algorithm 4 The cube-blocking procedure for the stack-based variant of IC3, using a modular SAT solver. Notice that the stack is actually completely eliminated; recursively blocking the cube is directly handled by the modular SAT solver (MODULAR SOLVE calls either Alg. 1 or Alg. 3 above). In contrast to IC3, all the newly generated blocking clauses are collected and generalized at the end.

```plaintext
function MODULAR BLOCK CUBE (TCube s0)
  i ← s0.frame−1
  if MODULAR SOLVE(s0, cube, φ₁) then
    return FALSE // Counter-example found
  else
    COLLECT ALL CLAUSES(i)
    return TRUE

function COLLECT ALL CLAUSES(t)
  // Collect new interface clauses from the first t solvers
  // We assume these are stored in vectors
  // newInterfaceClausesᵢ for each frame
  for i ← 1...t − 1 do
    for all Clause c ∈ new InterfaceClausesᵢ do
      MARK SOLVER(i) // Needs clause propagation
      c ← GENERALIZE(c)
      // Attempt to propagate c forward until it fails
      j ← EAGER PROPAGATE CLAUSE(c, i)
      F[j].ADD(c)
    newInterfaceClausesᵢ ← ∅

function EAGER PROPAGATE CLAUSE(Clause c, from)
  // Propagate clause c forward as far as we can
  for i ← from...F.size()−1 do
    if not PROPAGATE CLAUSE(c, i) then
      return i
    return i
```

2Another subtlety is that when we apply inductive generalization to a clause from module φᵢ, we re-use the SAT solver for φᵢ from our modular solver, but call its normal, non-modular SOLVE method (which does not recursively solve the other modules in the chain). An alternative option would be to use the entire modular SAT solver chain during generalization, which would increase the chance of dropping literals from the conflict clauses, but at the cost of introducing an additional linear time factor (in the number of modules) into generalization.
of the transition function for each module $\phi_i$ in our modular SAT solver, we are giving up this near-constant memory usage. However, recent versions of PDR have made the same time-space trade-off, to avoid the cost of tracking which learned clauses correspond to which time frame.

A more substantial difference between our SAT modulo SAT solver and IC3 is that IC3 requires the interpolants for each time frame in the sequence to be constructed from a subset of the clauses that make up the interpolant for the previous time frame. We cannot combine the trick IC3 usually applies for this with Alg. 3, and must instead add a non-deterministic self-loop to the transition function (by adding an extra input to the circuit that, when true, forces the flops to their reset state). This extra non-determinism might be expected to slow down the SAT solver. However, because our solver (like IC3) always solves its time frames in reverse order, the self-loop will always be disabled by simple unit propagation before any decisions must be made in a given time frame. This makes such a self-loop in the transition function almost cost-free.

Having made these changes, we can directly use a modular SAT solver (either the simple recursive Alg. 1 or the more complex SAT Modulo SAT solver Alg.3) to implement the stack-based cube-blocking procedure from IC3 (see Alg. 4).

Efficient versions of IC3, including PDR, maintain a priority queue of cubes to block rather than a stack. In this variant, when IC3 blocks a cube, it generates a new cube with the same flop assignment, but at the next time frame. This allows IC3 to discover counter-example traces that are longer than the number of time frames currently being examined [4], while at the same time improving the overall performance of IC3 [11]. In order to support this, we need to make our implementation slightly more complicated (see Alg. 5), as well as change the modular SAT solver slightly, so that it records each complete satisfying assignment of the flops in each time frame. This is a trivial one line change to the SAT modulo SAT solver. In Alg. 5, we assume that the flop assignments found for time frame $i$ have been stored in the vector $\text{flopAssignments}_i$.

The priority queue version of IC3 then proceeds by repeatedly popping the lowest TCube $s$ off the queue (a TCube is a tuple of a cube and the time frame it corresponds to), solving $\phi_0$ under $\phi_1$ . . . under $\phi_{s,\text{frame}}$ under $s,\text{cube}$, and then adding all the cubes that were found during that process into the queue (see COLLECTALLCUBES). Effectively, this results in a combination of the priority-queue with the modular SAT solver’s natural stack-based order for exploring cubes. As we will show below, this re-ordering appears to have a negative impact on performance, but one that is more than made up for by the use of the modular SAT solver.

With these changes, and otherwise following PDR’s implementation (including applying ternary simulation, which we apply to $\alpha_i$ just before the loops in Alg. 1 and 3), we used our modular solver to implement a competitive version of the PDR variant of IC3. As we will show below, in addition to solving as many or more instances as either PDR or IC3 on three major benchmark sets, this procedure solves many different instances that were not previously solved by either PDR or IC3.

A. Additional Changes to IC3

We also introduce two additional alterations to IC3 to further improve our solver. The first change is fairly minor. In the priority queue variant of IC3, when a cube is blocked at time frame $i$, it is re-enqueued at frame $i + 1$. However, if $i$ is the last currently expanded time frame, the cube is simply discarded. Instead, we keep these cubes and enqueue them into the priority queue at frame $i + 1$, and keep them in the queue for the next iteration (at which point time frame $i + 1$ will have been explored). This is shown in Alg. 5, when the keepCubes flag is set. We only ever discard cubes from the last time frame if they are syntactically blocked. We have also explored keeping all such clauses even if they are blocked syntactically in the last time frame, and it seems to lead to only a slight decrease in performance to do so.

A more significant change addresses a drawback of IC3 (including the PDR variant). IC3 always attempts to propagate clauses from the first to the last time frame at each iteration. As a result, IC3 requires at least quadratic time in the number of frames, and that by itself can lead to unacceptable slow-downs on instances that require many iterations to be explored, even if the instance is otherwise trivial. Just such an example has been encountered in practice by users of the Z3 [8] implementation of PDR.

We observe that it is not typically necessary to try propagating clauses all the way from the lowest time frame at each iteration. Instead, we have found it sufficient in practice to propagate only from the lowest strengthened time frame to the last, at each iteration (see Alg. 6). This is a very simple change that improves performance when an instance is explored to a very deep time bound. Informal testing on Z3’s PDR variant [14] has shown that this change improves performance on the example referenced earlier.

In principle, failing to propagate clauses from the first time frame may lead to a loss of IC3’s convergence guarantees. If this were a concern, it would be sufficient to force clause propagation to periodically start from the first time frame — something we have tried and found not to lead to substantial performance improvements in practice.

---

3 IC3 enforces this property by ensuring that all clauses in each interpolant hold at the reset state. In cases where it would learn such a clause that does not hold at the reset state, it weakens the clause by appending a literal from the reset state that does not already appear in the clause. Such a literal is guaranteed to exist, because if no literals in the cube were opposite the polarity of the reset state, then IC3 would have found a counter-example (and exited). That literal can be used to weaken the conflict clause so that it is satisfiable at the reset state, while still blocking the cube.

We cannot combine this trick with unit propagation across modules as in Alg. 3, because such propagation may occur when an arbitrary partial assignment has been made to the flops. This partial assignment might not contain any literals opposite the reset state, in which case we would not be able to weaken the clause as IC3 does while still blocking the assignment.

4See, e.g., http://stackoverflow.com/q/15946304
Algorithm 6 Faster clause propagation, by not attempting to propagate clauses from time frames that did not require strengthening in the current iteration.

function PROPAGATE_CLAUSES
  lowest ← 0
  for i ← (F.size()-1) . . . 0 do
    if not SolverIsMarked(i) then
      lowest ← i + 1
      break
    clearSolverMark(i)
  for k ← lowest . . . F.size()-1 do
    for all clauses c ∈ F[k] do
      if PROPAGATE_CLAUSE(c, k + 1) then
        F[k].remove(c)
        F[k + 1].add(c)
    if F[k].size() = 0 then
      return 'Invariant Found'

IV. EXPERIMENTAL RESULTS

Our implementations of both Alg. 1 and the SAT Modulo SAT solver described in Section II-A are based on MiniSat 2.2 [10], a prominent incremental SAT solver that has served as a basis for many successful SAT solvers. We implemented IC3 using this solver as described above in Alg. 5.5.

We compare to both the publicly released IC3, and also to the current implementation of PDR in ABC (version 1.01). This implementation of PDR is also part of the SUPERPROVE model checker that won the Hardware Model Checking Competition in 2010, 2011, and 2012.

Experiments on the 2008 instances were conducted on 32-bit 3.2GHz Intel Xeon machines with 2 MB cache and 32GB memory. Limits. Experiments for the 2010 and 2012 instances were conducted on 64-bit, 6-core, 2.6GHz Intel Xeon machines with 12 MB cache running Red Hat Linux 5.5, using 15 minute timeouts and 7000 MB memory limits. These conditions closely match those of the 2008 and 2012 competitions, respectively. When testing each model checker (including PDR and IC3), we first used ABC to apply DAG-aware rewriting for preprocessing the circuit (using the ‘rewrite’ command).

Using our PDR implementation with the SAT Modulo SAT solver, but without the last two improvements to IC3 from Section III-A, performance is comparable to both IC3 and PDR (see the column, ‘SMS’, of Table I). If we substitute the unoptimized Alg. 1 for the SAT Modulo SAT solver, performance drops substantially on all benchmarks (see column ‘No SMS’). This gives us confidence that our SAT Modulo SAT solver is indeed a major improvement to Alg. 1, at least in this context. This model checker is also clearly competitive with IC3 and PDR — especially on the 2010 instances. Moreover, on closer inspection, we also observed that this version of our model checker solved 17 new instances that were solved by neither IC3 nor PDR from the 2012 benchmarks, and 13 and 9, respectively, from the 2010 and 2008 sets.

We can then ask whether we can improve our solver to solve more of the instances that IC3 and PDR solve, without giving up these new instances. We accomplish exactly this, by adding the last two improvements discussed in Section III-A. These improvements allow us to solve several additional instances (all but 3 of which IC3 or PDR could already solve), without giving up any of the newly solved instances of our initial implementation (see column ‘SMS-PDR’ in Tables I and II).

From Table I, we note that on the 2008 instances, our final model checker solves just one instance fewer than the corresponding virtual best solver — the virtual best solver counts any instance solved by any solver running in that competition — under roughly the same conditions. In Table II, we split the results for each model checker into SAT and UNSAT instances, to show that for all three competitions, we always solve more SAT and more UNSAT instances than both IC3 and PDR. In contrast, notice that while PDR improved hugely upon IC3’s performance on the 2012 instances, it actually performed slightly worse on the 2008 instances.

The improvements introduced in Section III-A, as well as the use of our SAT Modulo SAT solver, both increased

7At the same time, we can ask why it is the case that when using Alg. 1 instead of Alg. 3, our performance is so much worse than IC3’s. As discussed in Sec. III, there are effectively just a few differences between PDR’s REBLOCKCUBE and Alg. 5, if the unoptimized modular SAT solver of Alg. 1 is used and if our last two changes to IC3 are not implemented. The performance drop relative to IC3 in this case is likely either due to our delaying inductive generalization until later in the process, or a consequence of using a self-loop in the transition function (though we argue why this is not likely in Sec. III).

5We have made the source code for the modular SAT solver available online, at www.cs.ubc.ca/labs/ssd/Projects/ModularSAT.

6Results for each competition’s virtual best solver is as reported in the respective competitions.

<table>
<thead>
<tr>
<th></th>
<th>SMS-PDR</th>
<th>PDR</th>
<th>IC3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SAT</td>
<td>UNSAT</td>
<td>SAT</td>
</tr>
<tr>
<td>HWMCC’08</td>
<td>245</td>
<td>351</td>
<td>242</td>
</tr>
<tr>
<td>HWMCC’10</td>
<td>322</td>
<td>427</td>
<td>317</td>
</tr>
<tr>
<td>HWMCC’12</td>
<td>25</td>
<td>67</td>
<td>21</td>
</tr>
</tbody>
</table>

TABLE I: Total instances solved within 900 seconds from the 2008, 2010, and 2012 Hardware Model Checking Competitions (single property track). Including all improvements, our final implementation (‘SMS-PDR’) beats both IC3 and PDR on each benchmark. Notice how for the 2008 benchmarks we solve just 1 fewer instance than the virtual best solver (‘VBS’ — the virtual best solver counts all instances solved by any solver in the competition).

<table>
<thead>
<tr>
<th></th>
<th>SMS-PDR</th>
<th>PDR</th>
<th>IC3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SAT</td>
<td>UNSAT</td>
<td>SAT</td>
</tr>
<tr>
<td>HWMCC’08</td>
<td>245</td>
<td>351</td>
<td>242</td>
</tr>
<tr>
<td>HWMCC’10</td>
<td>322</td>
<td>427</td>
<td>317</td>
</tr>
<tr>
<td>HWMCC’12</td>
<td>25</td>
<td>67</td>
<td>21</td>
</tr>
</tbody>
</table>

TABLE II: Breakdown of SAT and UNSAT instances from Table I. SMS-PDR solves more SAT and more UNSAT instances than both PDR and IC3 on all three benchmarks. In contrast, notice that while PDR improved hugely upon IC3’s performance on the 2012 instances, it actually performed slightly worse on the 2008 instances.

7At the same time, we can ask why it is the case that when using Alg. 1 instead of Alg. 3, our performance is so much worse than IC3’s. As discussed in Sec. III, there are effectively just a few differences between PDR’s REBLOCKCUBE and Alg. 5, if the unoptimized modular SAT solver of Alg. 1 is used and if our last two changes to IC3 are not implemented. The performance drop relative to IC3 in this case is likely either due to our delaying inductive generalization until later in the process, or a consequence of using a self-loop in the transition function (though we argue why this is not likely in Sec. III).
the total number of solved instances. However, the SAT modulo SAT solver by itself contributes most of the newly solved instances — that is, instances that we solved, but that neither IC3 nor PDR could solve. Our model checker using just the SAT modulo SAT solver solved 9, 13, and 17 new instances in the 2008, 2010, and 2012 benchmarks, while combining the SAT Modulo SAT solver with the changes from Section III-A solved 9, 15, and 21 such instances. On this basis, we argue that the SAT Modulo SAT solver is critical to the overall performance improvement achieved by our final model checker.8

We can also look at the respective memory usage of our solvers. As we remarked earlier, like current versions of ABC’s PDR, we instantiate a solver for each time step, which results in roughly linear memory usage in the number of time steps. This gives up one of the original advantages of IC3, which is that it expands only one time frame at a time, which requires roughly constant memory. Both of these bounds ignore the theoretically exponential memory of the learned clauses and interpolants.

We found that our solver ran out of memory on 13, 1, and 7 instances for the 2008, 2010, and 2012 benchmarks (recall that the 2008 competition was limited to just 1.5 GB, vs 7 GB for the others). In contrast, IC3 ran out of memory on just two instances in our experiments, both from the 2012 benchmarks. However, there was only one case in which our solver ran out of memory on an instance that IC3 was able to solve - and that particular instance, from the 2008 benchmark set, was one that our solver was able to solve in the 2010 benchmark set (which had a higher memory limit). So, as we would expect, IC3’s near-constant memory usage is an advantage on some instances.

V. CONCLUSION

We have introduced a novel approach for modular SAT solving, which naturally computes sequence interpolants without outs. We have made this efficient through the use of standard techniques borrowed from lazy SMT solvers, and we have shown that this can form the basis of an efficient model checker. We have also introduced additional improvements to IC3 that should generalize to other implementations, including PDR, whether or not they utilize our SAT Modulo SAT solver. The resulting state-of-the-art model checker performs better than both PDR and IC3, for both SAT and UNSAT instances, on three competitive sets of benchmarks.
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Abstract—An improved clause generalization procedure for IC3 is presented. Whereas standard generalization extracts a relatively inductive clause from a single state, called a counterexample to induction (CTI), the new procedure also extracts such clauses from other states, called counterexamples to generalization (CTGs), that interfere with the primary generalization attempt. The motivation is to enable IC3 to explore states farther from the error states than are CTIs while remaining property-focused. CTGs are strong candidates for being farther but still backward reachable. Significant reductions in the maximum depth reached by IC3’s priority queue-directed explicit backward search indicate that this intention is achieved in practice. The effectiveness of the new procedure is established in two independent implementations of IC3, which demonstrate an increase of 17 and 27, respectively, in the number of solved HWMCC benchmarks.

I. INTRODUCTION

IC3 [1], [2] is an incremental, inductive model checking algorithm for invariance properties. It operates in a demand-driven manner, generating relatively inductive lemmas in response to states that interfere with the inductive nature of the property. Lemma generation proceeds incrementally until an inductive strengthening is discovered or the lemmas guide the backward search to a counterexample trace. IC3 is SAT-based but, in contrast to other SAT-based approaches, poses relatively easy but numerous SAT queries that arise from considering single steps of a transition relation. This style of using a SAT solver keeps its memory footprint small.

One of the key components of IC3 is inductive generalization. While IC3 has an element of explicit state model checking in that it examines individual states, called counterexamples to induction (CTIs), inductive generalization makes it symbolic, allowing it to handle huge state spaces. IC3’s success on a model thus hinges on its ability to generalize facts that it discovers from considering specific states.

The effectiveness of generalization depends on the connectivity of a model’s state graph and its encoding. Some encodings and some models, independent of encoding, coupled with the overapproximate nature of inductive generalization, require IC3 to examine more individual states. Consider the state graph in Figure 1, where 000 is the initial state and 001 is the bad state. This model has two counterexamples to the inductiveness of the property: 110 and 100, two good states with a bad successor.

Suppose state 100 is the first CTI that IC3 finds. Since this state does not have predecessors, its negation is inductive, so that IC3 concludes it is unreachable. The unreachability of this state is a specific fact that IC3 next tries to generalize in order to prove that other states are unreachable as well. It does so by attempting to drop as many literals as possible. However, in this case no literals can be dropped. For example, if IC3 attempts to drop the third literal, the negation of the resulting cube 10−, where − indicates a don’t care, is not inductive because of the predecessor 011 to state 101. If there is a cube whose negation is inductive and excludes both 100 and 101, that cube must also include 101’s predecessor, 011. However, the smallest cube that includes all three states is −−−, which includes the initial state and whose negation is therefore not inductive. Similar reasoning shows that IC3 also cannot drop the first and second literals. Thus the strongest clause that can be derived through generalization only blocks the CTI itself. IC3 then has to prove that the other CTI (110) is unreachable without having learned much from the first CTI.

A state that hinders a generalization attempt (011 in the example) is called a counterexample to generalization (CTG): it prevents dropping a literal (the third in the example), i.e., generalizing to a larger cube. Despite being itself unreachable, state 011 causes the inclusion of an initial state into the cube that covers both it and 10−, which in turn causes generalization to fail. In this case, it is useful to focus some effort on the CTG rather than only on the CTI. Since the negation of the CTG is inductive, IC3 can block it. Then, with its predecessor blocked, dropping the third literal of 101 succeeds. Indeed, the second literal can be dropped as well, as all predecessors of the cube 1−− are blocked. This further expansion takes care of state 110 as well, ending the analysis.

This example motivates the improved generalization procedure described in this paper. The proposed procedure addresses CTGs that appear during the generalization of some CTI-derived relatively inductive clause. CTGs are often deep back-
ward reachable states. Addressing them reduces the depth of the explicit backward search IC3 performs and allows stronger inductive generalizations.

The proposed generalization procedure is evaluated within the implementations of IC3 in the model checkers IImc [3] and ABC [4]. Both show considerable improvement on Hardware Model Checking Competition (HWMC) benchmarks [5].

Preliminaries are in Section II. Section III describes the proposed generalization procedure. Section IV presents the results of improved generalization on the HWMC 2010–2012 benchmark suites. The behavior of IC3 with the improved procedure is studied in detail in Section V. Section VI discusses related work. Finally, conclusions are in Section VII.

II. PRELIMINARIES

A. Transition Systems and Induction

Following standard practice, a finite-state system is represented as a tuple \( \mathcal{S} : (\mathcal{I}, \pi, I(\pi), T(\mathcal{I}, \pi, \pi')) \) consisting of primary inputs \( \mathcal{I} \), state variables \( \pi \), a propositional formula \( I(\pi) \) describing the initial configurations of the system, and a propositional formula \( T(\mathcal{I}, \pi, \pi') \) describing the transition relation. Primed state variables \( \pi' \) represent the next state.

The system is an assignment of Boolean values to all variables \( \pi \) and is described by a cube over \( \pi \), which is a conjunction of literals, each literal a variable or its negation. An assignment \( s \) to all variables of a formula \( F \) either satisfies the formula, \( s \models F \), or falsifies it, \( s \not\models F \). If \( s \) is interpreted as a state and \( s \models F \), then \( s \) is called an F-state. A formula \( F \) implies another formula \( G \), written \( F \Rightarrow G \), if every satisfying assignment of \( F \) satisfies \( G \). The (in)validity of \( F \Rightarrow G \) is established by querying a SAT solver for the unsatisfiability of \( F \land \neg G \).

A clause is a disjunction of literals. A subclause \( d \subseteq c \) is a clause \( d \) whose literals are a subset of \( c \)'s literals.

A run of \( S, s_0, s_1, s_2, \ldots \), which may be finite or infinite in length, is a sequence of states such that \( s_0 \models I \) and for each adjacent pair \((s_j, s_{j+1})\) in the sequence, \( \exists! (\mathcal{I}, s_j, s_{j+1}) \models T \). That is, a run is the sequence of assignments in an execution of the transition system. A state that appears in some run of the system is reachable.

Checking a safety property of \( S \) is reducible to checking an invariance property [6]. An invariance property \( P(\pi) \), a propositional formula, asserts that only P-states are reachable. \( P \) is invariant for the system \( S \) (that is, \( S \)-invariant) if indeed only P-states are reachable. If \( P \) is not invariant, then there exists a finite counterexample run \( s_0, s_1, \ldots, s_k \) such that \( s_k \not\models P \). An invariance property \( P(\pi) \) is inductive if

1. (initiation) every initial state satisfies the property: \( I(\pi) \Rightarrow P(\pi) \); and
2. (conclusion) every transition from a P-state leads to a P-state: \( P(\pi) \land T(\mathcal{I}, \pi, \pi') \Rightarrow P(\pi') \).

While an inductive property \( P \) is invariant, the converse is not necessarily true. In this case, it is customary to seek an inductive strengthening of \( P \), which is a formula \( F \) such that \( F \land P \) is inductive.

An assertion \( F \) is inductive relative to another assertion \( G \), possibly containing primed variables, if

1. every initial state satisfies \( F : I(\pi) \Rightarrow F(\pi) \); and
2. \( F \) satisfies consecution under assumption \( G \): \( G(\pi, \pi') \land F(\pi) \land T(\mathcal{I}, \pi, \pi') \Rightarrow F(\pi') \).

B. An Overview of IC3

IC3 maintains a sequence of overapproximations \( F_i \) to sets of states reachable within \( i \) steps, for \( 0 \leq i \leq k \), where \( F_k \) is the frontier. Each \( F_i \) is a conjunction of the property \( P \) with an initially empty set of clauses. For each \( k > 0 \), IC3 refines the \( F_i \)'s for \( i \leq k \) as needed to prove inductiveness of \( P \) relative to \( F_k \). This refinement is property-driven: a counterexample to the inductiveness (CTI) of the property, which is an \( F_k \)-state with a \( \neg P \)-successor, triggers IC3 to derive a clause to block it. If successful, it applies induction to generalize the clause to block many more states than the CTI alone. It then adds the generalized clause to \( F_i \) for all \( i \leq k \).

Otherwise, it explores (transitive) predecessors of the CTI to derive supporting strengthening clauses until the original CTI can itself be addressed relative to \( F_k \). This exploration of concrete predecessors is guided by a priority queue of pairs of states and frame indices: \((s,i)\) represents the obligation that state \( s \) must be inductively excluded relative to \( F_i \), i.e., proved unreachable for at least \( i + 1 \) steps. Obligations are handled in lowest-index-first order, guaranteeing termination.

IC3 aggressively generalizes from states: once it addresses \((s,i)\) by finding a clause \( c \subseteq s \) that is inductive relative to some \( F_j \), \( j \geq i \), IC3 adds obligation \((s,j+1)\) to the queue if \( j < k \). This aggressive strategy not only facilitates early discovery of mutually inductive clauses; it also allows IC3 to find deep counterexamples even when \( k \) is small.

When no CTIs remain (for \( F_k \), IC3 checks each clause of each \( F_i \) to determine if it can be propagated forward, i.e., if it has become inductive relative to \( F_i \) since its creation because of subsequent strengthening of \( F_i \). In the process, IC3 determines whether any \( F_i \) has become an inductive strengthening of the property, in which case the property is declared to hold. If not, it increments \( k \) and “bootstraps” the new frontier \( F_k \) with all clauses that are inductive relative to \( F_{k-1} \). This process continues until IC3 finds an inductive strengthening of the property or finds a counterexample by following a sequence of CTIs back to an initial state.

IC3 generalizes a clause by using induction to guide the dropping of literals. IC3’s generalization procedure is described in Listing 1. Notice, when reading the pseudocode, that cubes are passed by reference. The minimum-inductive clause procedure (MIC) attempts to drop each literal in turn from \( q \), calling down to validate each potential strengthening of the clause (and, as a side effect, to further strengthen the clause). If down reports that the literal cannot be dropped, MIC returns it to the clause.

Given a cube \( q \), the down procedure seeks the maximal inductive subclause of \( \neg q \). It returns true if found and false if no inductive subclause exists. The down procedure effectively computes an overapproximation of states backward reachable
from a given state set. It limits the cost by maintaining sets of states in the form of a single cube. If upon reaching a fixpoint, the cube does not include any of the initial states, the cube represents a set of states that are unreachable in $i + 1$ steps. Denoting the cube at iteration $j$ by $q_j$, each fixpoint iteration queries the SAT solver for the existence of an $(F_i \land \neg q_j)$-predecessor to some $q_j$-state. The absence of such a predecessor indicates the inductiveness of $\neg q_j$ relative to $F_i$. Otherwise, there is an $(F_i \land \neg q_j)$-state $s$ that is a predecessor to some $q_j$-state. A new cube $q_{j+1}$ is formed by taking the common literals in $q_j$ and $s$ (denoted by $q_j \cup s$). The number of literals in the cube thus strictly decreases in every iteration, effectively expanding the set of states in $q_j$.

The MIC procedure can be optimized using the up procedure [7], which is outside the scope of this paper.

### III. ADDRESSING COUNTEREXAMPLES-TO-GENERALIZATION

#### A. Presentation of the Procedure

Keeping only the common literals of $q_j$ and $s$ provides an overapproximating union over state sets— a join in the cube lattice. While this operation responds to the need to include the $q_j$-predecessor $s$ in the state set described by $q_{j+1}$, it also typically brings in other $F_i$-states. Therefore, even when all $q_0$-states are unreachable, down (eventually) fails if, through overapproximation, it incorporates a reachable state.

State $s$ is called a counterexample to generalization (CTG) since it is encountered in the context of dropping a literal (in MIC) in order to generalize a cube. Unlike CTIs, states brought in as a result of dropping a literal or joining are not necessarily backward reachable from the error. On one hand, if $s$ is backward reachable—and it represents a set of deep backward reachable states—then addressing it could save IC3 from having to explicitly traverse the state graph from the error state to $s$. On the other hand, if $s$ is neither backward nor forward reachable, it could still obstruct generalization: when it is joined with $q_j$ to form $q_{j+1}$, it could cause the inclusion of a reachable state. As described so far, IC3 would never attempt directly to block $s$ since it only generalizes from backward reachable states. Yet blocking $s$, rather than joining with it, could enable finding an inductive subclause, thereby helping the generalization procedure produce stronger clauses and potentially shortening the way to a proof.

### III. ADDRESSING COUNTEREXAMPLES-TO-GENERALIZATION

#### A. Presentation of the Procedure

A generalization procedure that addresses CTGs is presented in Listing 2. Similarly to down, ctgDown first checks whether $\neg q$ is inductive (lines 14–17). However, if it is not inductive, it does not immediately join $q$ with the discovered predecessor $s$. Rather, it attempts to block $s$ at level $i$ by proving it inductive relative to $F_{i-1}$ (line 22). If this attempt succeeds, it tries to block it at higher levels (lines 24–26). It then strengthens the clause at the highest level relative to which it was found to be inductive by applying MIC (line 27). (Again, notice that cubes are passed by reference, so that when MIC returns, the cube $s$ may be significantly expanded.) Having addressed one cause for the non-inductiveness of $\neg q$, ctgDown returns its attention to $q$.

To maintain its focus on the main goal of strengthening $\neg q$, ctgDown considers at most maxCTGs CTGs between joins (line 21). If the limit is exceeded or a CTG is not found to be inductive, the CTG is joined with $q$ (line 31). New states brought in as a result of the join present an opportunity to explore behaviors farther from the error, so ctgDown resets the number of allowable CTGs to maxCTGs (line 30).

Since ctgDown calls MIC, the version of MIC associated with ctgDown monitors the recursion depth through its $d$ parameter. The recursion depth is initialized by the wrapper function
to 1 (line 2) and updated by the call to MIC from ctgDown (line 27). At a recursion depth of 1, ctgDown examines CTGs that are encountered during generalization of a CFI-induced clause. For larger depths, an encountered CTG is one that interferes with the generalization of a CTG-induced clause. A limit, maxDepth, limits the effort spent on addressing CTGs of CTG-induced clauses. When this limit is exceeded (line 19), CTGs are not examined, and joins are disabled; instead, ctgDown fails immediately if \( \neg q \) is not inductive (line 20).

### B. Discussion

The recycled limit on handling CTGs results in an interesting pattern of state exploration. IC3 itself explores, through its priority queue, the state space in an explicit manner backward from the error. Let \( s \) be such a state: \( s \) can reach the error in a relatively few number of steps. If IC3 is forced to consider a predecessor of \( s \), then it is known that the predecessor, too, can reach the error. In contrast, when MIC is applied to \( s \), the first step is to drop a literal, enlarging the represented state set. In ctgDown, up to maxCTGs times, predecessors of the enlarged cube are then considered as CTGs. They are likely to be backward reachable; they are also likely to be about as close to an error as \( s \) is.

Eventually maxCTGs is exhausted, forcing a join. Predecessors to the enlarged cube are then considered as CTGs. These predecessors are less likely to be backward reachable but more likely to be “farther” from an error than \( s \). Deep backward reachable states may be particularly valuable. This cycle can continue for several iterations, each iteration exploring states that are increasingly far from the error but at the cost of being increasingly likely not to be able to reach the error. Further iterations of dropping literals by MIC add layers of likelihoods of depth and backward reachability to the state exploration.

Another behavior worth noting is that ctgDown can fail more softly than down. When down fails, the only gained information is that the dropped literal is actually required. In contrast, ctgDown may successfully handle some CTGs on the way to failing to prove the inductiveness of the given cube. These CTG-derived lemmas could well prove useful in addressing the overall model checking problem.

In early attempts at considering CTGs, a scheme that delayed the handling of CTGs as much as possible was investigated. Rather than prioritizing the direct handling of CTGs over joining with them, it aggressively joined and only handled CTGs upon failure. If \( \neg q \) failed initiation, the last-encountered CTG \( s \) was addressed directly. Successful elimination of \( s \) would enable the reconsideration of \( q_{j-1} \); failure would cause the CTG leading from \( q_{j-2} \) to \( q_{j-1} \) to be addressed instead, and so on. This version was inferior to ctgDown, possibly because too much effort was put into addressing states that were either not actually backward reachable or too removed from the original CFI to be relevant to the generalization effort. ctgDown explores CTGs in an outwardly expanding set from the error; the unsuccessful variant explored CTGs in an inwardly contracting set.

While these explanations assume characteristics of a state space that need not hold for a given model, they offer an intuitive motivation for using ctgDown instead of down: with some trade-offs, it jumps to deep states, complementing IC3’s conservative top-level behavior. Section V compares, empirically, the behavior of IC3 with down versus with ctgDown.

### IV. Results

In this section IC3 with ctgDown is compared empirically to existing standard implementations of IC3. The new procedure was implemented within the IC3 engines in IImc v1.3 (upcoming release) [3] and in ABC vbb0deac (Apr 3, 2013) [4]. The implementations of ctgDown differ from the pseudocode of Listing 2 in the following respects:

- In the IImc implementation, the consecution call in line 26 was implemented as a call to down. This change enables blocking a CTG at a (higher) level at which its negation is not inductive but contains an inductive subclause. The experiments are inconclusive with regards to which version is better.
- In the ABC implementation, the CTG cube is expanded through ternary simulation before it is checked for inductiveness (line 18) [8].

ABC’s standard implementation of IC3 does not employ down in its generalization procedure; in particular, it never joins. However, the implementation of ctgDown includes joining. Experiments (whose details are not reported here) show that a variant of ctgDown in which joining was disabled is inferior to full ctgDown. Hence, experiments with IImc compare the effects of ctgDown against down, while experiments with ABC compare the effects of ctgDown against ABC’s generalization procedure.

The following parameter values were used in the experiments for both implementations of ctgDown: maxDepth = 1 and maxCTGs = 2.

The benchmark suite was gathered from the HWMCC 2010–2012 benchmarks—with one exception. Backward-encoded BEEM models (distinguished by the names beem*ibj) were replaced with their corresponding “functional” versions, also available from [5]. The backward encoding of these models involves two features:

1. Serial exists-step transition relation [9]: this feature adds “shortcut” transitions to the state graph.
2. Reverse relational encoding: the transition relation is inverted, and the initial states are swapped with the bad states. The latch updates are directly from primary inputs, and a valid bit is added to track whether a state is backward reachable in the original design.

### Notes

1. While there are models for which this assumption is invalid, the fraction of state bits of a large digital system that changes at each clock cycle is often less than one tenth. This fraction supports the view that similarity between states decreases with their distance in the state graph.

2. Generally, small values for maxCTGs (2–5) gave the best performance. For higher values, IC3 tended to derive too many clauses.

IIImc has a “reverse” option to invert the transition relation and exchange the initial and error states. With this option, IIImc typically works better on reverse-encoded models and worse on forward-encoded ones. A possible explanation is that a clause is a natural logical means of describing a design intention; moreover, conjunctions of clauses capture local arguments. In contrast, disjunctions of cubes—which is what IC3 produces from the forward perspective on reverse-encoded designs—do not. With both the functional and the backward encodings of these models available, one would never choose to use the backward encoding with IC3. Conclusions drawn from data based on such benchmarks are misguided.

As a preprocessing step, IIImc’s simplification tactic was applied to each benchmark. Then, IIImc and ABC with and without the new generalization procedure were run on the simplified benchmarks only invoking their IC3 engines. No other features of IIImc or ABC—e.g., multi-threading, other proof engines, or more powerful simplification techniques—were used. Each benchmark was run for up to 900 seconds. To account for variability, each benchmark was run five times with different random seeds. The experiments were performed on two identical machines with four 2.80 GHz Intel cores and 9 GBs of memory. The full results can be found at http://vlsi.colorado.edu/fmcad13.

A comparison between the performance of IC3 with and without ctgDown is presented in Figures 2–4. Figure 2 shows cactus plots for IIImc and ABC and Figures 3 and 4 show scatter plots. All the plots use the results of the median runs. For the easier models, the use of ctgDown does not typically reduce CPU time (Figures 3 and 4). An exception is the effect on the run times of failing properties with IIImc.

Detailed results by benchmark family are presented in Table I. Benchmark families with at least 60 benchmarks are listed separately. The remaining benchmarks are included in the “other” category. The “Solved” columns show the minimum, median, and maximum number of solved instances over the five runs. The “Time” columns reports the median CPU time in seconds. Overall, IIImc and ABC with ctgDown solve 17 and 27 more instances, respectively, than their standard counterparts. The same trend was observed when the timeout was increased to one hour: IIImc and ABC solved 17 and 24 more instances respectively.

V. ANALYSIS OF IC3’S BEHAVIOR

An observed weakness in IC3 with down is that on some models, it handles long chains of states explicitly rather than symbolically. ctgDown is intended to address this weakness.

4Since the median is used, the sum of the gains for the individual families is not necessarily equal to the overall gain.
by accelerating IC3’s exploration of deep backward reachable states while still maintaining its characteristic focus on the property. It attempts to achieve this objective by considering CTGs. As discussed, CTGs interfere with generalizing from CTIs and so are worthwhile candidates for blocking with generalization—although they need not be backward reachable. This section presents an analysis that, through measuring several metrics, suggests that ctgDown achieves its intended behavior. It highlights differences in the behavior of IC3 with the standard (down) and improved (ctgDown) generalization procedures. The data in this section were collected from IImc’s IC3 runs. Data collected from ABC’s runs also support the observations made.

Data points for scatter plots in this section are divided into two categories: those for which IC3 performs better with ctgDown, marked by a + in the plots, and those for which IC3 performs better with down, marked by a ×.

The first experiment compares the average distances of CTGs and CTIs from an error. To measure the depths of CTGs, exact BDD-based backward reachability is performed; the resulting “onion rings” can be used to compute the depth of a given state. Of the CTGs handled in these experiments, 42% were backward reachable. For the depths of the CTIs, the length of the chain through which a CTI was found provides an upper bound on its actual backward depth. Figure 5 shows a plot for the average CTI depth against the average CTG depth for the 294 benchmarks for which the preliminary BDD-analysis managed to complete within 12 hours. The plot confirms that CTGs are typically deeper than CTIs—sometimes by several orders of magnitude. The plot also indicates that ctgDown helps in the cases where IC3 is forced to explore deep CTIs.

Next, several metrics of IC3 runs were analyzed to understand when the proposed generalization procedure helps or harms the performance of IC3. The metrics are the maximum length of traces from states in the priority queue to an error; the average size of derived clauses; the convergence level, i.e., the level at which a proof or a counterexample is found; and the average number of clauses derived per level.

Plots comparing IC3 with and without the proposed generalization procedure on the four metrics are shown in Figures 6a–6d. The same information is presented with box-and-whisker plots in Figure 6e with the ratio of each metric with ctgDown to without.

Figure 6a indicates a significant reduction in the depth of the explicit search performed by IC3 when ctgDown is used. Statistics indicate an average reduction of 22.3% in the depth of IC3’s explicit search over all benchmarks. A higher reduction in the depth of the search often indicates better performance for IC3. This is confirmed by the non-overlapping notches in the box plot, which indicate a significant difference in the median depth ratios between cases with better and those with worse performance.

The point in the lower right corner of Figure 6a represents an extreme case in which IC3 with ctgDown proved the property with very little explicit backward search; with down, the depth of the priority queue went up to 2049.

Figure 6b points out ctgDown’s ability to produce stronger CTI-induced clauses. Again, a stronger clause indicates improved performance. On average, ctgDown drops 14% more literals than down, which is statistically significant as indicated by the box plot.

A characteristic of the new procedure is that it often increases the convergence level of IC3, as indicated in Figure 6c.

---

**TABLE I**

<table>
<thead>
<tr>
<th>Family</th>
<th>Size</th>
<th>Standard</th>
<th>With ctgDown</th>
<th>ABC</th>
<th>With ctgDown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td></td>
<td>Solved</td>
<td>Gain</td>
<td>Solved</td>
<td>Gain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time (s)</td>
<td>Time (s)</td>
<td>Time (s)</td>
<td>Time (s)</td>
</tr>
<tr>
<td>—IImc—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>139</td>
<td>99</td>
<td>98/99/999</td>
<td>252/2</td>
<td>1230</td>
<td>99/99/999</td>
</tr>
<tr>
<td>6s</td>
<td>120</td>
<td>18/19/22</td>
<td>93/466/6</td>
<td>2</td>
<td>94/21/22</td>
</tr>
<tr>
<td>beem</td>
<td>86</td>
<td>46/48/49</td>
<td>38/149/1</td>
<td>2</td>
<td>39/59/4</td>
</tr>
<tr>
<td>bob</td>
<td>149</td>
<td>121/122/125</td>
<td>25/804/2</td>
<td>2</td>
<td>26/79/0</td>
</tr>
<tr>
<td>intel</td>
<td>60</td>
<td>22/23/23</td>
<td>35/004/0</td>
<td>7</td>
<td>31/10/1</td>
</tr>
<tr>
<td>pdt</td>
<td>350</td>
<td>330/331/332</td>
<td>19/291/2</td>
<td>3</td>
<td>15/46/9</td>
</tr>
<tr>
<td>other</td>
<td>280</td>
<td>270/271/272</td>
<td>19/47</td>
<td>3</td>
<td>11/4/3</td>
</tr>
<tr>
<td>Total</td>
<td>1144</td>
<td>910/914/917</td>
<td>227/224</td>
<td>17</td>
<td>22/4/6</td>
</tr>
</tbody>
</table>

**Fig. 5.** A comparison between the depths of CTIs and CTGs.

![Fig. 5. A comparison between the depths of CTIs and CTGs.](image-url)
Fig. 6. Analyzing the effects of ctgDown on the IImc runs.
This potentially undesirable side effect is probably attributable to the aggressiveness of ctg\text{Down} in deriving clauses to block CTGs—which, again, need not actually be backward reachable. In contrast, the standard procedure only derives clauses in response to truly backward reachable states. A clause that blocks a forward reachable state is certainly not inductive and thus cannot appear in the final inductive strengthening. Such clauses can cause overstrengthening of the $F_i$’s; then IC3 must propagate to higher levels in order to drop the clauses. Points to the far right in Figure 5 represent cases in which such behavior is exhibited. Although CTGs are much deeper than CTIs, the percentage of handled CTGs that are forward reachable is higher than average causing overstrengthening. Also, as Figure 6c shows, a higher convergence level is significantly correlated with worse performance. Similar observations hold for ABC with ctg\text{Down} as Figure 7 indicates. The box plot in Figure 6e shows that 75% of the runs in which ctg\text{Down} was beneficial did not increase the convergence level. In contrast, for 75% of the runs that did not benefit from ctg\text{Down}, the convergence level was higher. On the other hand, statistics indicate that the increase in convergence level only occurs for passing properties; for 75% of the failing properties, the convergence level isn’t affected.

Points on the $y$-axis in Figure 6c correspond to benchmarks for which IC3 with down converges at level 1 while IC3 with ctg\text{Down} converges at higher levels. A characteristic behavior of IC3 with down is that clauses generated at level 1 are globally inductive until IC3 is forced to step back to level 0. Subsequently, generated clauses have the support of clauses generated relative to $F_0$ and thus need not be globally inductive. Aggressive handling of CTGs interferes with this initial behavior. A variant implementation was tried in which CTG handling was disabled until IC3 was forced to step back to level 0. IC3 with this variant ctg\text{Down} then converged at level 1 on these benchmarks; however, the performance difference across the benchmark suite was insignificant.

Finally, Figure 6d and the corresponding box plot indicate a clear correlation between the performance difference and the average number of clauses derived per level. An excessive number of clauses derived to block CTGs is often accompanied by longer runtimes.

VI. RELATED WORK

Several improvements orthogonal to the generalization method presented here have been described for IC3. Ternary simulation [8] and SAT-based [10] methods of enlarging CTI cubes significantly improve running time. A scheme for integrating lazy abstraction with IC3 has also been developed [11].

VII. CONCLUSION

This paper presents an improved generalization procedure for IC3. Generalization is a key operation that lifts IC3 from explicit to symbolic analysis. Addressing states that impede generalization allows IC3 to deal with deep counterexamples to induction with less effort. The proposed procedure has been shown to significantly improve the performance of two independent implementations of IC3. While ctg\text{Down} achieves the objective of decreasing the depth of the explicit search, the impact on convergence level is mixed. Ongoing investigations seek to explain the interplay between the strength of lemmas, the convergence level, and the overall performance of IC3.
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Abstract—Parametric systems arise in different application domains, such as software, cyber-physical systems or tasks scheduling. A key challenge is to estimate the values of parameters that guarantee the desired behaviours of the system.

In this paper, we propose a novel approach based on an extension of the IC3 algorithm for infinite-state transition systems. The algorithm finds the feasible region of parameters by complement, incrementally finding and blocking sets of “bad” parameters which lead to system failures. If the algorithm terminates we obtain the precise region of feasible parameters of the system. We describe an implementation for symbolic transition systems with linear constraints and perform an experimental evaluation on benchmarks taken from the domain of hybrid systems. The results demonstrate the potential of the approach.

I. INTRODUCTION

Parametric systems arise in many application domains from real-time systems to software to cyber-physical systems. In these applications, the system is often part of a larger environment, and the designer has to define the system relative to some unknown parameters of the environment. The design of a robust system requires the verification to not rely on concrete values for the parameters but to prove the correctness of the system for a certain region of values. The use of parameters is fundamental in the early phases of the development, giving the possibility to explore different design choices. In fact, a parametric system represents a set of (non-parametric) systems, one for each valuation of the parameters.

A key challenge for the design of parametric systems is the estimation of the parameter valuations that guarantee the correct behavior of the system. Manual estimation of these values is time consuming and does not find optimal solutions for specific design problems. Therefore, a fundamental problem is to automatically synthesize the maximal region of parameter valuations for which the system satisfies some properties.

In this paper, we focus on the verification of invariant properties and how to extend the SMT-based algorithms to solve the synthesis problem. The general approach works by complement, building the set of “bad” parameter valuations. It relies on the enumeration of counterexamples violating the properties, extracting from the counterexample a region of bad parameter valuations by quantification of the state variables.

The novel contribution of this paper is a new synthesis algorithm based on IC3, one of the major recent breakthroughs in SAT-based model checking, and lately extended to the SMT case. The key idea of the synthesis algorithm is to exploit the features of IC3. First, IC3 may find a set of counterexamples consisting of a sequence of set of states $s_0, \ldots, s_k$, where each state in $s_i$ is guaranteed to reach some of the bad states in $s_k$ in $k-i$ steps; this is exploited in the expensive quantification of the state-variables, that can be performed on shortest, and thus more amenable, counterexamples. Second, the internal structures of IC3 allows our extension to be integrated in a fully incremental fashion, never restarting the search from scratch to find a new counterexample.

Various approaches already solve the parameter synthesis problem for several kind of systems, like infinite-state transition systems [4], timed and hybrid automata [10], [12], [9], [7], [1], [2]. The advantages of the new algorithm are that it synthesizes an optimal region of parameters (unlike [9], [1]), it is incremental and applies quantifier elimination only to small formulas (unlike [9], [7]), and it avoids computing the whole set of the reachable states (unlike [10], [12]).

We implemented the algorithm for symbolic transition systems with linear constraints and performed an experimental evaluation on benchmarks on timed and hybrid systems. We compared the approach with similar SMT-based techniques and with techniques based on the computation of the reachable states. The results show the potential of the approach.

II. BACKGROUND

A. Transition Systems

A transition system $S$ is a tuple $S = \langle X, I, T \rangle$ where $X$ is a set of (state) variables, $I(X)$ is a formula representing the initial states, and $T(X,X')$ is a formula representing the transitions. In this paper, we shall deal with linear rational arithmetic formulas, that is, Boolean combinations of propositional variables and linear inequalities over rational variables.

A state of $S$ is an assignment to the variables $X$. A path of $S$ is a finite sequence $s_0, s_1, \ldots, s_k$ of states such that $s_0 \models I$ and for all $i, 0 \leq i < k$, $s_i, s_{i+1} \models T$. Given a formula $P(X)$, the verification problem denoted with $S \models P$ is the problem to check if for all paths $s_0, s_1, \ldots, s_k$ of $S$, for all $i, 0 \leq i \leq k$, $s_i \models P$. The dual problem is the reachability problem, which is the problem to find a path $s_0, s_1, \ldots, s_k$ of $S$ such that $s_k \models \neg P$. $P(X)$ represents the “good” states, while $\neg P$ represents the “bad” states.

B. Parameter Synthesis

In parametric systems, besides the standard constants, the formulas can include also parameters, which are rigid symbols...
with “unknown” values. Let \( U \) be the set of parameters. A parameter valuation is an assignment to the parameters. Given a formula \( \phi \) and a parameter valuation \( \gamma \), we denote with \( \gamma(\phi) \) the formula obtained from \( \phi \) by replacing each parameter in \( U \) with the assignment given by \( \gamma \).

A parametric transition system \( S \) is a tuple \( S = (U, X, I, T) \) where \( U \) is the set of parameters, \( X \) is the set of variables, \( I(U, X) \) is the initial formula, and \( T(U, X, X') \) is the transition formula. Each parameter valuation \( \gamma \) induces a transition system \( S_\gamma = (X, \gamma(I), \gamma(T)) \).

Given a parametric transition system \( S = (U, X, I, T) \) and a formula \( P(U, X) \), we say that a parameter valuation \( \gamma \) is feasible iff \( S_\gamma \models \gamma(P) \). The parameter synthesis problem is the problem of finding a set \( \rho(U) \) of feasible parameter valuations (i.e., for every \( \gamma \in \rho \), \( S_\gamma \models \gamma(P) \)). A set of feasible parameter valuations \( \rho(U) \) is optimal if it contains all the feasible parameter valuations.

C. IC3 with SMT

IC3 [3] is an efficient algorithm for the verification of finite-state systems, with Boolean state variables and propositional logic formulas. IC3 was subsequently extended to the SMT case in [5], [11]. In the following, we present its main ideas, following the description of [5]. For brevity, we have to omit several important details, for which we refer to [3], [5], [11].

Let \( S \) and \( P \) be a transition system and a set of good states as in §II-A. The IC3 algorithm tries to prove that \( S \models P \) by finding a formula \( F(X) \) such that: (i) \( I(X) \models F(X) \); (ii) \( F(X) \land T(X, X') \models F(X') \); and (iii) \( F(X) \models P(X) \).

In order to construct an inductive invariant \( F \), IC3 maintains a sequence of formulas (called trace) \( F_0(X), \ldots, F_k(X) \) such that: (i) \( F_0 = I \); (ii) \( F_i \models F_{i+1} \); (iii) \( F_i(X) \land T(X, X') \models F_{i+1}(X') \); (iv) for every \( i < k \), \( F_i \models P \).

The algorithm proceeds incrementally, by alternating two phases: a blocking phase, and a propagation phase. In the blocking phase, the trace is analyzed to prove that no intersection occurs. If such intersection cannot be disproved on the current trace, the property is violated and a counterexample can be reconstructed. During the blocking phase, the trace is enriched with additional formulas, that can be seen as strengthening the approximation of the reachable state space. At the end of the blocking phase, if no violation is found, \( F_k \models P \).

The propagation phase tries to extend the trace with a new formula \( F_{k+1} \), moving forward the clauses from preceding \( F_i \)'s. If, during this process, two consecutive elements of the trace (called frames) become identical (i.e., \( F_i = F_{i+1} \)), then a fixpoint is reached, and IC3 terminates with \( F_i \) being an inductive invariant proving the property.

In the blocking phase IC3 maintains a set of pairs \( (s, i) \), where \( s \) is a set of states that can lead to a bad state, and \( i > 0 \) is a position in the current trace. New formulas (in the form of clauses) to be added to the current trace are derived by (recursively) proving that a set \( s \) of a pair \( (s, i) \) is unreachable starting from the formula \( F_{i-1} \). This is done by checking the satisfiability of the formula:

\[ F_{i-1} \land \neg s \land T \land s'. \quad (1) \]

If (1) is unsatisfiable, and \( s \) does not intersect the initial states \( I \) of the system, then \( \neg s \) is inductive relative to \( F_{i-1} \), and IC3 strengthens \( F_i \) by adding \( \neg s \) to it, thereby blocking the bad state \( s \) at \( i \). If, instead, (1) is satisfiable, then the overapproximation \( F_{i-1} \) is not strong enough to show that \( s \) is unreachable. In this case, let \( p \) be a subset of the states in \( F_{i-1} \land \neg s \) such that all the states in \( p \) lead to a state in \( s' \) in one transition step. Then, IC3 continues by trying to show that \( p \) is not reachable in one step from one of the states \( F_{i-2} \) that is, it tries to block the pair \( (p, i - 1) \). This procedure continues recursively, possibly generating other pairs to block at earlier points in the trace, until either IC3 generates a pair \( (q, 0) \), meaning that the system does not satisfy the property, or the trace is eventually strengthened so that the original pair \( (s, i) \) can be blocked.

A key difference between the original Boolean IC3 and its SMT extensions in [5], [11] is that in the way sets of states to be blocked or generalized are constructed. In the blocking phase, when trying to block a pair \( (s, i) \), if the formula (1) is satisfiable, then a new pair \( (p, i - 1) \) has to be generated such that \( p \) is a cube in the preimage of \( s \) wrt. \( T \). In the propositional case, \( p \) can be obtained from the model \( \mu \) of (1) generated by the SAT solver, by simply dropping the primed variables occurring in \( \mu \). This cannot be done in general in the first-order case, where the relationship between the current state variables \( X \) and their primed version \( X' \) is encoded in the theory atoms, which in general cannot be partitioned into a primed and an unprimed set. The solution proposed in [5] is to compute \( \mu \) by existentially quantifying (1) and then applying an under-approximated existential elimination algorithm for linear rational arithmetic formulas. Similarly, in [11] a theory-aware generalization algorithm for linear rational arithmetic (based on interpolation) was proposed, in order to strengthen \( \neg s \) before adding it to \( F_i \) after having successfully blocked it.

III. PARAMETER SYNTHESIS WITH IC3

A. Solving the synthesis problem with reachability

A naive approach to synthesize the set of parameters \( \rho(U) \) is to incrementally find the complements set \( \beta(U) \) (thus, \( \rho = \neg \beta \)) of unfeasible parameter valuations, rephrasing the problem as a reachability problem for a transition system \( S_\rho \) and iteratively removing the counterexamples to \( S_\rho \models P \).

More specifically, given the parametric transition system \( S = (U, X, I, T) \), the algorithm keeps an over-approximation \( \rho(U) \), initially true, of the safe region. The encoding of \( S \) is the transition system \( S_\rho = (X, \bigcup_{T_P} T_P) \) where \( T_P = T' \land \bigwedge_{p \in U} p' = p \) forces parameters to not change their value in the evolution of the system and \( I_P = I \land \rho \) restricts the parameter valuations to the over-approximation.

At every iteration, a new parameter valuation is removed from \( \rho \). The algorithm terminates if it proves that \( S_\rho \models P \), and \( \rho \) is the solution to the synthesis problem.

\(^{1}\neg s \) is actually generalized before being added to \( F_i \). Although this is fundamental for the IC3 effectiveness, we do not discuss it for simplicity.
This simple approach does not work in the context of infinite-state transition systems, where the possible number of counterexamples and the values of the parameters are infinite. For this reason, we need an algorithm that removes a set of parameters, instead of a single point.

B. Description of the synthesis algorithm with IC3

We embed a reasoning similar to the naive algorithm in IC3, exploiting its generalization of counterexamples and incrementality. The generalization avoids to explicitly enumerate the counterexamples, while incrementality allows to reuse all the clauses learned by IC3 across different safety checks.

Therefore, IC3 is used to prove that $S_\rho \models P$. If it is successful (recall that in the SMT extension, the problem is undecidable), we can conclude that $\rho$ is a set of feasible parameters and, in particular, is optimal. Instead, if there exists a set of parameters such that $S \notmodels P$, IC3 might find a counterexample to $P$. The counterexample is found in the blocking phase as a sequence $\pi := (s_0, 0), \ldots, (s_n, n)$, where $s_0 \models P$, $s_n \models \neg P$ and for $0 < i < n - 1$, $s_i \models T_i \models s_{i+1}$.

Possibly, $\rho$ does not represent a single path of the system that reaches a violation, but a set of paths that reach $\neg P$. This is an intrinsic feature of IC3, which generalizes the counterexamples to induction found in the blocking phase, trying to block set of states rater than a single state. The state $s_0$ represents a set of states that will eventually reach $\neg P$. Thus, we compute from $s_0$ a set of bad parameters $\beta_{s_0}(U)$ that will eventually reach $s_n$: $\beta_{s_0}(U) := \exists X. s_n(U, X)$. We rely on a quantifier elimination procedure to get a quantifier-free formula for $\beta_{s_0}$.

The algorithm refines its conjecture about the unfeasible parameters of the system. Let $\beta' := \beta \lor \beta_{s_0}$ and $\beta' := \rho \land \neg \beta_{s_0}$ be the new approximations of unfeasible and feasible regions of parameters. We have to prove that $S_{\beta'} \models P$. We perform the verification incrementally, reusing all the frames of IC3. Since $\rho' := \rho \land \neg \beta_{s_0}$, we have that $S_{\rho'} = (X \cup P, I_0 \land \neg \beta_{s_0}, T_0)$. Thus, we incrementally encode $S_{\rho'}$ strengthening the initial condition and the transition relation used in the algorithm, and also strengthening the first frame kept by the IC3 algorithm (i.e., $F_0 := F_0 \land \neg (\beta_{s_0})$). The strengthening of $F_0$ removes the state $s_0$, from $I$ (possibly blocking also other bad states).

Since $S_\rho$ is an overapproximation of $S_{\rho'}$, the invariant maintained by IC3 ($F_0 = I$, $F_i \models F_{i+1}$, $F_i \models P$, $F_i(X) \land T_i(X, X') \models F_{i+1}(X')$) holds for the problem $S_{\rho'} \models P$.

From this point, we rely on the usual behaviour of IC3, which tries to block $(s_1, 1)$ with the strengthened frame $F_0$. The algorithm terminates if either $P$ is proved or the $F_0$ becomes unsatisfiable, showing that $\rho$ is empty.

Theorem 1: Given a parametric transition system $S = (U, X, I, T)$ and a formula $P(X)$, $\rho(U) := \paramIC3(U, I, T, P)$ is the optimal set of feasible parameter valuations.

C. Optimizations

We presented a version of the algorithm which computes a region of bad states $\beta_{s_0}$ only from the initial states of $\pi := (s_0, 0), \ldots, (s_n, n)$. However, this is only one of the possible choices, since more general regions of bad parameters can be found considering each $s_i$ in $\pi$. In fact, $\beta_{s_0}$ is one of the extreme cases, while the other one is $\beta_{s_0}(U) := \exists X. (BMC_n)$, which encodes the set of all the parameters that may reach $\neg P$ in $n$ steps, where $BMC_n$ denotes $T^n \land \neg P^n$. However, the cost of eliminating the quantifiers grows as well, and it might in fact become impractical. In principle, one may consider the intermediate cases $\beta_{s_0}$ (that is, the reachability of one of the intermediate states $s_i$ in $P$) to trade the generality of the result with the cost of the quantifier elimination. Furthermore, we notice that for soundness we do not need the precise set $\beta_{s_0}$, but we can consider its under-approximations, since this still guarantees to remove only bad parameters valuations. As an advantage, in this case the quantifier elimination problems are easier to solve and are more general than $\beta_{s_0}$. In practice, we use an heuristic, which we describe in the next Section, that combines the precise and the under-approximated approach, enabling us to find a trade-off between generality and the cost of quantifier elimination.

IV. Experiments

We have implemented the algorithm described in the previous section on top of the fully symbolic SMT-based IC3 of [5]. The tool uses MATHSAT [6] as backend SMT engine, and works on transition systems with linear arithmetic constraints.

Evaluation. Our evaluation consists of three parts. In the first, we compare our implementation (called PARAMIC3 in what follows) with the approach described in [7], in order to evaluate the viability of our technique when compared to other SMT-based solutions. For this, we have implemented the algorithm described in [7] using our “regular” SMT-based IC3 implementation as the backend engine for reachability checking (called ITERATIVE-BLOCK-PATH(IC3) in what follows). We remark that the tool of [7] was based only on Bounded Model Checking (BMC), and exploited domain-specific information for computing the maximum needed bound, which is not available in our more general context.

In the second part, we evaluate the effectiveness of the optimizations described in the previous section, by comparing the default heuristic used by PARAMIC3, using both the full counterexample path $\pi$ and its initial state $(s_0, 0)$ for blocking bad regions of parameters, with the basic strategy using only $(s_0, 0)$ (called PARAMIC3-basic in the following). In particular, the default heuristic used by PARAMIC3 works as follows. At the beginning, only initial states $(s_0, 0)$ of counterexample paths are used to block bad regions of parameters. If the algorithm starts enumerating too many bad regions, it starts exploiting also full paths $\pi$, by computing the bad region $\beta_k^P(U) = \exists X. BMC_k$, where $k$ is the length of $\pi$, and $BMC_k$.
is the formula encoding all the counterexample traces of length \( k \) where the values for the Boolean variables are the same as in \( \pi \), similarly to what is done in [7]. The computation of \( \beta_k^{\pi} \) is aborted if it becomes too expensive\(^4\), in order to control the tradeoff between the quality of the obtained bad region and the cost of performing quantifier elimination.

Finally, in the third part of our evaluation, we compare \textsc{PARAM IC3} against \textsc{RED} [12], a state-of-the-art tool for parameter synthesis for linear-hybrid automata.

**Benchmarks.** We have selected benchmarks used in previous work on parameter synthesis for hybrid systems. Most of them come from the suite of \textsc{RED}. We have a total of 92 instances from 13 different families. All the instances, the scripts and the tools used for reproducing our experiments are available at http://es.fbk.eu/people/mover/fmcad13.tar.gz. For the first two parts of our evaluation, we have experimented with two different ways of encoding linear hybrid automata into symbolic transition systems, resulting in a set of 192 instances. For the comparison with \textsc{RED}, we picked the encoding giving the best overall performance for \textsc{PARAM IC3}.

**Results.** We have run our experiments on a cluster of Linux machines with a 2.27GHz Xeon CPU, using a timeout of 600 seconds and a memory limit of 3Gb for each instance. Figures 1–3 show the scatter plots that compare the total run time (in seconds) of the different techniques. From the plots, we can make the following observations. (i) Our new algorithm is clearly superior to the technique of [7], both in number of completed instances and in execution time. Overall, \textsc{PARAM IC3} successfully solves 5 more instances than \textsc{Iterative-Block-Path(IC3)}, and it is almost always faster. We remark that both algorithms use the same implementation of IC3 as backend, run with the same options. (ii) Our heuristic for using full algorithms use the same implementation of IC3 as backend, and that most of the benchmarks we used come from its suite, whereas \textsc{PARAM IC3} works for arbitrary transition systems and it is not tuned for linear hybrid systems in any way.

**V. Conclusions and Future Work**

We proposed a new algorithm based on IC3 for synthesizing an optimal region of parameter valuations guaranteeing the satisfaction of an invariant property. The algorithm exploits the features of IC3 to incrementally remove sets of bad parameter valuations and to reduce the cost of expensive quantifier elimination operations by performing them on small formulas. Our experimental results show that the new synthesis algorithm performs better than similar SMT-based techniques and is complementary to other techniques based on the computation of the reachable states. In the future, we plan to improve the algorithm by better exploiting the structure of the problem, to evaluate it in other domains such as software, and to apply it in the context of modular component-based verification.
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\(^4\)We currently use a cutoff value on the number of elementary operations in the quantifier elimination module of MATHSAT for this.
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I. INTRODUCTION

It is well-known that counterexamples are often redundant, containing many values that are irrelevant to the failure exhibited therein. The process of eliminating unnecessary values from a trace is referred to as generalization, and has numerous benefits. For example, the elimination of irrelevant values facilitates manual and automated debugging [2], and improves the effectiveness of counterexample-guided abstraction refinement [3].

This paper focuses upon counterexamples to liveness properties. For finite systems, such counterexamples may efficiently be represented as lasso-shaped traces consisting of a prefix and a loop suffix exhibiting a state repetition which can be infinitely unrolled. The length of a lasso is the sum of the prefix and suffix lengths. A unique benefit of generalizing a liveness counterexample is that it may shorten the lasso length – possibly exponentially so – if the set of state variables comprising a state repetition is reduced during generalization.

Example 1: Let $q, x, y$ be Boolean signals whose initial and next-state behaviors are determined as follows: $q_0 = 1$, $x_0 = 0$, $y_0 = 0$, $q' = (q \land x) \lor (\neg q \land y)$, $x' = q \land y$, $y' = \neg x$. Consider liveness property $FGq$, specifying that on every trace $q$ must eventually become true forever. A counterexample would illustrate $q = 0$ at least once in its loop suffix, for example $(q, x, y) = (1, 0, 0) \rightarrow (0, 0, 1) \rightarrow (1, 0, 1) \rightarrow (0, 1, 1) \rightarrow (1, 0, 0)$ of length 4. Note that $(q = 1) \land (x = 0) \Rightarrow (q' = 1) \land (x' = 0)$. This illustrates a generalized counterexample: $(1, 0, \cdot) \rightarrow (0, \cdot, 1) \rightarrow (1, 0, \cdot)$ of length 2.

Example 2: We may modify $q'$ from Example 1 to $q' = (q \land x \land (cnt = 0)) \lor (\neg q \land y)$, where $cnt$ is an n-bit cyclic counter. Now the minimal concrete counterexample has length $2^n$, while the generalized counterexample from Example 1 is still valid.

Example 3: One may argue that $cnt$ is sequentially unobservable in Example 2 because $q \land x \equiv 0$, hence a transformation-based approach may enable the detection of an adequate short counterexample [4]. We may modify this example to $x' = (q \lor i) \land y$, where $i$ is a nondeterministic input. Now $cnt$ becomes observable, precluding a direct application of transformation-based methods. However, the generalized counterexample is still valid since both transitions $(1, 0, \cdot) \rightarrow (0, \cdot, 1)$ and $(0, \cdot, 1) \rightarrow (1, 0, \cdot)$ can be achieved for some value of the inputs, here $i = 0$ for transition $(0, \cdot, 1) \rightarrow (1, 0, \cdot)$.

We show that, surprisingly, the traces produced by the underlying safety model checker of $k$-LIVENESS [1] are often sufficient to witness a counterexample. Furthermore, in many cases the traces which do not exhibit a counterexample may be manipulated using our techniques to yield valid counterexamples.

II. PRELIMINARIES

We represent a finite state system $S$ as a tuple $(i, x, I(x), T(i, x, x'))$, which consists of primary inputs $i$, state variables $x$, predicate $I(x)$ defining the initial states, and predicate $T(i, x, x')$ defining the transition relation. Next-state variables are denoted as $x'$. We assume that $T$ is represented as a netlist, that is a directed acyclic graph with nodes corresponding to logic gates. Given the values of $x$ and $i$, the values of $x'$ may thus be uniquely computed by propagation – i.e., using Boolean or three-valued simulation.

State variables and their negations are called literals, and disjunctions (conjunctions) of literals are called clauses (cubes). A state is a Boolean assignment to all of $x$. A generalized state is an assignment to a subset of $x$, representing a set of states. We denote concrete states by $s$ and generalized states by $t$ throughout the paper.
Definition 1: Given two generalized states $t_0$ and $t_1$, we say that $t_0$ is a predecessor of $t_1$ if for every concrete state $s_0 \in t_0$ there exists a concrete state $s_1 \in t_1$ and an input $i_0$ such that $(i_0, s_0, s_1') \models T$.

Definition 2: We say that $t_0$ is a concrete predecessor of $t_1$ if $t_0$ is a concrete state.

Note that the definition of a predecessor is not symmetric, and it does not require that every state in $t_1$ is reachable from a state in $t_0$. For practical purposes we need more restricted notions of a predecessor.

Definition 3: Given two generalized states $t_0$ and $t_1$ and input $i_0$, we say that $t_0$ is an implying predecessor of $t_1$ with respect to $i_0$ if $t_0 \land i_0 \land T \land \neg t_1'$ is unsatisfiable.

Definition 4: We say that $t_0$ is a propagating predecessor of $t_1$ with respect to $i_0$ if $t_0$ and $t_0$ imply $t_1'$ by propagation.

From these definitions, each concrete predecessor is also propagating with respect to some input, and each propagating predecessor with respect to $i_0$ is also implying with respect to $i_0$. We omit explicit input references when they are clear from context.

Example 4: Consider $x' = x \land (y \oplus i)$, where $x$ and $y$ are state variables and $i$ is an input. Then $x = 1 \land y = 1$ is an implying predecessor of $x = 1$ with respect to $i = 0$. Further, $x = 1$ is predecessor of $x = 1$ but cannot be an implying predecessor since there is no value of $i$ which works for all $y$.

Definition 5: A concrete trace is a sequence of concrete states $\langle s_0, \ldots, s_n \rangle$ such that $s_0 \models I$, and for each $0 \leq k < n$, $s_k$ is a concrete predecessor of $s_{k+1}$.

Definition 6: A generalized trace is a sequence of generalized states $\langle t_0, \ldots, t_n \rangle$ such that $t_0$ contains an initial state, and for each $0 \leq k < n$, $t_k$ is a predecessor of $t_{k+1}$.

We say that concretizing a state $t$ is the process of adding literals to $t$, and generalizing $t$ is the process of removing literals from $t$.

A. Generalized Counterexamples to Liveness

In the spirit of [1] we consider liveness properties given in the form $FGq$. More general liveness properties (and fairness constraints) may be reduced to this form using additional logic. Furthermore, since the validity of $FG(Xq)$ is equivalent to the validity of $FGq$, we can assume that $q$ itself is a state variable.

Definition 7: A concrete counterexample to $FGq$ is a concrete trace $\langle s_0, \ldots, s_n \rangle$ and an index $m$ with $0 \leq m < n$, such that (1) $s_m = s_n$, and (2) $\exists k \in [m..n]$ with $s_k \models \neg q$.

Thus $s_0, \ldots, s_{m-1}$ corresponds to the lasso prefix, and $s_m, \ldots, s_n$ corresponds to the loop suffix, with cycle $s_k$ exhibiting $\neg q$. Note that $s_m = s_n$ implies that $s_n$ is a concrete predecessor of $s_{m+1}$, hence the loop can be infinitely unrolled.

Definition 8: A generalized counterexample to $FGq$ is a generalized trace $\langle t_0, \ldots, t_n \rangle$ and an index $m$ with $0 \leq m < n$, such that (1) $t_m \Rightarrow t_n$, and (2) $\exists k \in [m..n]$ with $t_k \Rightarrow \neg q$.

Note that we do not require that $t_m = t_n$, but rather that $t_n$ is more concrete than $t_m$.

Examples 1-3 illustrate that the length of a generalized counterexample to $FGq$ may be exponentially shorter (with respect to netlist size) than that of a concrete counterexample. Theorem 1 will demonstrate that the former implies the existence of the latter. Because a generalized counterexample may be exponentially shorter than a concrete one, in cases it may be easier to detect a generalized counterexample, which motivates the algorithms in Sections IV and V.

In practice, a generalized counterexample may actually be more informative and easier to debug since it more clearly illustrates the “essential” reason for the failure. Similarly, it is often undesirable in practice that a liveness counterexample on a reduced netlist (after cone-of-influence, redundancy removal, ...) be extended to a possibly exponentially-longer unreduced trace merely to ensure a state repetition over irrelevant logic.

III. Trace Manipulation Algorithms

A. Trace Concretization

Given a generalized trace, we may fully or partially concretize it using Algorithm 1. $\text{ConcretizeInitial}(t_0)$ returns a concretization of $t_0$ which still contains a state in $I$, which may be computed with a satisfiability query. $\text{ConcretizeForward}(t_k, t_{k+1})$ returns a concretization of $t_{k+1}$ with $t_k$ as its predecessor. If $t_k$ is a propagating predecessor of $t_{k+1}$, we can use three-valued simulation to implement $\text{ConcretizeForward}$, using an unknown $X$ value for any state variable not in $t_k$ and assessing which state variables attain fixed values in $t_{k+1}$. Alternatively, we can use a satisfiability query; if $t_k$ is an implying predecessor of $t_{k+1}$ with respect to some $i_k$, for each state variable $x$ not in $t_k$ we can consider the query $t_k \land i_k \land T \land x'$. If this query is unsatisfiable, $x = 0$ can be added to $t_{k+1}$. Similarly, if $t_k \land i_k \land T \land \neg x'$ is unsatisfiable, $x = 1$ can be added to $t_{k+1}$.

Theorem 1: Any generalized counterexample $c$ to $FGq$ may be extended to a concrete counterexample $\hat{c}$.

Proof: Consider a generalized counterexample $c$ to $FGq$ with its lasso state repeating at times $m$ and $n > m$. By the discussion above, we can find a concrete trace $\hat{c}$ which agrees with valuations in $c$, though the states at times $m$ and $n$ in $\hat{c}$ may not be identical. However, since
Algorithm 1 Trace Concretization

Input: A trace \( t_0, \ldots, t_n \)
Output: A trace \( \tilde{t}_0, \ldots, \tilde{t}_n \) with \( \tilde{t}_k \Rightarrow \tilde{t}_k \) for all \( k \).

\[
\begin{align*}
1: \quad & \tilde{t}_0 \leftarrow \text{ConcretizeInitial}(t_0) \\
2: \quad & \text{for } k = 0, \ldots, n - 1 \text{ do} \\
3: \quad & \tilde{t}_{k+1} \leftarrow \text{ConcretizeForward}(\tilde{t}_k, t_{k+1}) \\
\end{align*}
\]

Algorithm 2 Trace Generalization

Input: A trace \( \tilde{t}_0, \ldots, \tilde{t}_n \)
Output: A trace \( t_0, \ldots, t_n \) with \( \tilde{t}_k \Rightarrow t_k \) for all \( k \).

\[
\begin{align*}
1: \quad & t_n \leftarrow \text{GeneralizeFinal}(\tilde{t}_n) \\
2: \quad & \text{for } k = n - 1, \ldots, 0 \text{ do} \\
3: \quad & \tilde{t}_k \leftarrow \text{GeneralizeBackward}(t_k, \tilde{t}_{k+1}) \\
\end{align*}
\]

The loop of \( c \) can be infinitely unrolled, assuming a finite system, eventually a state in \( \tilde{c} \) will repeat, thus yielding a concrete counterexample.

Theorem 1 demonstrates that a generalized liveness counterexample may be mapped to a concrete one using simulation, implying a scalable algorithm.

B. Trace Generalization

Given a trace, we may use Algorithm 2 to generalize it. \( \text{GeneralizeFinal}(\tilde{t}_n) \) returns a generalization of \( \tilde{t}_n \). For example, if the trace witnesses a number of failures of \( q \) and \( t_n \Rightarrow \neg q \), this corresponds to removing some of the other variables from \( t_n \). \( \text{GeneralizeBackward}(t_k, \tilde{t}_{k+1}) \) returns a generalization of \( t_k \) which still forms a predecessor of \( \tilde{t}_{k+1} \). If \( t_k \) is a propagating predecessor of \( \tilde{t}_{k+1} \), then we can generalize \( t_k \) using ternary simulation: if replacing the value of a state variable in \( t_k \) by \( X \) does not affect any of the variables in \( \tilde{t}_{k+1} \), then this variable can be removed from \( t_k \). More generally, when \( t_k \) is an implying predecessor of \( \tilde{t}_{k+1} \) with respect to some \( \tilde{t}_k \), we can consider the unsatisfiability of \( \tilde{t}_k \land i_k \land T \land \neg q'_{k+1} \) and generalize from \( t_k \) variables unnecessary in the unsatisfiable core returned by the SAT solver.

C. Modifying Traces with Tentative Loops

The following example demonstrates that the processes of concretizing and generalizing a trace are both capable of creating or destroying the validity of that trace as a counterexample.

Example 5: Let \( q, x, y \) be state variables with initial values \( q_0 = 1, x_0 = 0, y_0 = 0 \) and next-state values \( q' = q \land x, x' = x, y' = \neg q \). The concrete trace \( (1, 0, 0) \rightarrow (0, 0, 1) \rightarrow (0, 0, 0) \) does not exhibit a counterexample to \( FGq \). A partially-generalized trace

<table>
<thead>
<tr>
<th>Design</th>
<th>( k ) generalized</th>
<th>( k ) concreted</th>
<th>( k ) modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>cubak</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>cuj128f</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>cuil2</td>
<td>9</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>cutg2</td>
<td>16</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>linc08dime2p0</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

TABLE II
VALUES OF \( k \) YIELDING VALID COUNTEREXAMPLES
ternary simulation [5], and thus directly yields generalized counterexamples for bounded property failures. Column 2 corresponds to the smallest value of $k$ for which this generalized trace kept internally by IC3 exhibits a generalized counterexample. Column 3 corresponds to the smallest $k$ for which the concretization of the trace from Column 2 using Algorithm 1 exhibits a concrete counterexample. The final column uses ConcretizeTentative($i, j$) on the trace of Column 2, for each tentative loop $(t_j, \ldots, t_j)$ therein.

On cutf2 and lmcs06dme2p0, considering generalized traces detects counterexamples earlier due to removal of irrelevant state variables. On cujc128f, removing state variables from later timesteps precludes the detection of counterexamples. And on cutf2, partial concretization of the generalized trace yields a counterexample earlier than the other two methods.

Regarding impact on verification resources: on most of the failing liveness HWMCC’12 testcases, direct bounded model checking (BMC) often yields a counterexample with significantly lesser resources than $k$-LIVENESS augmented with our techniques. We note that the set of public liveness testcases is unfortunately quite small. Nonetheless, our techniques in cases are substantially faster than existing methods such as BMC: see Table II. This offers some evidence of the practical utility of our techniques on classes of complex problems.

V. SEARCHING FOR GENERALIZED COUNTEREXAMPLES

In this section we present an algorithm which directly searches for a minimal propagating generalized counterexample. This algorithm uses bounded model checking applied to a ternary-valued encoding of the netlist. This algorithm incrementally increases the unfolding depth $n$ every time it proves that no generalized counterexample of length $\leq n$ exists.

For a given $n$, we seek a sequence $t_0, \ldots, t_n$ of generalized states and a sequence $i_0, \ldots, i_n$ of inputs so that the following conditions are satisfied:

1) $t_0$ contains an initial state;
2) for each $k \in \{0..n-1\}$ the assignments to $t_k$ and to $i_k$ alone imply $t_{k+1}$;
3) $\exists m \in \{0..n-1\}$ such that $t_m \Rightarrow t_n$;
4) $\exists k \in \{m..n-1\}$ such that $t_k \Rightarrow \neg q$.

Note that every concrete lasso-shaped counterexample satisfies these conditions, thus if there are concrete counterexamples of length $n$, the suggested scheme will succeed with the value $n$ or less.

Unfortunately, on the limited set of failing HWMCC’12 benchmarks, the minimal length of a propagating counterexample is the same as the minimal length of a concrete counterexample, and so the proposed scheme does not help. On the other hand, on contrived Examples 1-3, this algorithm detects generalized counterexamples of length 2 for any size of $cut$, which not surprisingly may outperform by a large degree other techniques which search for a concrete counterexample.

VI. RELATED WORK

The concept of minimizing counterexample traces has been explored extensively for a variety of purposes such as enhanced debugging, e.g. [2]. A related concept of generalizing a predecessor of a given state either by ternary simulation, via a SAT solver, or using quantifier elimination has also been widely explored, e.g. [6]. However, a significant distinction is that we we consider generalized counterexamples to liveness properties which can be significantly shorter than concrete counterexamples, and as such dedicated algorithms which search for generalized counterexamples may be developed.

The work of [4] addresses the topic of netlist transformations which preserve the existence of a liveness counterexample. For example, the cone-of-influence reduction combined with other netlist rewriting techniques can remove various signals from the netlist, thus possibly shortening lengths of counterexamples. However, netlist transformations apply to all time-frames and all possible traces, which does not offer the granularity of state-specific reductions enabled by our technique.

Cycle-dependent abstractions do allow the granularity of abstracting variables irrelevant at a particular timestep, though are typically only applicable as embedded in specific proof techniques (e.g., [7]). However, in general the existence of a counterexample on an abstracted model does not imply the existence of a counterexample on the concrete model. Additionally, this prior work does not address shortening of liveness counterexamples.
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Abstract—We present the design and implementation of the Model Constructing Satisfiability (MCSat) calculus. The MCSat calculus generalizes ideas found in CDCL-style propositional SAT solvers to SMT solvers, and provides a common framework where recent model-based procedures and techniques can be justified and combined. We describe how to incorporate support for linear real arithmetic and uninterpreted function symbols in the calculus. We report encouraging experimental results, where MCSat performs competitive with the state-of-the art SMT solvers without using pre-processing techniques and ad-hoc optimizations. The implementation is flexible, additional plugins can be easily added, and the code is freely available.

I. INTRODUCTION

Considering the theoretical hardness of SAT, the astonishing adeptness of SAT solvers when attacking practical problems has changed the way we perceive the limits of algorithmic reasoning. Modern SAT solvers are based on the idea of conflict-driven clause learning (CDCL) [1]–[3]. The CDCL algorithm is a combination of an explicit backtracking search for a satisfying assignment complemented with a deduction system based on Boolean resolution. In this combination, the worst-case complexity of both components is often circumvented by the components guiding and focusing each other.

Generalization of the SAT problem to the first-order domain is called satisfiability modulo theories (SMT). On the shoulders of efficient SAT solvers, and numerous successful applications, SMT has gained momentum as a more expressive and equally performant framework. The common approach to solving SMT problems is to employ a SAT solver to enumerate assignments of the Boolean abstraction of the formula. The candidate (partial) Boolean assignments are then either confirmed or refuted by a decision procedure dedicated to reasoning about conjunctions of theory-specific constraints. If multiple theories are involved, satisfiability in the combination of such theories can be ensured by relying on high level combination frameworks in the spirit of Nelson and Oppen [4]–[6]. This style of reasoning is commonly called DPLL(T) [7], [8] and is employed by most of the SMT solvers today.

The Model-Constructing Satisfiability (MCSat) calculus [9] provides a more general alternative to DPLL(T), lifting the idea of the CDCL-style model construction with conflict resolution to the first-order domain. MCSat encompasses many recent model-based decision procedures for theories such as linear real arithmetic [10]–[12], linear integer arithmetic [13], nonlinear arithmetic [14], and floating-point [15] arithmetic.

Although the model-based decision procedures have proved effective for theories of high complexity, it was unclear whether the approach could be used with combinations of theories, and whether the approach could be competitive for “simple” theories where incumbent solutions seem to be satisfactory. In this paper we describe an implementation of the MCSat framework that can reason effectively in the combination of linear real arithmetic and uninterpreted functions, providing positive answers to both concerns. The procedure for linear arithmetic is a careful but conceptually simple implementation of a model-driven Fourier-Motzkin elimination, while the combination with uninterpreted functions is provided through model-driven Ackermanization [5], [16].

II. PRELIMINARIES

We assume that the reader is familiar with the usual notions and terminology of propositional and first-order logic (see e.g. [17]).

As usual, we will denote the set of rational numbers as \( \mathbb{Q} \) and use \( a, b, c \) to denote constants from \( \mathbb{Q} \). We assume a finite set of Boolean and real variables, denoting them with letters \( x, y, z \), and a finite set of uninterpreted function symbols which we denote with letters \( f, g \). Each such function symbol \( f \) is associated with a fixed arity \( k > 0 \). We define a UF pure term inductively, with variables and constants being UF pure terms, and a function term \( f(t_1, \ldots, t_k) \) being UF pure if each \( t_i \) is a UF pure term. For example, \( f(1) \) and \( f(f(x)) \) are UF pure, but \( x + y \) and \( f(x + y) \) are not. We will refer to non-constant UF pure terms as generalized variables and, with abuse of notation, we will also refer to them with letters \( x, y, z \). Intuitively, generalized variables are terms seeking an interpretation.

We use \( p, q \) to denote linear polynomials over generalized variables with coefficients in \( \mathbb{Q} \). All polynomials are assumed to be in sum-of-monomials normal form \( a_1 x_1 + \cdots + a_n x_n + c \), with \( a_i \) and \( c \) being constants, and \( x_i \) denoting generalized variables. For linear polynomials \( p \) and \( q \), a linear constraint is a constraint of the form \( p \vee q \), where \( \vee \in \{<, \leq, =\} \).

An atom is either a Boolean variable or a linear constraint, and we consider atoms to be generalized variables of Boolean type. A literal \( L \) is an atom or a negation of an atom. A clause \( C \) is a disjunction of literals \( (L_1 \vee \cdots \vee L_n) \), and we denote the empty clause with \( \bot \).
Example II.1. Consider the constraints
\[ f(x + 1) < y, \ x = y \ . \]

The term \( f(x + 1) \) is not pure, but we can purify the constraints by introducing a new variable \( s_1 \) obtaining
\[ f(s_1) < y, \ s_1 = x + 1, \ x = y \ . \]

The constraints above are satisfiable, for example, by the interpretation \( x \mapsto 1, \ y \mapsto 1, \ s_1 \mapsto 2, f(s_1) \mapsto 0. \)

A. Deduction Rules

MCSat as a proof system is a clausal deduction system based on clausal inference rules. Given a set of input clauses, MCSat either finds an assignment of variables that satisfies the clauses, or derives a proof of the unsatisfiability using the rules below.

The core of MCSat is driven by the Boolean resolution rule. Given two clauses \( C \lor L \) and \( \neg L \lor D \), we can eliminate the literal \( L \) using the Boolean resolution rule
\[
\frac{C \lor L \ 
\neg L \lor D}{C \lor D}
\]
We denote the result of applying the resolution rule with \text{resolveB}(C, D, L).

For reasoning in linear arithmetic we use the Fourier-Motzkin rule. Given two inequalities \((p_L < x)\) and \((x < p_U)\), we can eliminate the variable \( x \) using the Fourier-Motzkin rule, obtaining a new inequality \((p_L < p_U)\). In clausal form, this rule can be stated as
\[
\neg(p_L < x) \lor \neg(x < p_U) \lor (p_L < p_U)
\]
We denote this rule with \text{resolveFM}. The rule above is applied to strict inequalities and, as expected, we overload \text{resolveFM} to cover non-strict inequalities and equalities.

In addition to the Fourier-Motzkin rule, in order to reason about dis-equations we also use the equality split rule, which states that the relation between polynomials \( p \) and \( q \) can only be one of the three.
\[
(p = q) \lor (q < p) \lor (p < q)
\]
We denote the split rule with \text{splitEq}.

For reasoning about uninterpreted functions we use the Ackermann expansion rule which states that, for any uninterpreted function symbol \( f \) of arity \( k \), if \( x_i = y_i \) for \( i = 1, \ldots, k \), then also \( f(x_1, \ldots, x_k) = f(y_1, \ldots, y_k) \), or, in clausal form
\[
x_1 \neq y_1 \lor \cdots \lor x_k \neq y_k \lor f(x_1, \ldots, x_k) \equiv f(y_1, \ldots, y_k)
\]
We denote the Ackermann rule with \text{resolveUC}.

We also assume a general “normalization” rule that performs simple semantics-preserving transformations on clauses, denoted with a dashed line, such as
\[
\neg(p < q) \lor (x < 0) \lor (x < 0)
\]
\[
(q \leq p) \lor (x < 0)
\]
The four rules above, together with the normalization rule, comprise the whole of our proof system, which speaks to the simplicity of the MCSat approach.

III. CORE ARCHITECTURE

The MCSat architecture consists of a core solver that manages the solver components depicted in Figure 1. The main components are the clause and variable database, the solver trail, and the reasoning plugins. The core solver drives the solving process, and is responsible for dispatching notifications and handling requests from the plugins, while the plugins reason about the content of the trail. The most important duty of the core is to perform conflict analysis when the reasoning plugins detect a conflicting state.

The clause database contains a compact representation of all the clauses in the system (including unit clauses). The clause database contains both the input clauses and the clauses learned during the search. The variable database maintains the information about all the generalized variables in the system in an efficient index-based form. Both databases are occasionally compacted, by heuristically marking the clauses to keep, and then garbage-collecting unmarked clauses and variables using a mark-and-sweep approach. Maintaining a balanced amount of clauses and variables is crucial in the MCSat setting as, in contrast to the DPLL(T) framework, model-based decision procedures can generate many new literals that would, if not removed, eventually overwhelm the system.

Plugins are the standard way of extending MCSat, and we currently have implementations of dedicated plugins that can reason about the Boolean structure, linear real arithmetic, and uninterpreted function symbols, described in Section IV.

A. The Trail

The central data-structure in the framework is the solver trail. It is a generalized version of the trail found in modern SAT solvers. In our design of the interface to the trail, we make sure that the trail is used not only as the container of reasoning history, but also as the object ensuring formal progress towards termination of the search process.

The trail is a sequence of trail elements, where each element can be either a Boolean decision, a semantic decision, a clausal propagation, or a semantic propagation.

A Boolean decision is a literal \( L \) that we assume to be true, and is emphasized in the trail as \( \mathbf{L} \). These elements are the equivalent of decided literals found in modern SAT solvers. A semantic decision is a decision on the value of a non-Boolean generalized variable. We write semantic decisions as \( x \mapsto \alpha \), where \( \alpha \) represents a value from the type of the variable \( x \). For example, we may decide that the value of a real variable
A clausal propagation is a literal \( L \) derived to be true through clause \( C \) using Boolean constraint propagation (BCP), which is marked as \( L_{\leq C} \). If the clause \( C = L \), i.e. it is a unit clause, we mark the propagation just as \( L \). The level of a decision element, or a clausal propagation, is the number of decisions in the trail up to and including the element itself.

We say that a literal \( L \) (term \( t \)) can be evaluated if the generalized variables that appear in the literal \( L \) (term \( t \)) are all assigned values in the trail through semantic decisions. A semantic propagation marks a literal \( L \) that can be evaluated to \textit{true}. We denote semantic propagation as \( L_{\leq k} \), where the value \( k \) represents the level of the highest semantic decision used in evaluating \( L \). The level of a semantic propagation \( L_{\leq k} \) is \( k \). If a literal \( \neg L \) appears on the trail \( M \) as an element of level \( k \), we say that \( L \) is \textit{true} (false) in \( M \), and the level of \( L \) is \( k \).

**Example III.1.** Consider the clause

\[
C \equiv (0 < x) \lor (0 < y) \lor (1 < x + y)
\]

and the trail

\[
M = [x \mapsto 0, \neg(0 < y), \neg(0 < x), (1 < x + y)].
\]

The level of each element is marked above it in the trail. The first two elements of \( M \) are a semantic decision assigning the variable \( x \) to the value 0, and a Boolean decision of the literal \( \neg(0 < y) \). The next element of \( M \) is a semantic propagation of \( \neg(0 < y) \). Note that the semantic propagation is marked at level 1, as this is the level at which \( x \) is assigned. The last element of \( M \) is a clausal propagation of the literal \( 1 < x + y \) due to clause \( C \).

Adding new elements to the end of the trail, by performing a decision, or propagating a literal, is restricted as follows.

- No literal \( L \) can be added to the trail (either by decision or propagation), if the literal \( L \) or \( \neg L \) already appears on the trail.
- No semantic decisions \( x \mapsto 0 \) can be added to the trail if it invalidates a literal \( L \) that is already on the trail, i.e. if \( \neg L \) would be a semantic propagation after the decision.
- No Boolean decision \( L \) can be added to the trail if it invalidates a clause \( C \) in the system, i.e. if the literal \( \neg L \) appears in \( C \), and all other literals of \( C \) are already false.
- A clausal propagation \( L_{\leq C} \) can only be added to the trail if the literal \( L \) appears in \( C \), and all other literals of \( C \) are already false.

Besides adding elements to the trail, a trail can also be backtracked. Backtracking amounts to retracting some decisions and their consequences from the trail. We require that any backtracking of the trail be accompanied with a clausal backtracking reason that is used to maintain the invariance of progress. The reason for backtracking is always a clause \( C \) that evaluates to false in the trail, thus a signal that the search must be revised. In addition to being false, the clause \( C \) should also be either a unique implication point \([2]\) (UIP) clause or a semantic split clause, as explained below, and we denote this with the predicate \text{canBacktrackWith}(M, C).

Let \( \topLevel(M, C) \) denote the highest level (in \( M \)) of a literal from \( C \), and let \( \topLiterals(M, C) \) denote the set of literals from \( C \) at this highest level. Clause \( C \) is a UIP clause if there is only one literal \( L \) in \( \topLiterals(M, C) \). A UIP clause \( C \) can thus be used to propagate \( L \) at the second highest level of literals in \( C \), or level 0 if \( C \) is unit, and we denote this level as \( \text{uipLevel}(M, C) \). Clause \( C \) is a semantic split if each \( L \in \topLiterals(M, C) \) is a semantic propagation \( L_{\leq k} \) in \( M \).

**Algorithm 1: MCSAT::backtrackWith(M, C)**

Data: trail \( M \), clause \( C \) evaluates to false in \( M \)

1. if \( C \) is a UIP clause in \( M \) then
   1.1 level \( \leftarrow \topLevel(M, C) \)
   1.2 remove from \( M \) all elements of level \( > \) level
2. if \( C \) was a UIP clause then
   2.1 for the unassigned \( L \in C \), add \( L_{\leq} \) to \( M \)
   2.2 else \( C \) was a semantic split clause
5. for an unassigned \( L \in C \), add decision \( L \) to \( M \)

The backtracking procedure \text{backtrackWith} is presented in Algorithm 1. We call propagations, decisions, and backtracking \textit{valid} if they conform to the restrictions outlined above.

**Example III.2.** Consider again the clause \( C \) and trail \( M \) from Example III.1. Using the Fourier-Motzkin rule, we can deduce the following valid clause

\[
\neg((1 - x < y) \lor (0 < y) \lor (1 < x)) \equiv \neg((1 - x < y) \lor (0 < y) \lor (1 < x)) \]}

The first two of the literals from \( R_1 \) are already false in the trail \( M \), and the last literal \((1 < x)\) is a new literal. The new literal can be evaluated in \( M \), and we can propagate it semantically, obtaining a new trail

\[
[\neg(0 < y), \neg(0 < x), (1 < x + y)].
\]

The clause \( R_1 \) is valid and evaluates to false at \( M \), i.e. the search needs to be revised. But, \( R_1 \) is not suitable for backtracking since it contains two literals of level 2, and none of them is a semantic propagation. Fortunately, we can use the Boolean resolution rule to remove the literal propagated by \( C \) and deduce

\[
R_2 \equiv (1 < x) \lor (0 < x) \lor (0 < y).
\]

The clause \( R_2 \) only contains one literal at the highest level, so it is an UIP clause suitable for backtracking. The effect of backtracking the trail with \text{backtrackWith} is a new
of literals that the system will ever see come from a finite set of operations is enough to ensure termination, if we assume that this setting and we restate the most important ones as lemmas. It is a minor one, and the main theoretical results from [9] hold in this setting and we restate the most important ones as lemmas.

It was shown in [9] (Theorem 1) that using valid trail operations is enough to ensure termination, if we assume that all literals that the system will ever see come from a finite set of literals $B$, that we call the finite basis.

Lemma III.1. Starting from an empty trail $\square$, any procedure that only uses valid trail operations, while using only literals from the finite basis $B$, can only make a finite number of such trail operations.

In Section IV we will show how the finite basis assumption can be ensured for problems combining linear arithmetic and uninterpreted functions.

B. Conflict Analysis

As in CDCL SAT solvers, conflict analysis is used to learn from the conflicting clauses encountered during the search – clauses with all literals false in the trail. As seen in Example III.2, it is possible to identify clausal conflicts that can not directly be used for backtracking. Conflict analysis takes a conflicting clause and transforms it into a new clause that is suitable for backtracking. This newly learned clause is used in the main solver loop to revise the search.

A conflicting clause is not suitable for backtracking if it contains more than one literal at the top level, and these literals are not semantic propagations. It is easy to show that the problematic literals are clausal propagations, and conflict analysis can eliminate them by performing Boolean resolution with the clauses that propagated them. Since the analysis uses existing valid clauses and the resolution rule, the result of such conflict analysis will be a valid deduction. Therefore, if conflict analysis learns an empty clause $\bot$, this will be a signal to the main solver that the problem is unsatisfiable. The conflict analysis procedure is presented in Algorithm 2.

Note that the analysis procedure only uses the resolveB rule. Other deduction rules are “axiom” rules used to create new clauses which can be used to identify conflicting situations or for propagation purposes. Also, as the analysis procedure concludes as soon it finds a clause suitable for backtracking, if this is the case due to a UIP clause, the analysis style corresponds to the 1st UIP SAT strategy [18].

<table>
<thead>
<tr>
<th>Algorithm 2: MCSAT::analyzeConflict(M, C)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong> solver trail $M$, clause $C$ inconsistent with $M$</td>
</tr>
<tr>
<td>1 $k \leftarrow M.size$</td>
</tr>
<tr>
<td>2 while $C \neq \bot$ and $\neg$canBacktrackWith($M$, $C$) do</td>
</tr>
<tr>
<td>3 $k \leftarrow k - 1$</td>
</tr>
<tr>
<td>4 if $M[k] = L_D$ and $\neg L \in C$ then</td>
</tr>
<tr>
<td>5 $C \leftarrow$ resolveB($C$, $D$, $L$)</td>
</tr>
<tr>
<td>6 return $C$</td>
</tr>
</tbody>
</table>

Lemma III.2. Given a valid trail $M$ and a clause $C$ that is false in $M$, the analyzeConflict($M$, $C$) procedure always terminates with a clause $R$ that is a valid deduction and is either the empty clause or is suitable for backtracking.

C. Main Search Loop

The algorithm behind MCSat is based on the search-and-resolve loop common in modern SAT solvers (e.g. [19]). The main loop of the solver performs a “smart” search for a satisfying assignment and terminates either by finding the assignment that satisfies the original problem, or deduces that the problem is unsatisfiable. The main $\text{check}()$ method of the solver is presented in Algorithm 3.

<table>
<thead>
<tr>
<th>Algorithm 3: MCSAT::check()</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong> solver trail $M$, variables to assign in queue</td>
</tr>
<tr>
<td>1 while true do</td>
</tr>
<tr>
<td>2 propagate()</td>
</tr>
<tr>
<td>3 if detected conflict with clause $C$ then</td>
</tr>
<tr>
<td>4 $R \leftarrow$ analyzeConflict($M$, $C$)</td>
</tr>
<tr>
<td>5 if $R = \bot$ then return unsat</td>
</tr>
<tr>
<td>6 backtrackWith($M$, $R$)</td>
</tr>
<tr>
<td>7 else</td>
</tr>
<tr>
<td>8 if queue.empty() then return sat</td>
</tr>
<tr>
<td>9 $x \leftarrow$ queue.pop()</td>
</tr>
<tr>
<td>10 decideValue($x$)</td>
</tr>
</tbody>
</table>

The search process goes forward, making continuous progress, either through propagation, conflict analysis, or by making a decision. The $\text{propagate}()$ procedure invokes the propagation procedures provided by the enabled plugins. Each plugin is allowed to propagate new information to the top of the trail. If a plugin detects an inconsistency this is communicated to the solver by producing a conflicting clause. This is recorded by the solver and allows the solver to analyze the conflict using the $\text{analyzeConflict}()$ procedure. If conflict analysis learns the empty clause $\bot$, the problem is proved unsatisfiable, otherwise the learned clause is used to backtrack the search.

On the other hand, if the plugins have performed propagation to exhaustion, and no conflict was detected, the procedure makes progress by deciding a value for an unassigned variable. The solver picks an unassigned variable $x$ to be assigned, and
relegates the choice of the value to the plugin responsible for assigning $x$. A choice of value for the selected unassigned variable should exist, as otherwise a plugin should have detected the inconsistency. MCSat uses a uniform heuristic to select the next variable, regardless of their type. The heuristic is based on how often a variable is used in conflict resolution, and is popularly used in CDCL-style SAT solvers [3]. Note that, as explained in the preliminaries, every atom (e.g., $x < 2$) is treated as a generalized Boolean variable. If all the variables are assigned to a value, this is a satisfying assignment for the original problem.

IV. PLUGINS

The reasoning engines in MCSat are organized in modules that we call plugins. The plugins can register listeners for notification about important events in the system, such as new assertion formulae, creation of new clauses and generalized variables, and garbage-collection events. Plugins participate in the solving process by performing propagation and detecting conflicts, with dedicated plugins also taking part in selecting values for variables.

In order to ensure completeness in the system, if a plugin is dedicated to selecting values for a particular type $T$ (such as Boolean or real), it must be unit-constraint complete. We call a plugin unit-constraint complete for type $T$ if, after a call to propagate(), either the plugin has identified a conflicting clause $C$, or, for each unassigned variable $x$ of type $T$ there exists a valid decision $x \mapsto \alpha$ (or a Boolean decision if $T$ is Boolean). Note that unit-constraint completeness does not require that the plugin ensures consistency of all assertions, only that the assertions with a single unassigned variable are satisfiable – a much easier property to check.\(^2\)

Example IV.1. Consider the clauses

$$C_1 \equiv ((x + y \leq 0) \lor (0 \leq y) \lor z)$$

$$C_2 \equiv ((x + y \leq 0) \lor (0 \leq y) \lor \neg z),$$

where variables $x$ and $y$ are of real type, and the variable $z$ is a Boolean, with the corresponding trail

$$M = \{x \mapsto 0, \neg(x + 2 \leq 0), \neg(0 \leq y)\}.$$

In the trail $M$, the clauses $C_1$ and $C_2$ have all but one literal false, i.e., they are unit constraints that can propagate a literal. $M$ does not allow a value for variable $z$, since assigning $z$ to true invalidates clause $C_1$, and assigning $z$ to false invalidates $C_2$. This kind of unit constraint conflict can be detected with exhaustive Boolean constraint propagation. For example, using $C_1$, we can propagate $z$ obtaining

$$M' = \{x \mapsto 0, \neg(x + y \leq 0), \neg(0 \leq y), z \equiv 1\}.$$

In the trail $M'$ the clause $C_2$ is false and is a conflicting clause.

\(^2\)This is a variant of local consistency closely related to forward checking [20].

In addition to the Boolean conflict above, the original trail $M$ does not allow a selection of value for the real variable $y$. With respect to $y$ there are two unit constraints in $M$ – the constraint $\neg(x + y \leq 0)$, if the constraint $\neg(x + y \leq 0)$ (that evaluates to $0 < y$) and the constraint $\neg(y \geq 0) \equiv y < 0$ – and they are in conflict.

The conflicting unit constraints can be resolved using the resolveFM rule obtaining the clause

$$\neg(-x < y) \lor \neg(y < 0) \lor (-x < 0)$$

$$R \equiv \neg((x + y \geq 0) \lor (0 \leq y) \lor (0 < x)).$$

We can semantically propagate that the new literal $(0 < x)$ is false, obtaining a trail

$$M'' = \{x \mapsto 0, \neg(x + y \leq 0), \neg(0 \leq y), \neg(0 < x)\}.$$

In the trail $M''$ the clause $R$ is false and is a conflicting clause.

A. BCP And Watchlists

As hinted in Example IV.1, in order to ensure unit-completeness for the Boolean variables in a clausal setting, it is enough to perform Boolean constraint propagation (BCP) to exhaustion. We’ve implemented the customary efficient BCP loop in a dedicated BCP plugin, with the basic mechanics built upon the important concept of watchlists.

In the SAT literature, the two-literal watchlist was first introduced in [3] as an efficient mechanism to detect when a clause becomes unit. In the MCSat approach, the concept of watchlists is more generally applicable and we use it in other plugins too. The key insight is the following. If we are interested in detecting when, of a set $V$ of variables, exactly $k$ variables are left unassigned, it is enough to “watch” a set $W \subseteq V$ of $(k + 1)$ variables by maintaining the invariant that all variables in $W$ are unassigned. If a variable $x \in W$ becomes assigned, then we try to replace $x$ with another unassigned variable $y \in V \setminus W$. If we can’t find an unassigned variable $y$ to replace $x$, this means that in $V$ there are now exactly $k$ variables unassigned.

B. Linear Real Arithmetic

The plugin for reasoning about linear arithmetic (FM plugin) is responsible for reasoning about linear constraints and deciding values for variables of real type. In order to maintain unit completeness for variables of the real type, we should ensure that for each real variable $x$, the set of all linear constraints from the trail $M$, that are unit in variable $x$, is consistent.

We call a literal $L \in M$ a linear constraint unit in $x$, if the atom of $L$ is a linear constraint, and all variables of $L$ different from $x$ are assigned in $M$. Any linear constraint $L \in M$, unit in $x$, can be equivalently written as one of

$$x \not= p, \quad p \downarrow x, \quad x \downarrow p,$$

with $\downarrow \in \{<, \leq, =\}$. Since the constraint is unit, the polynomial $p$ can be evaluated in $M$ and takes some value $v \in \mathbb{Q}$.
Example IV.2. Consider the trail

\[ M = [[-(x + y < 0), \ x \rightarrow 0, -(x + z = 1), (0 < y + z)]]. \]

The trail \( M \) contains two unit linear constraints. The literal \( -(x + y < 0) \) is unit in variable \( y \), is equivalent to \( (x \leq y) \), and evaluates to \( 0 \leq y \). The literal \( -(x + z = 1) \) is unit in \( z \), is equivalent to \( z \neq 1 - x \), and evaluates to \( z \neq 1 \). The linear constraint \( (0 < y + z) \) is not unit in \( M \).

Using the watchlist mechanism, we can efficiently maintain an up-to-date set of linear constraints that are unit. The unit constraints in the trail impose constraints on the unit variables, and for each variable \( x \), the FM plugin tracks the following:

- the strongest lower bound of \( x \) implied by a unit linear constraint \( L \in M \);
- the strongest upper bound of \( x \) implied by a unit linear constraint \( L \in M \);
- a set of values \( v_D \) such that \( x \) is implied to be different from \( v_D \) by a unit linear constraint \( L \in M \).

Having the information above, for each variable \( x \), we can now effectively reason about its unit feasibility by inspecting if there is a value within its upper and lower bound that is not disallowed by a disequality constraint. If, for some variable \( x \), there is no such value, it must be due to a bound conflict or a disequality conflict.

Variable \( x \) is in a bound conflict if the trail contains two unit linear constraints \( L_L \equiv (p_L \wedge L \wedge x) \) and \( L_U \equiv (x \wedge U \wedge p_U) \), with \( p_L \) and \( p_U \) evaluating to \( v_L \) and \( v_U \), where either \( v_L > v_U \) or \( v_L = v_U \) but at least one of the bounds \( \wedge L \) or \( \wedge U \) is strict \((<)\). This conflict can be resolved using the resolveFM rule

\[ \neg(p_L \wedge L \wedge x) \lor \neg(x \wedge U \wedge p_U) \lor (p_L \wedge p_U) \]

where \( \wedge \) is the result of combining \( \wedge L \) and \( \wedge U \). This clause can be used as an explanation of the conflict since the first two literals evaluate to \( \text{false} \), and the last literal doesn’t contain \( x \) and can be semantically propagated as \( \text{false} \).

Variable \( x \) is in a disequality conflict if the trail contains a unit disequality constraint \((x \neq p_D)\), and two unit linear constraints \((p_L \leq x)\) and \((x \leq p_U)\), with \( p_D, p_L \) and \( p_U \) all evaluating to the same value \( v \). This conflict can be resolved using a derived rule we call resolveDiseq with the derivation presented in Figure 2. This rule produces a clause that can be used as an explanation of the conflict since the first three literals evaluate to \( \text{false} \) and the last two literals can be semantically propagated as \( \text{false} \). The resolveDiseq rule is applicable for disequality conflicts with unit equality constraints too, and although a more precise rule exists, we use this one for simplicity.

In addition to detecting conflicts, the FM plugin also eagerly performs semantic propagation. Using the same watch-list mechanism, the FM plugin tracks all linear constraints in the system, and can detect when a linear constraint becomes fully assigned. Such constraints are evaluated using the assignment in the trail and added to the trail as semantic propagations.

Computing bounds implied by unit constraints and performing semantic propagation of fully assigned linear constraints can be very expensive. The propagation loop of the FM plugin spends 90% or more of its time evaluating these constraints. In order to improve performance we use the value time-stamping feature of the main solver. The main solver maintains a global ever-increasing time-stamp for decision values. Each variable \( x \) is associated with its own time-stamp, and the time-stamp of \( x \) gets assigned to the global time-stamp every time \( x \) is assigned to a value different from the value that \( x \) was assigned to in the previous attempt. This allows us to detect when a set of variables (say variables of a linear constraints) are assigned to the same values as the previous time we considered the set, by keeping the maximal time-stamp of those variables. This in turn allows us to cache bound computations and semantic evaluations of linear constraints, in cases when the same values were chosen.

If no conflicts were detected, the FM plugin is dedicated to picking the values of the real variables. In order to improve performance of arithmetic operations, when deciding on a value for a variable, if possible, we always choose the values to be dyadic rationals.\(^3\) Additionally, if allowed by the bounds, when picking a value for a variable \( x \), we try to use the value that was used for \( x \) previously (value-caching). This is a strategy similar to phase-caching in SAT solvers \([21]\), and allows for better evaluation cache performance when using value time-stamping described above.

C. Uninterpreted Functions

Most decision procedures for uninterpreted functions are based on fast union-find algorithms complemented with congruence-closure reasoning \([22], [23]\). Instead, we adopt a very simple approach to reasoning about uninterpreted functions that detects direct conflicts in term assignments.

We say that a function term \( f(x_1, \ldots, x_n) \) has an evaluation representative \( f(\alpha_1, \ldots, \alpha_n) \) in a trail \( M \), if each \( x_i \) is either the constant \( \alpha_i \), or is assigned by \( M \) to value \( \alpha_i \). For each uninterpreted function term that appears in the input formula (generalized variables), we maintain a single-variable watchlist of its non-constant arguments. This allows us to detect when all of the arguments of the function application have been assigned, and the term therefore has an evaluation representative. The UF plugin can then detect a conflict if two terms with the same evaluation representative are ever assigned to different values, and then explain the conflict using the resolveCC rule.

Example IV.3. Consider the unit constraint \( f(x) < f(y) \) and assume that the trail is in the state

\[ M = [[(f(x) < f(y))_1], f(x) \rightarrow 0, f(y) \rightarrow 1, x \rightarrow 0]]. \]

In this state, the UF plugin knows that the arguments of \( f(x) \) are fully assigned, with the evaluation representative \( f(0) \), and is assigned to 0.

\(^3\)Dyadic rationals \( \mathbb{D} = \{ p / 2^k | p \in \mathbb{Z}, k \in \mathbb{N} \} \) are a convenient dense sub-ring of \( \mathbb{Q} \), allowing more efficient ring operations \((+, \times)\) due to less gcd computation.
We continue from this state to assign the next unassigned variable $y$, and the responsible plugin (FM) can assign it to any value, including 

$$\lbrack M, y \rightarrow 0 \rbrack .$$

The UF Plugin now has enough information to detect a conflicting state: the term $f(y)$ has all arguments assigned, with the representative $f(0)$ that is already assigned to the value $0 \neq 1$. We can explain the conflict using the resolveCC rule to obtain the explanation clause

$$R \equiv \neg(x = y) \lor (f(x) = f(y))$$

We can propagate the new literals semantically, adding $(x = y)_4$ and $\neg(f(x) = f(y))_2$ to the trail and marking a conflict with the clause $R$. The single top literal of $R$ being false makes this clause an UIP clause and the solver can then backtrack to resolve the conflict, obtaining

$$\lbrack M, \neg(f(x) = f(y))_2, \neg(x = y)_1 \rbrack .$$

With the new trail, the FM plugin can now make a more informed decision on the value of $y$, which will satisfy the constraints.

D. Finite Basis

In order to guarantee termination through Lemma III.1, we need to guarantee that starting from the initial problem, the literals that the procedure operates on can be bound to a finite set. New literals are only created by the plugins, particularly the FM and UF plugins, as part of clauses that explain conflicting situations. The UF plugin only creates new literals using the resolveCC rule, introducing new equalities over function terms and their arguments. Given that the number of function terms in the input problem is finite, and no new function terms are ever introduced, the number of new literals that the UF plugin can introduce is finite. As already shown in [10]–[12], fixing the decision order on variables of real type ensures that the number of new literals introduced by the FM plugin is also finite. The argument follows from the fact that the FM rule always introduces linear constraints from existing ones, with the top variable eliminated. In practice, however, we do not enforce a fixed variable order, as the flexibility in deciding variables is crucial for performance.

V. EXPERIMENTAL RESULTS

We implemented the MCSat framework as an independent engine in the CVC4 [24] solver (reusing the basic infrastructure and the parser) with the code freely available, and we refer to this implementation as mcsat.\(^4\)

In order to evaluate the new approach, we compared our implementation with several SMT solvers that support linear arithmetic and uninterpreted functions, namely cvc4 1.2 [24], z3 4.3.1 [25], mathsat 5.1.12 [26], and yices 1.0.38 [27]. All of these solvers are DPLL(T) based and implement a variant of the simplex algorithm described in [28]. All experiments were performed on AMD Opteron 250 2.4GHz machines with a timelimit of 30 minutes and memory limited to 2GB.

We first compared the solvers on a set of pure arithmetic benchmarks from the QF_LRA category of the SMTLIB library.\(^5\) The results are presented in Table I and show that the new mcsat implementation is competitive with the other solvers, and even excels on some problems that are hard for the DPLL(T)-based simplex solvers (such as the clocksynchro examples).

We then evaluated the solvers on the benchmarks that combine linear arithmetic and uninterpreted functions. For this we combined the benchmarks from the QF_UFLRA and the QF_UFLIA categories of the STMLIB library, while changing all the integer problems into their real-relaxation counterparts.\(^6\) The results are presented in Table II. The results on this set show a very robust performance of mcsat, with our implementation solving all problems, in the least amount of total time. Again, there is a category of problems (wisas) hard for the DPLL(T)-based solvers where mcsat excels.

VI. CONCLUSION

We presented the design and implementation of the model-based satisfiability calculus. The new solver can effectively reason in linear real arithmetic and uninterpreted functions, and is competitive with existing solvers. We proposed a simple combination mechanism for uninterpreted functions, based on model filtering, that has proven to be competitive with more sophisticated theory-combination frameworks.

We see many exciting directions for future work. In addition to integrating and developing further the existing model-based decision procedures for integer and non-linear real arithmetic, we plan to develop a decision procedure for the theory of arrays based on [29]. We also plan to work on implementing theory propagation algorithms that have proved effective in the DPLL(T) framework, and to work on integration of existing decision procedures (such as simplex) into the MCSat framework.

\(^4\)Source code of the revision used in experiments is available at https://github.com/dddejan/CVC4/tree/mcsat-fmcad2013 in the src/mcsat directory. Use with cvc4 --enable-mcsat.

\(^5\)Available at http://www.smt-lib.org/.

\(^6\)sed -e s/Int/Real/g -e s/QF_UFLIA/QF_UFLRA/g
TABLE I

<table>
<thead>
<tr>
<th></th>
<th>mcsat</th>
<th>cvc4</th>
<th>z3</th>
<th>mathsat5</th>
<th>yices</th>
</tr>
</thead>
<tbody>
<tr>
<td>set</td>
<td>solved</td>
<td>time (s)</td>
<td>solved</td>
<td>time (s)</td>
<td>solved</td>
</tr>
<tr>
<td>clocksynchro</td>
<td>36</td>
<td>123.11</td>
<td>36</td>
<td>1166.55</td>
<td>36</td>
</tr>
<tr>
<td>DTPScheduling</td>
<td>91</td>
<td>31.33</td>
<td>91</td>
<td>72.92</td>
<td>91</td>
</tr>
<tr>
<td>miplib</td>
<td>8</td>
<td>97.16</td>
<td>27</td>
<td>3359.40</td>
<td>23</td>
</tr>
<tr>
<td>sa (107)</td>
<td>107</td>
<td>12.68</td>
<td>107</td>
<td>13.46</td>
<td>107</td>
</tr>
<tr>
<td>sc (144)</td>
<td>144</td>
<td>1655.06</td>
<td>144</td>
<td>1389.72</td>
<td>144</td>
</tr>
<tr>
<td>spiderbenchmarks (42)</td>
<td>42</td>
<td>2.38</td>
<td>42</td>
<td>2.47</td>
<td>42</td>
</tr>
<tr>
<td>TM (25)</td>
<td>25</td>
<td>1125.21</td>
<td>25</td>
<td>82.12</td>
<td>25</td>
</tr>
<tr>
<td>ttastartup (72)</td>
<td>70</td>
<td>4443.72</td>
<td>72</td>
<td>1305.93</td>
<td>72</td>
</tr>
<tr>
<td>uart (73)</td>
<td>73</td>
<td>5244.70</td>
<td>73</td>
<td>1439.89</td>
<td>73</td>
</tr>
</tbody>
</table>

596 12735.35 | 617 8832.46 | 613 9279.14 | 607 15282.82 | 613 4844.52 |

TABLE II

<table>
<thead>
<tr>
<th></th>
<th>mcsat</th>
<th>cvc4</th>
<th>z3</th>
<th>mathsat5</th>
<th>yices</th>
</tr>
</thead>
<tbody>
<tr>
<td>set</td>
<td>solved</td>
<td>time (s)</td>
<td>solved</td>
<td>time (s)</td>
<td>solved</td>
</tr>
<tr>
<td>EuLaArithmetic (33)</td>
<td>33</td>
<td>39.57</td>
<td>33</td>
<td>49.11</td>
<td>33</td>
</tr>
<tr>
<td>Hash (198)</td>
<td>198</td>
<td>34.81</td>
<td>198</td>
<td>10.60</td>
<td>198</td>
</tr>
<tr>
<td>RandomCoupled (400)</td>
<td>400</td>
<td>68.04</td>
<td>400</td>
<td>35.90</td>
<td>400</td>
</tr>
<tr>
<td>RandomDecoupled (500)</td>
<td>500</td>
<td>34.95</td>
<td>500</td>
<td>40.63</td>
<td>500</td>
</tr>
<tr>
<td>Wisa (223)</td>
<td>223</td>
<td>9.18</td>
<td>223</td>
<td>87.35</td>
<td>223</td>
</tr>
<tr>
<td>wisan (108)</td>
<td>108</td>
<td>40.17</td>
<td>108</td>
<td>5221.37</td>
<td>108</td>
</tr>
</tbody>
</table>

1462 2262.72 | 1462 5444.96 | 1462 5262.29 | 1460 3194.16 | 1464 4451.60 |
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Abstract—Conflict-driven clause learning (CDCL) satisfiability solvers can emit more than a satisfiability result; they can also emit clausal proofs, resolution proofs, unsatisfiable cores, and Craig interpolants. Such additional results may require substantial modifications to a solver, especially if preprocessing and inprocessing techniques are used; however, CDCL solvers can easily emit clausal proofs with very low overhead. We present a new approach with an associated tool that efficiently validates clausal proofs and can distill additional results from clausal proofs. Our tool architecture makes it easy to obtain such results from any CDCL solver. Experimental evaluation shows that our tool can validate clausal proofs faster than existing tools. Additionally, the quality of the additional results, such as unsatisfiable cores, is higher when compared to modified SAT solvers.

I. INTRODUCTION

Conflict-driven clause learning (CDCL) satisfiability solvers compute the satisfiability of a given Boolean formula. When a solver claims a formula is unsatisfiable, most solvers can also emit a proof of unsatisfiability as a sequence of learned clauses, and some solvers can produce an unsatisfiable core of the clauses used to refute a formula. Such proofs can then be checked to validate the unsatisfiability claim of a CDCL solver, while the core can be used as a starting point for extracting minimal unsatisfiable subsets (MUS) and interpolants.

Proofs of unsatisfiability can be expressed in clausal- or resolution-style formats [1], [2], [3], [4], and such proofs provide assurance that a solver is correct [5]. Any CDCL solver can emit clausal proofs with low overhead, and clausal proofs are much smaller than resolution-style proofs. However, clausal proofs are relatively expensive to validate, and clausal checkers can be complicated, making them harder to trust or mechanically verify. Although resolution proofs are easy to validate with a simple proof checker, they are hard to obtain and can be huge in size. This paper provides additional evidence that clausal proofs are more useful in practice.

SAT solvers that emit additional results [6], such as unsatisfiable cores, store an antecedent graph: a directed acyclic graph that represents a dependency between learned and input clauses. Storing an antecedent graph requires significant modifications to a SAT solver’s implementation. The size of the antecedent graph can be two orders of magnitude larger than the size of the clause database. This requires a lot of memory, even with optimizations [7], and can slow down a solver significantly. Also, it may be hard to compute the antecedents of learned clauses for some reasoning techniques, such as equivalence reasoning and hidden literal elimination [8]. Few solvers support the storing of antecedent graphs, and no top-tier SAT solver has the ability to store them.

This paper uses clausal proof checking to produce additional results from SAT solvers. More specifically, we reconstruct an antecedent graph from a clausal proof rather than producing it while solving. Goldberg and Novikov [1] proposed an algorithm, known as backward checking, to achieve this. As far as we know, there is no available implementation of this method. We noticed that this method can be very expensive when used on casual proofs from state-of-the-art CDCL solvers. In this paper, we present two optimizations for this algorithm [1] to reduce its computational costs substantially: we add clause deletion information to clausal proofs and we develop an alternative procedure to perform unit propagation.

We have implemented a proof-checking tool, called DRUP-trim, that mitigates one of the main drawbacks of clausal proof checking, namely speed. CDCL SAT solvers can easily emit clausal proofs, and these proofs can now be used to produce additional results from any SAT solver. Our DRUP-trim tool also enables validation of lookahead SAT solvers [9]. These solvers use several types of local learning that make it hard to emit resolution proofs; however, clausal proofs are easy to emit. Our work is most closely related to that of Van Gelder [3] whose RUP2RES tool converts clausal proofs into resolution proofs. In contrast to RUP2RES, our DRUP-trim tool can emit additional results such as unsatisfiable cores and reduced proofs. DRUP-trim does not store arcs in the antecedent graph and therefore does not suffer from high memory consumption. A slightly modified version of DRUP-trim was used to validate the unsatisfiability results of SAT Competition 2013.

Our contributions are in three areas: verification of unsatisfiability proofs, minimal unsatisfiable core extraction, and computation of Craig interpolants. Our DRUP-trim tool facilitates fast validation of unsatisfiability results of CDCL solvers and, in the process, generates additional results that can be used as a starting point for tools that produce MUSes or Craig interpolants. Most preprocessing techniques used in state-of-the-art CDCL solvers [10] can be easily converted into clausal proofs which can be used to obtain additional results for problems that are too hard to solve without them.

Our paper begins with an introduction to satisfiability, resolution, Boolean constraint propagation, and clausal proofs in Section [1]. In Section [II] we review antecedent graphs and their applications and optimizations. Next, we present a series of improvements to clausal proof checking: backward reverse unit propagation (Section [V]), the addition of clause deletion information (Section [V]), and a preference for clauses that are already marked as part of the core (Section [VI]). In Section [VII] we evaluate our method and we conclude in Section [VIII].

II. Preliminaries

We briefly review necessary background concepts: conjunctive normal form (CNF), resolution, Boolean constraint propagation, and clausal proofs.

A. Conjunctive Normal Form

For a Boolean variable $x$, there are two literals, the positive literal, denoted by $x$, and the negative literal, denoted by $\bar{x}$. A clause is a finite disjunction of literals, and a CNF formula is a finite conjunction of clauses. The set of literals occurring in a CNF formula $F$ is denoted by $\text{LIT}(F)$. A truth assignment for a CNF formula $F$ is a partial function $\tau$ that maps literals $l \in \text{LIT}(F)$ to $\{t, f\}$. If $\tau(l) = t$, then $\tau(l) = \neg v$, where $\neg t = f$ and $\neg f = t$. An assignment can also be thought of as a conjunction of literals. Furthermore, given an assignment $\tau$:

- A clause $C$ is satisfied by $\tau$ if $\tau(l) = t$ for some $l \in C$.
- A clause $C$ is falsified by $\tau$ if $\tau(l) = f$ for all $l \in C$.
- A formula $F$ is satisfied by $\tau$ if $\tau(C) = t$ for all $C \in F$.
- A formula $F$ is falsified by $\tau$ if $\tau(C) = f$ for some $C \in F$.

A CNF formula with no satisfying assignments is called unsatisfiable. A clause $C$ is logically implied by formula $F$ if adding $C$ to $F$ does not change the set of satisfying assignments of $F$.

B. Resolution

The resolution rule states that, given two clauses $C_1 = (x \lor a_1 \lor \ldots \lor a_n)$ and $C_2 = (\bar{x} \lor b_1 \lor \ldots \lor b_m)$, the clause $C = (a_1 \lor \ldots \lor a_n \lor b_1 \lor \ldots \lor b_m)$, can be inferred by resolving on variable $x$. We say $C$ is the resolvent of $C_1$ and $C_2$, while $C_1$ and $C_2$ are the antecedents of $C$. We write $C = C_1 \Join C_2$. The resolvent $C$ is logically implied by any formula containing $C_1$ and $C_2$.

C. Boolean Constraint Propagation

A clause $C$ is unit under an assignment $\tau$ if (1) there exists exactly one literal $l \in C$ such that $l \notin \tau$ and $\bar{l} \notin \tau$, and (2) for all $l' \in C$ such that $l' \neq l$, $l' \notin \tau$. We say $l$ is the unit literal for unit clause $C$. Given a formula $F$ and an assignment $\tau$, Boolean constraint propagation $\text{BCP}(F, \tau)$, also known as unit propagation, repeatedly extends $\tau$ with unit literals (for a unit clause $C \in F$ under $\tau$) until a fixed point is achieved. If at some point during BCP $\tau$ falsifies a clause, we say that BCP derives a conflict.

Example 1. Given the formula $F = (a \lor b \lor c) \land (a \lor \bar{b})$ and the assignment $\tau = (\bar{a})$, BCP extends $\tau$ with unit literal $\bar{b}$ and then with unit literal $c$. As a result, $\text{BCP}(F, \tau) = (\bar{a} \land \bar{b} \land c)$.

D. Clausal Proofs

Goldberg and Novikov\cite{Goldberg2003} introduced clausal proofs as an alternative to resolution-style proofs\cite{Ben-David2001} of unsatisfiability. They observed that each clause learned by CDCL conflict analysis can be validated using BCP. Learned clauses are disjunctions of literals, and the complement of a clause, written $\bar{C}$, can be interpreted as an assignment. If $\text{BCP}(F, \bar{C})$ derives a conflict, then $C$ is logically implied by $F$. This process is also known as reverse unit propagation (RUP)\cite{Ben-David2001}. Learned clauses in CDCL solvers can be checked using RUP by performing the unit propagation steps in the reverse order of the search procedure; hence the name. A clausal proof, then, consists of a sequence of learned clauses that have the RUP property; i.e., they can be validated using RUP. A (clausal) refutation is a proof that contains the (unsatisfiable) empty clause.

In order to distinguish learned clauses from input clauses, we appeal to the notion that lemmas are used to construct a proof of a theorem. Here, learned clauses are lemmas which support a theorem stating that a formula is unsatisfiable. From now on, we will use the term clauses to refer to input clauses, while lemmas will refer to learned clauses.

The elegance of clausal proofs is that they can be expressed in conjunctive normal form; however, the order of lemmas in the proof is important. Clausal proofs are significantly smaller when compared to resolution proofs, and only minor modifications of a SAT solver are required to output clausal proofs. However, clausal proof checking can be quite expensive. And, checking algorithms for clausal proofs are also typically more complex than those for resolution proofs, making it harder to trust or prove correctness of the algorithm.

III. Antecedent Graphs

An antecedent graph is a directed acyclic graph that represents the refutation of a formula. The root nodes of an antecedent graph represent the clauses in the original formula, and internal nodes represent lemmas. A directed arc from node $C_1$ to node $C_2$ signifies the use of $C_1$ in the construction of $C_2$. In other words, $C_1$ is an antecedent for $C_2$. One of the leaf nodes in the antecedent graph is the empty clause.

Example 2. Consider the CNF formula:

$$(b \lor c) \land (a \lor c) \land (\bar{a} \lor b) \land (\bar{a} \lor \bar{b}) \land (a \lor \bar{b}) \land (b \lor \bar{c})$$

Fig. 1 shows an antecedent graph of this formula in which clauses are shortened: $bc$ for $(b \lor c)$. The antecedent graph consists of four lemmas including the empty clause. For each lemma, the set of incoming arcs represents the antecedents. So the antecedents of lemma $(c)$ are clauses $(b \lor c)$, $(a \lor c)$, and $(\bar{a} \lor b)$.

Fig. 1. Antecedent graph for an example formula. Apart from the lemma $(\bar{a})$, all clauses and lemmas are in the cone of $\emptyset$. 
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The cone of a lemma $L$ is the set of all clauses and lemmas from which $L$ is reachable. We refer to core clauses as the clauses that are in the cone of the empty clause. Similarly, core lemmas refer to the lemmas in the cone of the empty clause and core arcs are all incoming arcs of core lemmas. If a solver stores the antecedent graph, it is easy to compute the core clauses, lemmas, or arcs by simply checking for reachability to the empty clause.

The number of core arcs is typically 300 to 400 times larger than the number of core lemmas. To illustrate this difference, we computed the number of core arcs and core lemmas using Picosat [6] while solving the application benchmarks of the SAT 2009 suite, the results of which are shown as a scatter plot in Fig. 2. See Section VII for the details of the machine used in this experiment. Compared to the number of literals in core lemmas, the number of core arcs is about 10 times larger. That means that the memory consumption of a solver that stores the antecedent graph is at least 10 times larger as compared to a solver that does not store the full graph. In practice, this number can be significantly larger because the solver needs to keep some deleted lemmas — even with optimizations [7]. We observed that emitting additional results by Picosat (which requires an antecedent graph) increased the memory requirement by a factor 100 for several benchmarks. Consequently, storing the antecedent graph while solving can reduce the performance of solvers significantly and result in memory exhaustion.

Applications

Verification of unsatisfiability proofs: The tool that we present in this paper is a fast proof checker for clausal unsatisfiability proofs. Our tool allows developers and users to verify solver output. Additionally, our tool can emit a reduced proof with optimal clause deletion information. A reduced clausal proof might then be validated by a mechanically-verified proof checker.

Minimal unsatisfiable core extraction: Computing a minimal unsatisfiable subset (MUS) consists of two phases. In the first phase, called trimming, the input formula is solved and an antecedent graph is constructed. All original and learned clauses that are not in the cone of the empty clause are removed. This phase can substantially reduce the number of original and learned clauses, and this phase can be repeated. The second phase [11] repeats the following until a fixed point is reached. Select an original clause that is not marked as a clause in the minimal unsatisfiable core. Next, a new Boolean formula is constructed that consists of the remaining original clauses (without the selected clause) and all learned clauses that do not have the selected clause in their dependency cone. If this Boolean formula is satisfiable, the selected clause is marked as part of the minimal unsatisfiable core; otherwise, the selected clause and all learned clauses that have this clause in their dependency cone are removed.

Computing Craig interpolants: Another application from the field of model checking relies on the availability of an antecedent graph to compute Craig interpolants [12]. Given two satisfiable Boolean formulas $A$ and $B$ such that $A \land B$ is unsatisfiable, the interpolant $I$ of $A$ and $B$ is a Boolean formula that is logically implied by $A$, unsatisfiable when conjoined with $B$, and contains only variables that are in $A$ and $B$. Algorithms that compute Craig interpolants, which include recent improvements by Vizel [13], use the antecedent graph of the formula $A \land B$.

Optimizations

Reconstruction may result in a different antecedent graph than the one achieved during search. For example, assume that the antecedent graph in Fig 1 was produced by a SAT solver. During reconstruction, we might be able to produce a smaller antecedent graph that has fewer core clauses, core lemmas, and core arcs. An example of such an optimized antecedent graph is shown in Fig. 3.
Aside from reconstruction of the antecedent graph, we also propose strategies to minimize the number of core clauses, core lemmas, or core arcs. We noticed that there is a trade-off between optimizing these different aspects (see Section VII-B).

Minimizing Core Clauses: The smaller the number of core clauses, the closer one gets to a MUS. Hence, trying to minimize the set of core clauses during reconstruction could reduce the cost to extract a MUS.

Minimizing Core Lemmas: By reducing the number of lemmas in a clausal proof, checking costs are reduced, potentially enabling the use a mechanically-verified proof checker. Furthermore, a smaller number of lemmas can also lower the cost of MUS extraction by reducing the number of internal nodes in the antecedent graph.

Minimizing Core Arcs: The number of core arcs is related to the size of a resolution refutation of the core clauses. By minimizing the core arcs during the reconstruction, a smaller resolution refutation is obtained which can improve the speed of validating a resolution proof.

IV. Backward Reverse Unit Propagation

This section describes a method \([\Pi]\) to validate clausal proofs. The backward checking variant (see Section IV-B) can also be used to reconstruct an antecedent graph for a given proof. As far as we know, there is no implementation of this method available. We noticed that this method can be very expensive when used on clausal proofs from state-of-the-art CDCL solvers. Sections V-A and VI discuss two optimizations that make this method much more efficient.

A. Forward Checking

Forward checking validates each lemma of a proof, in the order that they were learned, by checking if they have the RUP property. Forward checking is simple to implement \([\Pi], [3], [14]\), relatively easy to parallelize, and can start as soon as a lemma is learned. However, this approach may check lemmas that are not required to validate a proof.

B. Backward Checking

Backward checking validates lemmas in the reverse order that they were learned. The advantage of checking a proof backward is that while validating a lemma, one can mark all the clauses that are used to determine that the lemma has the RUP property. When an unmarked lemma is encountered during a backward loop, the lemma is skipped. This can significantly reduce the checking costs by skipping lemmas during proof checking. Another advantage of backward checking is that it produces an unsatisfiable core from the original input clauses. This procedure can be used to trim formulas when computing minimal unsatisfiable cores.

Backward checking is more complex, however, because the checker needs to compute which clauses and lemmas were used for each lemma in a proof. Because of this complexity, it is harder to trust or verify a backward checking algorithm. Furthermore, the computation of the core clauses makes the procedure more costly. If only a few lemmas can be skipped, backward checking can be more costly than forward checking. Checking can only start when the solver has terminated, preventing an implementation that solves and checks in parallel. Finally, efficient backward checking is difficult to parallelize because lemma dependency is unknown.

Fig. 4 shows the pseudo-code of the backward checking algorithm. Its input is the original formula \(F\) and a stack of learned lemmas \(S\). The top of the stack is the last learned clause. For a refutation, this is typically the empty clause \(\emptyset\). Initially, all clauses and lemmas are unmarked (line 1). A stack without the empty clause is not a refutation (line 2). The empty clause is marked (line 3). We pop lemmas from the stack until we find a marked lemma (lines 4-6), the first of which will be the empty clause. For marked lemmas, we validate that this lemma has the RUP property with respect to the original formula and all remaining lemmas in the stack (line 7). If the check succeeds, then the clauses and lemmas that were used during BCP are marked. The algorithm succeeds if it was able to validate all lemmas in \(S\) (line 9).

```
backwardRUP (CNF formula \(F\), stack \(S\) of lemmas)
1: forall \(C \in F \cup \emptyset\) do core \([C] = 0\)
2: if \(\emptyset \not\in S\) return "invalid refutation"
3: core \([\emptyset] = 1\)
4: while \(S\) is not empty do
5: \(L := S.pop()\)
6: if core \([L] = \"failed\) then
7: if BCP \((F \cup S, L) = \"failed\) then
8: return "failed"
9: return "refutation validated"
```

Fig. 4. Pseudo-code of the backward reverse unit propagation procedure.

Each lemma is validated by checking that a lemma \(L\) has the property RUP; this is performed by the BCP procedure (Fig. 5). BCP has two inputs: the set of clauses \(FS\) consisting of the original formula \(F\) and the remaining lemmas in the stack \(S\), and the assignment \(\tau\) that falsifies a lemma \(L\) (denoted by \(\bar{L}\)). During the procedure, a set of clauses \(U\) is maintained of all clauses that have become unit (line 1). The procedure terminates when the current assignment \(\tau\) falsifies a clause in \(FS\), by calling the MarkCore procedure (lines 3-4). Otherwise, it extends \(\tau\) and updates \(U\) for each discovered unit clause (lines 5-7). If there are no more unit clauses and no clause has been falsified, the algorithm returns "failed" (line 8).

The MarkCore procedure works as follows. The falsified clause \(R\) is marked (line 1). Then, any unit clauses that were found during BCP (in stack \(U\)) are examined in reverse order. If resolution is possible between the clause \(C\) on the top of the stack and resolvent \(R\) (which was the originally falsified clause), then \(C\) is marked and the resolvent \(R\) is updated by applying the resolution step \(R ::= R \lor C\). When the stack is empty, the resulting \(R\) is falsified by the input assignment \(\tau\) of the BCP procedure that called MarkCore.
**BCP** (set of clauses \(FS\), assignment \(\tau\))

1. \(U := \emptyset\)
2. **forever do**
   3. if \(\exists C \in FS\) s.t. \(\tau(C) = f\) then
      4. return \(\text{MarkCore}(U, C)\)
   5. if \(\exists C \in FS\) s.t. \(\text{unit}(C, \tau)\) then
      6. \(U.\text{push}(C)\)
      7. \(\tau := \tau \cup \text{unit}(C, \tau)\)
   8. **else return** “failed”

Fig. 5. Pseudo-code of the unit propagation (BCP) procedure.

**MarkCore** (unit stack \(U\), clause \(R\))

1. \(\text{core } [R] := 1\)
2. **while** \(U\) is not empty **do**
   3. if \(C\) and \(R\) have exactly one clashing literal then
      4. \(\text{core } [C] := 1\)
      5. \(R := R \cup C\)
      6. return “succeeded”

Fig. 6. The MarkCore procedure marks all clauses and lemmas that were involved in validating a lemma.

The MarkCore procedure is similar to the analyzeFinal [13] procedure that is used in CDCL solvers that support assumptions (decisions at level 0) also known as the last unique implication point.

Notice that the core arcs are not stored in this approach. This reduces the memory consumption significantly as compared to storing the antecedent graph during search. We can calculate how many core arcs would have been in the graph by summing up how often lines 1 and 5 of MarkCore are executed. Also, one can obtain the full antecedent graph by inserting edges from \(R\) (line 1) or \(C\) (line 5) to the current lemma \(L\) (in the backwardRUP procedure).

V. ADDING INFORMATION TO CLAUSAL PROOFS

The main disadvantage of clausal proof checking and trimming is the computational cost. Two methods have been proposed that add extra information in proofs to reduce the costs. The first method adds deletion information [14] (Section V-A), and the second method adds antecedents [6] (Section V-B).

A. Adding Deletion Information

The RUP checking algorithm presented in the prior section is costly for large proofs. The costs of verifying large proofs can be one-to-two orders of magnitude larger than the solving time. SAT solvers aggressively delete learned clauses during search whereas a RUP checking algorithm can only add lemmas.

In order to combat this disadvantage, we proposed to extend proof logging with clause deletion information [14]. In our proposed proof format, called DRUP (for delete reverse unit propagation), one can add lemmas to the formula (exactly in the same way as in the RUP format) and delete lemmas from the formula. Deleted lemmas have a \(\bar{d}\) prefix.

Fig. 7 shows an example CNF formula and a refutation for that formula in the DRUP format. The tool presented in this paper is the first proof checker that supports the DRUP format.

**backwardDRUP** (CNF formula \(F\), stack \(S\) of lemmas)

1. **forall** \(C \in F \cup S_A\) **do** \(\text{core } [C] := 0\)
2. if \(\emptyset \notin S_A\) return “invalid refutation”
3. \(\text{core } [\emptyset] := 1\)
4. **while** \(S\) is not empty **do**
5. \(\langle L, \text{flag} \rangle := S.\text{pop}()\)
6. **if** \(\text{flag} \neq \text{“d” and } \text{core } [L] = 0\) then
7. **if** BCP \((F \cup S_A \setminus S_D, \bar{L}) = \text{“failed” then return “failed”}
8. **return** “refutation validated”

Fig. 8. Pseudo-code of the backward DRUP procedure.

We modify backwardRUP to account for deletion information (Fig. 8). Given a stack of labelled lemmas \(S\), the set \(S_A\) denotes the lemmas in \(S\) with no label, while the set \(S_D\) denotes the lemmas in \(S\) with label \(\bar{d}\). The top level procedure needs to be modified in three places. First, the \(\emptyset\) should be in \(S_A\) (line 2). Second, we ignore other tests if the flag of a lemma is \(\bar{d}\) (line 6). Third, all clauses in \(F \cup S_A\) which are also in \(S_D\) are ignored during BCP (line 7).

B. Extending RUP with Antecedents

Another approach annotates RUP proofs with antecedent information [6]; we refer to these proofs as extended RUP proofs. Picosat [6] can emit extended RUP proofs. The reason why clausal proofs are expensive to validate is that the number of clauses that become unit during BCP (i.e., the set \(U\)) contains many clauses that were not required to show that the RUP property holds. In extended RUP proofs, each lemma in the proof is extended with a set of clauses that is sufficient to validate that lemma. Typically, this set contains the antecedents of the lemma. By restricting BCP to the set of clauses provided
with each lemma (instead of all clauses of \( F \cup S \)), one can significantly decrease the time to validate a proof.

In order to emit an extended RUP proof, a SAT solver needs to store and maintain the antecedents of all lemmas; this requires a lot of memory and can significantly reduce the solving time. Furthermore, the number of antecedents can be an order of magnitude larger than the number of literals in a lemma. Hence, extended RUP proofs can be an order of magnitude larger than RUP proofs. In contrast, DRUP proofs are usually only twice as large as RUP proofs. Finally, extended RUP proofs must contain a list of the clauses in the input formula (since they will act as antecedents). This means that a checker also needs to validate that clauses that are claimed to be in the input formula are indeed present.

VI. PREFERING CORE CLAUSES DURING BCP

We observed that, for many benchmarks, only a fraction of the original clauses and lemmas will be in the unsatisfiable core. To improve the speed of the checking algorithm, we considered an alternative implementation for BCP that prefers marked clauses and lemmas to unmarked clauses and lemmas. The pseudo-code of this algorithm is shown in Fig. 9.

```
CoreFirstBCP (set of clauses FS, assignment \( \tau \))
1  \( U := \emptyset \)
2  forever do
3    if \( \exists C \in FS \) s.t. \( \tau(C) = f \) and (core \( [C] \)) then
4      return MarkCore \( (U, C) \)
5    if \( \exists C \in FS \) s.t. unit\( (C, \tau) \) and (core \( [C] \)) then
6      \( U.push(C) \)
7      \( \tau := \tau \cup unit(C, \tau) \)
8    else if \( \exists C \in FS \) s.t. \( \tau(C) = f \) then
9      return MarkCore \( (U, C) \)
10     \( U.push(C) \)
11    \( \tau := \tau \cup unit(C, \tau) \)
12  else return "failed"
```

Fig. 9. BCP preferring clauses and lemmas which are in the core.

Ryvchin [16] proposed postponing unit propagation on interesting constraints, a subset of the clauses in the original formula. We observed that the number of core clauses and core lemmas becomes smaller when one postpones unit propagation on all clauses and lemmas that are not yet in the core.

VII. EXPERIMENTAL EVALUATION

To demonstrate the usefulness of the DRUP-trim tool\(^1\), we experimented with it on the application benchmarks from the SAT 2009 competition. We ran our tests on a system with a 4-core Intel Core i7 2.6GHz processor, 16GB of RAM, and 1TB of disk space running MacOS X 10.8.3. Throughout this section, we use two SAT solvers: Glucose 2.2 [17] and Picosat-953 [6]. Glucose is one of the fastest SAT solvers available and won the SAT 2012 Challenge. Our approach allows for Glucose preprocessing techniques [10] in the proof format, and therefore avoids the reconstruction problems presented by Belov [18]. Picosat is the fastest solver that can emit additional results such as resolution proofs, RUP proofs, and unsatisfiable cores.

This section describes two experiments using Picosat, Glucose, and our DRUP-trim tool. In the first experiment, we evaluate the time to emit proofs and the time to extract additional results. In the second, we evaluate the effectiveness of trimming as it relates to unsatisfiable cores, reduced clausal proofs, and reduced resolution proofs.

A. Comparing solving / checking / trimming times

For our first experiment, we determined how many unsatisfiable benchmarks of the SAT 2009 application suite could be solved by Glucose and Picosat. We ran Picosat with the option to emit extended RUP proofs. We modified Glucose to emit DRUP proofs (the input format for our DRUP-trim tool). This modification is about 40 lines of code, most of which are added to support preprocessing techniques [14].

Within a timeout of 900 seconds, Glucose with DRUP logging solved 123 instances, while Picosat with extended RUP proof logging solved only 81 instances. The benchmarks solved by Picosat were a subset of the benchmarks solved by Glucose. With an even larger timeout of 9000 seconds, Picosat was only able to solve 101 out of the 123 unsatisfiable benchmarks that Glucose can solve in 900 seconds. On most of the unsolved benchmarks, Picosat exhausted memory (limit 15 Gb). We noticed that turning on the proof logging in Picosat increased the memory consumption on some benchmarks by two orders of magnitude. In contrast, proof logging in our modified version of Glucose does not require additional memory because the proof is stored directly on disk. This experiment shows the disadvantage of producing additional results within a SAT solver: one is not able to produce a proof or core due to lack of memory on several benchmarks. We observed similar problems when using the state-of-the-art MUS extraction tool Muser [19] on the same instances.

Fig. 10 shows the runtime of Glucose and Picosat with proof logging enabled and the costs to validate the proofs emitted by Glucose. In our cactus plot, the data points for each line are sorted based on the y-axis. The checking costs with four different settings of our DRUP-tool are also shown. Two settings use forward checking to validate all lemmas in the proof and do not mark clauses. One setting ignores the deletion information in the proofs (denoted by RUP-checking, similar to the approach in [3]), while DRUP-trim forward uses this information (similar to the approach in [14]). The other two settings use backward checking and hence mark the clauses and lemmas in the core. The fastest setting is the one that uses the core-first BCP technique. The core-first BCP is usually faster than conventional BCP. However, for some benchmarks with hundreds of thousands of variables, conventional BCP outperforms core-first BCP. This difference is caused by the

\(^1\)DRUP-trim is available at [http://cs.utexas.edu/~marijn/drup-trim]
structure of certain large benchmarks and is not related to size of formulas.

For the first 80 instances, the solving times recorded by Glucose and the corresponding checking times of DRUP-trim are comparable. For the next 25 instances, checking takes about twice as long as compared to solving. The checking time is only slower for a handful of instances. Yet, DRUP-trim with core-first BCP was able to check all proofs within a timeout of 900 seconds. We believe it is now feasible to check all unsatisfiability results.

B. Comparing the Quality of Trimming

We restrict the experiments to the 101 benchmarks of the SAT 2009 application suite that Picosat with extended RUP logging was able to solve within the timeout of 9000 seconds and a memory limit of 15 Gb. Recall that Glucose could solve all these instances in less than 900 seconds.

Fig. 11 shows the size of the unsatisfiable cores produced by Picosat that stores the antecedent graph and by Glucose using our DRUP-trim tool. We experimented with two variants: one with conventional BCP and one with core-first BCP. Core-first BCP not only reduces the validation cost for formulas (Fig. 10) but is also more effective in trimming the formula (Fig. 11). Furthermore, the cores produced by Picosat are larger than the ones produced by DRUP-trim using the Glucose proof. This suggests that it is not beneficial to store the antecedent graph during search in order to trim a formula.

The differences between Picosat and Glucose also have an impact on the comparison. For example, we observed that preprocessing (used in Glucose, but not in Picosat) influences the size of unsatisfiable cores produced by SAT solvers. Whether the effect is positive or negative differs from benchmark to benchmark. We compared Picosat and Glucose because they are publicly-available, state-of-the-art solvers that support resolution and clausal proofs, respectively. Picosat’s poorer performance (with antecedent logging) compared to Glucose (with DRUP logging) is caused by a combination of older heuristics, lack of preprocessing, and heavier memory use.

We modified Picosat so that it can emit DRUP proofs without storing an antecedent graph (which affects only 10 lines of code). We then compared the original version of Picosat to the modified version. The alternative DRUP approach produces smaller unsatisfiable cores (on average 11% smaller) and smaller clausal proofs (on average 21% smaller). Recall that the alternative approach does not store the core arcs and uses 1% to 10% of the memory of the original approach.

The native core approach in Picosat produces fewer core arcs compared to the approach using DRUP-trim with the core-first BCP strategy. This is not surprising: by postponing BCP on clauses and lemmas that are not in the core, several arcs to core clauses and core lemmas are produced. The number of core arcs can be substantially larger using the alternative approach (a factor four on average, mostly because of some outliers). A possible way to reduce the number of core arcs is to run the DRUP-trim tool twice. First, using core-first BCP on the original formula and proof; and second, using conventional BCP on the core clauses and the core lemmas.

Our results use the DRUP-trim tool only once. We noticed that in most cases, the core can be further reduced by applying DRUP-trim multiple times. This can be done in two ways: use the reduced clausal proof or compute a new proof for the core.
clauses using a SAT solver. The best approach depends on the benchmark. For some benchmarks, a SAT solver produces a larger proof for the core clauses. In those cases, one should use the reduced proof. However, if a SAT solver is able to produce a smaller refutation for the core clauses, then those lemmas would be better for a new iteration.

VIII. Conclusion

We presented the tool DRUP-trim that can efficiently check clausal proofs and can produce additional results including unsatisfiable cores and reduced clausal proofs. DRUP-trim is the fastest clausal proof checker available. This tool also makes it more convenient to check clausal proofs and to obtain additional results. A slightly modified version of DRUP-trim was used to check the unsatisfiability results of the upcoming SAT Competition 2013.

DRUP-trim was able to verify all unsatisfiability claims of the state-of-the-art SAT solver Glucose 2.2 on the benchmarks of the SAT 2009 application suite. Other work on checking unsatisfiability results [1], [2], [3], [4], [11], [16] only shows results for selected (small) sets of benchmarks. We compared our DRUP approach with Picosat, the strongest solver that can emit resolution proofs. In contrast to emitting a DRUP proof, building a resolution proof during search can significantly increase the memory requirements of the solver. As a consequence, Picosat resulted in memory outs on about 20 application benchmarks that Glucose 2.2 was able to solve in 900 seconds. This suggests that resolution proofs are not a viable method for checking the unsatisfiability results in a general setting, such as the SAT Competition.

However, our clausal-based approach does not subsume current resolution-based methods. We expect that resolution-based methods will continue to be useful for applications that require short (a few seconds) SAT solver runs. Our clausal-based approach is useful for applications that require one or more long (a few minutes) SAT runs. For a long SAT run, it is beneficial to use the latest SAT-solver technology—which is not presently available in solvers that emit resolution proofs—and avoid storing very large antecedent graphs.

One of our optimizations, the core-first BCP technique, facilitates the computation of smaller unsatisfiable cores and smaller reduced clausal proofs when compared to resolution-style methods. However, the number of core arcs increases when this technique is used. Our future work will focus on reducing the number of core arcs in DRUP-trim. This can be useful to reduce the cost of MUS extraction and interpolant tools.

The best tools for extracting minimal unsatisfiable cores, such as Muser [19], and computing interpolants, such as CNF-ITP [13], are based on resolution proofs. But there are two important drawbacks. First, similar to proof checking, some benchmarks cannot be solved when one builds a resolution proof during search. Second, none of the top-tier solvers support the emission of a resolution refutation. Current approaches [19], [11], [16], [13] rely on either Picosat or Minisat [20] which are no longer the strongest solvers. We propose to use DRUP proofs as input for tools that compute MUSes and interpolants. This makes it easy to use any SAT solver for those tools.
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Abstract—The de facto standard for state-of-the-art real and integer linear reasoning within Satisfiability Modulo Theories (SMT) solvers is the Simplex for DPLL(T) algorithm given by Dutertre and de Moura. This algorithm works by performing a sequence of local optimization operations. While the algorithm is generally efficient in practice, its local pivoting heuristics lead to slow convergence on some problems. More traditional Simplex algorithms minimize a global criterion to determine the feasibility of the input constraints. We present a novel Simplex-based decision procedure for use in SMT that minimizes the sum of infeasibilities of the constraints. Experimental results show that this new algorithm is comparable with or outperforms Simplex for DPLL(T) on a broad set of benchmarks.

I. INTRODUCTION

The simplex algorithm introduced by Dutertre and de Moura in [1] for use in the DPLL(T) framework is the core reasoning module for linear arithmetic in nearly every state-of-the-art Satisfiability Modulo Theories (SMT) solver including CVC4, MathSAT, OpenSMT, SMTInterpol, Yices, and Z3 [2], [3], [4], [5], [6]. The algorithm—which we will call SIMPLEX-FORSMT—relies on specific pivoting heuristics to search for a satisfying model or a conflict. Many pivot choices are possible and those choices can dramatically change the search for a solution. The heuristic pivot selection scheme that many SMT solvers use is based on local criteria and is potentially subject to cycling: it may return to the same basis state infinitely often. Solvers employ tactics to detect cycling, and slowly converge very slowly and is not effective on hard problems such as Bland’s Rule [7], [8], [9]. Unfortunately, Bland’s rule often breaks out of sequences of degenerate pivots, that is, pivots that do not change $f$. Procedures can then be designed around two different modes: a heuristic mode that is efficient in practice, and a mode for escaping degeneracy.

This paper proposes an adaptation for SMT of the sum-of-infeasibilities method from the Simplex literature [7], [8]. We call this method SOISIMPLEX. Minimizing the sum-of-infeasibilities provides a witness function similar to $f$ which accomplishes several things at once: it helps guide the search towards both models and conflicts; it prevents cycling; and it can be used to determine when to safely re-enable aggressive heuristics without losing termination.

In other aspects, SOISIMPLEX is similar to the SIMPLEX-FORSMT algorithm, providing similar features and having similar performance on many problems. However, its performance is noticeably better on certain problem instances that require many pivots.

The rest of the paper is organized as follows. Section II covers basic background material on SMT, DPLL(T), and linear real arithmetic. Section III describes a naive traditional primal simplex optimization routine. Section IV gives a description of SIMPLEX-FORSMT. Section V then describes the new SOISIMPLEX algorithm. Empirical results are given in Section VI, and Section VII concludes.

II. BACKGROUND

The basic SMT problem is to determine whether a formula is satisfiable with respect to some fixed first-order theory $T$. Modern SMT solvers rely on an architecture called DPLL(T) which integrates a fast SAT solver with one or more theory solvers for specific first-order theories [10]. The SAT solver reasons about the Boolean skeleton of the formula, allowing the theory solvers to reason only about conjunctions of literals in their theory. This paper’s main concern is a novel theory solver for quantifier-free linear real arithmetic ($\text{QF\_LRA}$).

A formula in $\text{QF\_LRA}$ is a Boolean combination of atoms of the form $\sum c_j \cdot x_j \ni d$, where $c_j, d$ are rational, $\ni \in \{=,\leq,\geq\}$, and $V = \{x_1, x_2, \ldots, x_n\}$ is a set of variables. By using simple transformations [1], the set of constraints presented to a $\text{QF\_LRA}$ theory solver can always be written as: $TV = 0 \land l \leq V \leq u$, where $T$ is a matrix, and $l$ and $u$ are vectors of lower and upper bounds on the variables. We will refer to the entry in row $i$ and column $j$ of $T$ as $t_{i,j}$, and use $r_i$ to denote the $i$-th row of $T$. We further use $l(x)$ and $u(x)$ to denote the lower and upper bound on a specific variable $x$. If $x$ has no lower (upper) bound, then $l(x) = -\infty$ ($u(x) = +\infty$). The theory solver searches for an assignment $a : V \rightarrow \mathbb{R}$ that satisfies the constraints. If no such assignment...
1: **procedure** UPDATE($j, \delta$)
2: \hspace{1em} $a(x_j) \leftarrow a(x_j) + \delta$
3: **for all** $i : t_{i,j} \neq 0$ **do**
4: \hspace{1em} $a(x_i) \leftarrow a(x_i) + t_{i,j} \cdot \delta$

(a) Changing $a(x_j)$ by $\delta$ ($x_j \in \mathcal{N}$)

1: **procedure** PIVOT($i, j$)
2: \hspace{1em} $r_j \leftarrow r_j - \frac{1}{t_{i,j}} \cdot r_i$
3: **for all** $k : t_{k,j} \neq 0$ \& $k \neq j$ **do**
4: \hspace{1em} $r_k \leftarrow r_k + t_{k,j} \cdot r_j$
5: \hspace{1em} $\mathcal{B} \leftarrow (\mathcal{B} \setminus \{b_i\}) \cup \{x_j\}$
6: \hspace{1em} $\mathcal{N} \leftarrow \mathcal{V} \setminus \mathcal{B}$

(b) Pivot $b_i$ and $x_j$ ($t_{i,j} \neq 0$)

1: **procedure** UPDATEANDPIVOT($j, \delta, i$)
2: \hspace{1em} UPDATE($j, \delta$)
3: **if** $i \neq j$ **then**
4: \hspace{1em} PIVOT($i, j$)

(c) Composing UPDATE and PIVOT

Fig. 1: Algorithms for maintaining $Ta = 0$

exists, the theory solver must detect a conflict and provide an explanation (cf. [10], [1]), an infeasible subset (preferably small) of the set of constraints presented to the theory solver.

In all of the algorithms in this paper, we assume $T$ is an $n \times n$ matrix in *tableau form*: the variables $\mathcal{V}$ are partitioned into the *basic* variables $\mathcal{B}$ and *nonbasic* variables $\mathcal{N}$ (to emphasize that a variable $x_i$ is basic, we will write $b_i$ as a synonym for $x_i$ when $x_i \in \mathcal{B}$), and the $i$-th row of $T$ is all zeroes iff $x_i \in \mathcal{N}$. Furthermore, for each column $i$ such that $x_i \in \mathcal{B}$, we have $t_{i,i} = 0$ for all $k \neq i$ and $t_{i,i} = 1$. Thus, each nonzero row $r_i$ of $T$ represents a constraint $b_i = \sum_{x_j \in \mathcal{N}} t_{i,j} \cdot x_j$. It is sometimes convenient to use the matrix obtained by adding the identity matrix to $T$. We define $\pi = T + I$ and refer to the entry in row $i$ and column $j$ of $\pi$ as $\pi_{i,j}$. Note that on the diagonal, $\pi_{i,i} = 0$ for $b_i \in \mathcal{B}$ and $\pi_{j,j} = 1$ for $x_j \in \mathcal{N}$ (off the diagonal, $\pi_{i,j} = t_{i,j}$). The column length for a variable $x_j$, denoted by $|\text{Col}(j)|$, is the number of nonzero entries in column $j$.

The algorithms in this paper work by making a series of changes to an initial assignment $a$ until the constraints are satisfied or determined unsatisfiable. During this process, $Ta = 0$ is an invariant. To initially satisfy this invariant, one can set $a(x_i) = 0$ for all $x_i \in \mathcal{V}$. To maintain the invariant, whenever the assignment to a nonbasic variable changes, the assignments to all dependent basic variables are also updated (Fig. 1a). The main ingredient of Simplex-based procedures is the *pivoting operation* shown in Fig. 1b. Pivoting takes a basic variable $b_i$ and a nonbasic variable $x_j$ such that $t_{i,j} \neq 0$, and swaps them: after pivoting, $x_j$ becomes basic and $b_i$ becomes nonbasic. Figure 1c gives the composition of the update and pivot operations, UPDATEANDPIVOT.

1: **procedure** PRIMAL($f$)
2: \hspace{1em} **while** Flex($f$) $\neq \emptyset$ **do**
3: \hspace{2em} UPDATEANDPIVOT(PRIMALSELECT())
4: **return** $a(f)$

(a) PRIMAL($f$) with a generic selection routine

1: **procedure** PRIMALSELECT
2: \hspace{1em} $S \leftarrow \emptyset$
3: **for all** $x_j \in$ Flex($f$) **do**
4: \hspace{2em} $S \leftarrow S \cup (j, k)$, where $|\delta_B(j, k)|, k$ is minimal
5: \hspace{2em} select $(j, k) \in S$ minimizing $\langle -\text{sgn}(\delta_B(j, k)), t_{0,j} \rangle$
6: **return** $(j, \delta_B(j, k), k)$

(b) PRIMALSELECT with a terminating variant of Dantzig’s rule

III. **NAIVE PRIMAL SIMPLEX**

The classic problem in linear optimization is to find an assignment $a$ that satisfies the linear equalities $Ta = 0$ and the bounds $l \leq a \leq u$, and that minimizes a linear function $f = \sum_{x_i \in \mathcal{V}} c_k \cdot x_k$. The problem can be solved with the PRIMAL Simplex algorithm shown in Figure 2. It is typical to assume that the algorithm is given an initial feasible assignment as input, so that both $Ta = 0$ and $l \leq a \leq u$ are initially satisfied.

The optimization function $f$ is treated as a special additional variable $f = x_0 = \sum_{x_i \in \mathcal{V}} c_k \cdot x_k$. We add a row and column to $T$ (for convenience, at the top and left, indexed by 0), with $t_{0,j} = c_j$, for $1 \leq j \leq n$, $t_{i,0} = 0, 1 \leq i \leq n$, and $t_{0,0} = -1$. The entries in the new row corresponding to basic columns can be set to zero using matrix row additions (as is done in PIVOT). We can then treat $f$ (which we use as another name for $x_0$ below) as a basic variable with no bounds. (Note that to instead maximize $f$ with the same machinery, we simply minimize its negation $-f$.)

Every round of PRIMAL begins by checking whether or not $f$ is currently at its minimum. This is done by looking at the assignments to each nonbasic variable on $f$’s row. The value of $x_j$ that minimizes $f$—call this $v$—is $a(x_j)$ if $t_{0,j}$ is negative and $l(x_j)$ if $t_{0,j}$ is positive (ignoring other constraints). If $a(x_j) = v$ for each nonbasic variable $x_j$ on $f$’s row (where $t_{0,j} \neq 0$), then the current value of $f$, $a(f)$, must be the minimum because we can prove $f \geq a(f)$ as follows:

$$f = \sum_{\tau_{0,j} > 0} t_{0,j} x_j + \sum_{\tau_{0,k} < 0} t_{0,k} x_k$$
$$\geq \sum_{\tau_{0,j} > 0} t_{0,j} l(x_j) + \sum_{\tau_{0,k} < 0} t_{0,k} u(x_k)$$
$$= \sum_{\tau_{0,j} > 0} t_{0,j} a(x_j) + \sum_{\tau_{0,k} < 0} t_{0,k} a(x_k) = a(f)$$

The search can then terminate. Otherwise, there is some $x_j$ on $f$’s row s.t. $a(x_j) \neq v_j$, and it is unclear whether $a(f)$ is at a minimum. By trying to change $a(x_j)$ for these $x_j$, we can at the same time hunt for an assignment that decreases $a(f)$.
and search for a proof of optimality. We will call the non-
basic bounds on \( f \)'s row whose assignments are not at their
relevant bounds the \textit{flexible} variables for this row. The set of
flexible variables for an arbitrary basic variable \( b_i \) is denoted
\( \text{Flex}(d, b_i) \) where \( d \) is a \textit{directional} rational that is used as an
implicit multiplier:

\[
\text{Flex}(d, b_i) = \{ x_j | d \cdot \tau_{j, i} > 0 \land a(x_j) > l(x_j) \} \cup \\
\{ x_k | d \cdot \tau_{k, i} < 0 \land a(x_k) < u(x_k) \}
\]  

(2)

The parameter \( d \) allows us to choose whether to minimize
or maximize \( b_i \) and will be discussed further in Sections IV
and V. When \( d = 1 \) (as it always is in this Section), we will
drop the first argument to \text{Flex} as a notational convenience.
Thus, \( f \) is at its minimum when \( \text{Flex}(f) = 0 \).

To decrease the value of \( a(f) \), we choose some \( x_j \in \text{Flex}(f) \) and determine an appropriate \( \delta \) for \text{UPDATE}(x_j, \delta) (we
discuss the strategy for picking \( x_j \) below). The direction
in which we attempt to move \( a(x_j) \) is determined by \( t_{0,j} \):
if \( t_{0,j} < 0 \), then we want \( \delta \geq 0 \) and if \( t_{0,j} > 0 \), then we
want \( \delta \leq 0 \). Since the \text{UPDATE} operation must maintain the
invariant \( l \leq a \leq u \), the value of \( \delta \) is constrained by the
bounds on \( x_j \): \( l(x_j) \leq a(x_j) + \delta \leq u(x_j) \). Also, for every \( b_i \)
that depends on \( x_j \), the value \( a(b_i) \) must stay within bounds:
\( l(b_i) \leq a(b_i) + t_{i,j} \cdot \delta \leq u(b_i) \). These cases can be unified
using \( \tau \): for all \( k \), \( l(x_k) \leq a(x_k) + \tau_{k,j} \cdot \delta \leq u(x_k) \).

\text{PRIMAL} always considers \text{UPDATE}(x_j, \delta) operations that are
maximal: the value of \( \delta \) is selected so that at least one variable's assignment is pushed against its bound (any larger change
would violate the bound). For each \( k \), the candidate value for \( \delta \) is the one that sets \( x_k \) equal to one of its bounds
(which bound is determined by the sign of \( \delta \) and the sign of
\( \tau_{k,j} \)). We call these candidate values for \( \delta \) the \textit{break points}
of \( x_j \). Formally, let \( \delta_U(j, k, \alpha) \) be the amount \( x_j \) must change in
order to make \( x_k \) equal to \( \alpha \) after an \text{UPDATE}:

\[
\delta_U(j, k, \alpha) = \frac{1}{\tau_{k,j}} (a - a(x_k)), \text{ and}
\]

\[
\delta_B(j, k) = \begin{cases} 
\delta_U(j, k, l(x_k)) & t_{0,j} \cdot \tau_{k,j} > 0 \\
\delta_U(j, k, u(x_k)) & t_{0,j} \cdot \tau_{k,j} < 0 \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

The break points for \( x_j \) are all defined values of \( \delta_B(j, k) \).

In \text{PRIMAL}, for each \( j \), we simply select \( k \) to minimize
\( |\delta_B(j, k)| \) (ties can be broken by picking the minimum \( k \)).
The operation \text{UPDATE}(j, \delta_B(j, k)) then maintains the
invariant that no variable violates its bound. Additionally, the
assignment to \( x_k \) is guaranteed to be pressed up against
its bound. When \( j \neq k \), \( x_k \) is a basic variable, so we can
allow for (potential) future progress by pivoting \( x_k \) out
of the basis and replacing it with \( x_j \). The operation
\text{UPDATEANDPIVOT}(j, \delta_B(j, k), k) then maintains both the
invariant \( T_a = 0 \) and \( l \leq a \leq u \).1 Because \( x_k \) leaves the basis,
our strategy of minimizing \( |\delta_B(j, k)| \) to select \( k \) is called a
leaving rule. By always selecting updates like this, \text{PRIMAL}
ensures that \( a(f) \) monotonically decreases.

We have just described a rule for selecting \( x_k \) given \( x_j \),
but we need an \textit{entering} rule for selecting \( x_j \). A simple way
to ensure termination is to select the entering variable \( x_j \)
with the smallest index \( j \). This style of selecting entering and
leaving variables is called Bland’s rule in the literature, and
its termination is a classic result of linear programming [9],
[8], [7]. A better heuristic is to select \( x_j \) so as to maximize the
value of \( |t_{0,j}| \). This is called Dantzig’s rule.2

The algorithm \text{PRIMAL}(f) in Figure 2 is a minimization
routine that repeatedly selects an update and pivot until
\text{Flex}(f) is empty and then returns the minimum value found
for \( f \).3 The selection procedure uses a terminating variant
of Dantzig’s rule (it follows Dantzig’s rule as long as \( \delta_B(j, k) \) is
nonzero, otherwise it follows Bland’s rule). Note that when
\( \delta_B(j, k) \neq 0 \), the value of \( f \) strictly decreases, which makes it
impossible to return to any previous state (as all previous states
had larger values of \( f \)). Thus, the presence of a minimization
function makes it easier to rule out cycles (the source of
nonterminating runs). Termination only needs to be addressed
for cases when \( f \) gets stuck and stops decreasing.

IV. \textsc{Simplex for DPLL(T)}

The \textsc{SimplexForSMT} algorithm from [1] is tightly tuned
to the \text{DPLL(T)} framework. It is designed to support incremen
tal processing of arithmetic literals and efficient backtracking,
and it computes minimal explanations in case of conflicts.
Strict inequalities are encoded using an implicit infinitesimal
variable \( \delta \) (see [1] for details on \( \delta \)-rationals).

In the \text{DPLL(T)} framework, a SAT solver incrementally
 sends theory literals to the theory solver. Periodically, it
queries the solver about the current set of literals, expecting
that the solver will either report satisfiable (with a satisfying
assignment) or unsatisfiable (with a conflict). With appropri
ate preprocessing, we can assume that the linear equalities
\( T_a = 0 \) are fixed (modulo pivoting) from the beginning,
that all variables are initially unbounded, and that the theory
literals sent by the SAT solver are of the form \( x_i \leq c \) or
\( x_i \geq c \). The literals sent thus determine the bound constraints:
\( l \leq V \leq u \). As in \text{PRIMAL}, the invariant \( T_a = 0 \) is always
maintained. This is done by starting with \( a(x) = 0 \) for all \( x \)
and by using only \text{UPDATE} to change variable assignments.
The main job of \text{SimplexForSMT} then is to modify the
current assignment using \text{UPDATE} until it satisfies the bounds
or report a conflict if this is impossible. This is done by the
\text{SimplexForSMTCheck} routine shown in Figure 3.

This routine focuses on searching for an assignment \( a \) that
satisfies \( l \leq a \leq u \). We say that \( x \) is an \textit{error variable} if \( a \)
vio
tes one of the bounds on \( x \), and we denote by \( E \) the set

---

1Dantzig’s rule tends to be dominated in practice by more sophisticated
rules such as steepest gradient descent [9], [8], [7].

2For the purposes of this paper, we have ignored unbounded problems, i.e.
problems where \( a(f) \) can take on arbitrarily low values [9], [8], [7]. To handle
this case, change the while loop condition additionally to stop once \( a(f) \) is
set to \(-\infty\).
of error variables. Let $Vio(x)$ denote the amount by which $x$ violates its bound:

$$Vio(x) = \begin{cases} l(x) - a(x) & a(x) < l(x) \\ a(x) - u(x) & a(x) > u(x) \\ 0 & \text{otherwise} \end{cases}$$

(3)

Thus, $Vio(x)$ is nonnegative and piecewise linear, and $x$ satisfies its bounds iff $Vio(x) = 0$. Finding a satisfying assignment requires reducing each $Vio(x_i)$ to 0. Locally, minimizing a $Vio(x_i)$ is equivalent to minimizing $d_i \cdot x_i$ where $d_i$ is 1 if $a(x) > u(x)$, -1 if $a(x) < l(x)$, and 0 otherwise.

In Fig. 3, the first loop ensures that the nonbasic variables satisfy their bounds (lines 3-4). The main work of the routine is the second loop which focuses on finding updates to basic variables that are in $E$. When $E = \emptyset$, the current assignment is feasible and the search stops. Otherwise, there is some $b_i \in E$.

The set $Flex(d_i, b_i)$ contains the nonbasic flexible variables of row $i$ that enable the function $d_i \cdot b_i$ to decrease. If $Flex(d_i, b_i)$ is nonempty, then a variable $x_j \in Flex(d_i, b_i)$ is chosen; $b_i$ is pivoted with $x_j$; and the assignment to $x_j$ is updated enough to move $b_i$ to its violated bound. Let $VB(b_i)$ denote the violated bound on $b_i$ (either $l(b_i)$ or $u(b_i)$). Then for $x_j \in Flex(d_i, b_i)$, the operation $Update(j, \delta_U(j, i, VB(b_i)))$ will set $a(b_i)$ to the violated bound.

If $Flex(d_i, b_i)$ is empty, then the bounds on the nonbasic variables on $b_i$’s row imply that $d_i \cdot b_i$ is at a minimum value so there is no way to satisfy $d_i \cdot b_i \leq d_i \cdot VB(b_i)$ without violating some other bounds. Thus, the current set of bounds is unsatisfiable. We can compute an explanation by collecting all of the contributing bounds on row $i$:

$$\bigwedge_{d_i = 1} x_j \geq l(x_j) \wedge \bigwedge_{d_i = 0} x_k \leq u(x_k) \wedge d_i \cdot b_i \leq d_i \cdot VB(b_i)$$

We denote the conflict explanation generated in this fashion as $RC(i)$. This explanation is minimal (if any constraint is removed, the remaining constraints are satisfiable) [11]. Upon detection, the row conflicts are added to the set of conflicts $C$.

To ensure termination, it is sufficient to always select the minimum $b_i \in E$ to leave the basis, and the minimum $x_j \in Flex(d_i, b_i)$ (a variation of Bland’s rule). However, the dominant heuristic in state-of-the-art implementations of SimplexFORSMT is to instead select the $x_j \in Flex(d_i, b_i)$ with minimum column length $|Col(j)|$. This heuristic works quite well in practice but is not guaranteed to terminate. (The function $Vio(b_i)$ will decrease to 0 for $b_i$ but it may increase for other basic variables or for $x_j$.) A simple means of ensuring termination is to count the number of pivots and switch to Bland’s rule once this passes a finite cap. This strategy is shown in Figure 3. The variable $pc$ is the pivot count and, once $pc$ reaches some threshold $H$, the pivot selection heuristic switches to Bland’s rule. This strategy or slight variations of it are currently used by default in CVC4, MathSat [13], OpenSMT [14], Yices, Yices 2, and Z3 [12].

An improvement to the algorithm (and a contribution of this paper) can be obtained by implementing a more aggressive conflict detection. Instead of only checking the row of the first basic variable in error for a conflict, all rows are checked for conflicts. This variation (a replacement for the CHECKFORCONFLICT(i) procedure in Fig. 3) is shown in Figure 4. To implement this efficiently, we keep track of the size of $Flex(\pm 1, b_i)$ for all $b_i \in B$. These counts depend on the coefficients $t_{i,j}$ and the relationships $a(x_j) < u(x_j)$ and $a(x_j) > l(x_j)$. The bookkeeping for keeping these counts accurate is amortized into the theory solver operations. Conflict detection then amounts to checking when $|Flex(d_i, b_i)|$ is 0 for $b_i \in E$. (Only $b_i$ that were affected in the previous iteration need to be tested for conflicts.) An evaluation of SimplexFORSMT with and without this optimization (using CVC4) showed a 46% speedup on the QF_LRA SMT-LIB benchmarks. This optimization is on by default in CVC4.

V. SUM OF INFESIBILITIES SIMPLEX

In this section, we introduce a Simplex-based theory solver for QF_LRA which we call SOISIMPLEX. Like SimplexFORSMT in the previous section, it is designed to search for both conflicts and satisfying assignments in the context of a DPLL(T) search. It attempts to address the troubling lack of a straightforward global criterion for progress in SimplexFORSMT by introducing a function to minimize. The function minimized is the sum of infeasibilities of all of the variables.
For a given assignment, the sum of infeasibilities is given by: $\sum_{x \in \mathcal{V}} \text{Vio}(x)$. Let $\text{Vio}_{PF}$ be the result of replacing $a(x)$ by $x$ in the definition of $\text{Vio}$. The optimization function can be written as: $\text{Vio}_{PF}(\mathcal{V}) = \sum_{x \in \mathcal{V}} \text{Vio}_{PF}(x)$. Minimizing the sum of infeasibilities is a standard technique for finding an initially feasible assignment for linear programs [7], [8].

We assume the same setup as in the previous section: we start with a fixed (modulo pivoting) tableau and a satisfiable assignment $a$, and then the SAT solver sends a set of literals that determine the upper and lower bounds for the variables. The theory solver must provide a check routine that either reports satisfiable (with a satisfying assignment) or unsatisfiable (with a conflict). The main loop for SOISIMPLEX uses essentially the same machinery to minimize $\text{Vio}_{PF}(\mathcal{V})$ as was used in PRIMAL for minimizing a linear function $f$. However, there are a number of complications caused by the fact that $\text{Vio}_{PF}(\mathcal{V})$ is only piecewise linear instead of linear. The majority of this section is devoted to handling these challenges.

Because we cannot represent the optimization function $\text{Vio}_{PF}(\mathcal{V})$ directly in the tableau, we use a linearized approximation. First note that $\text{Vio}(\mathcal{V}) = \sum_{x \in \mathcal{V}} \text{Vio}(x) = \sum_{x \in \mathcal{V}} (a(x) - \text{VB}(x))$. In some neighborhood of $a(x)$, the value of $d_i \cdot \text{VB}(x)$ will be constant. Discarding this term and replacing $a(x)$ with $x$ results in the function $f(\mathcal{V}) = \sum_{x \in \mathcal{V}} d_i \cdot x$. Note that the function still depends on the current assignment (which determines $d_i$), but for a given assignment, the function is linear. We can substitute for the basic variables and rearrange the sums to get:

$$f = \sum_{x_i \in \mathcal{V}} \left( \sum_{x_j \in \mathcal{V}} d_{ij} \tau_{ij} \right) \cdot x_j.$$ 

We use this function in roughly the same way we used $f$ in PRIMAL: it is the $0$th variable and it is always basic. To compute the tableau row for $f$, we simply compute coefficients for each nonbasic variable $x_j$ by adding, for each row $i$, the entry in column $j$ multiplied by the directional multiplier $d_i$. The computed coefficients depend on $d_i$ and thus have to be updated every time the assignment changes. This can be implemented efficiently by instrumenting UPDATE to detect when $d_i$ changes to $d'_i$ for some $i$. When this happens, we update $f$’s row $(r_0)$ as follows: $r_0 \leftarrow r_0 + (d'_i - d_i) \cdot \tau_i$ (where $\tau_i$ is the $i$-th row of $\tau$).

The check procedure for SOISIMPLEX is given in Fig. 5. It iterates while: no row contains a conflict ($C = \emptyset$), and there is a nonbasic variable on $f$’s row with slack ($\text{Flex}(f) \neq \emptyset$). If $C \neq \emptyset$, then SIMPLEXFORSMTCHECK safely terminates with the discovered conflict. If $\text{Flex}(f)$ and $E$ are empty, the current assignment is satisfying. Otherwise, $E \neq \emptyset$, $\text{Flex}(f) = \emptyset$, and $f$ is at a minimum. Section V-B discusses extracting a conflict explanation with the $\text{SqiQE}$ procedure.

As in the PRIMAL algorithm, the selection procedure iterates over all $x_j \in \text{Flex}(f)$. The leaving rule considers $x_j$ as well as every basic variable $b_k$ where $t_k,j$ is nonzero. We consider two possible updates (break points) for each such variable: one which sets it to its upper bound and one which sets it to its lower bound. Unlike PRIMAL, we consider updates for which some new basic variable could become violated. However, we still ensure that global progress is made. We denote by $\Delta \text{Vio}(j, \delta)$ the amount that $\text{Vio}(\mathcal{V})$ would change if we were to change the current assignment by executing UPDATE$(j, \delta)$. From all of the possible leaving variables and updates, we then select the pair for which $\Delta \text{Vio}(j, \delta)$ is minimal (equivalently, the pair that reduces the value of $\text{Vio}(\mathcal{V})$ the most). Section V-A describes how to efficiently compute the values for $\Delta \text{Vio}(j, \delta)$. We also show in that section that for each $x_j$, there is always a choice of $(\delta, k)$ such that $\Delta \text{Vio}(j, \delta) \leq 0$. This ensures that $\text{Vio}(\mathcal{V})$ monotonically decreases. Tie breaking for the leaving rule is done by selecting the minimum value of $|\delta|$ and then the minimum variable index $k$. The motivation for the former is discussed in subsection V-C.

The entering rule selects between candidate triples $(j, \delta, k)$ for $x_j \in \text{Flex}(f)$. Any triple for which $\Delta \text{Vio}(j, \delta)$ is negative ensures that SOISIMPLEX is making progress. This allows for SOISIMPLEX to treat $\text{Vio}(\mathcal{V})$ in a manner analogous to $a(f)$ in PRIMAL. Following our modified Dantzig’s rule, we select the entering variable with the largest coefficient so long as it decreases $\text{Vio}(\mathcal{V})$ with ties being broken by selecting the variable with the smaller index.

We show how SOISIMPLEX works using the simple example shown in Fig. 6. With the given assignment, the bound $x_1 \geq 3$ is violated, and $\text{Vio}(\mathcal{V}) = 2$. The variable $x_2$ is
Fig. 6: Simple example showing $\text{Vio}(V)$ after $\text{UPDATE}(x_2, \delta)$
progress has been made for a while. CVC4’s implementation for example uses a heuristic that prefers shorter columns until progress stalls and then uses Bland’s rule.

During the calculation of break points, it is possible to determine if pivoting $x_j$ with $b_i$ would result in a row conflict on $x_j$’s new row in $O(1)$ time by using the $|\text{Flex}(\pm 1, b_i)|$ values. Such selections are always preferred. CVC4’s selection also heuristically prefers the set $E$ to be as small as possible.

VI. EXPERIMENTAL RESULTS

In this section we describe two experiments. In the first, we compare CVC4 against itself using two different sets of options.\(^6\) The first set of options uses the default solver, an implementation of SIMPLEXFORSMT (which is a bit better than the version that won the QF_UFLRA division—which includes QF_LRA—of SMT-COMP 2012 [22]). The second set of options enables a new implementation of SOISIMPLEX. The two configurations of CVC4 are run with most other heuristics disabled so that the comparison is an accurate reflection of the performance of the two algorithms as described in this paper.\(^5\) The comparison is done on the QF_LRA benchmarks from the SMT-LIB library [23] as well as a new family of benchmarks from biological modeling, latendresse [24]. The latendresse family of benchmarks is a set of problems that originated from an analysis of biochemical reactions using the flux-balance analysis method.\(^6\) The miplib and latendresse families are of particular interest as they contain the only timeouts in these experiments. These problems are characterized by relatively little propositional structure, and a large and relatively dense input tableau. All of the experiments were conducted on a 2.66GHz Core2 Quad running Debian 7.0 with a time limit of 1000 seconds. Every example stays below a memory limit of 2GB. Overall, SOISIMPLEX solves 636 while SIMPLEXFORSMT solves only 629. Interestingly, SOISIMPLEX is slightly slower on the SMT-LIB benchmarks (see Fig. 7), and even solves one fewer benchmark (the satisfiable miplib benchmark fixnet-7000.smt2), but solves all of the latendresse benchmarks while SIMPLEXFORSMT times out on 8 of them.

To understand these results better, we recorded how many pivots were done (for both algorithms) during each call to the respective check routines (for benchmarks that both algorithms are able to solve). For the SMT-LIB benchmarks, almost all queries sent to the theory solver are “easy” for the simplex solvers (both SIMPLEXFORSMT and SOISIMPLEX). Table I shows, for given numbers of pivots (or ranges of numbers of pivots), the number of calls to check whose pivot count is in that range. The maximum number of pivots for any single call to check is 2238. The number of pivots

\(^4\)Experiments were run using the submission to SMT-EVAL 2013: CVC4 version 1.2, available at github.com/CVC4/CVC4/tree/smteval2013.

\(^5\)Both solvers are run with --new-prop --no-restrict-pivots. SOISIMPLEX is run with the additional flag --use-soi. The --no-restrict-pivots flag disables stopping simplex after $K$ pivots at non-leaf SIMPLEXFORSMTCHECK calls ($K = 200$ by default).

\(^6\)These benchmarks are available at cs.nyu.edu/~taking/soi.tgz and have been submitted for inclusion into SMT-LIB’s QF_LRA family.

\(^7\)OpenSMT gave no answer on the latendresse benchmarks.

is generally very low and on average, SOISIMPLEX uses fewer pivots than SIMPLEXFORSMT. The 8 timeouts by SIMPLEXFORSMT on latendresse have a very different signature. Each of them times out in the middle of a very long SIMPLEXFORSMT CHECK call performing thousands of pivots. On average, the interrupted SIMPLEXFORSMTCHECK routines had performed 18263 pivots and had been running 937s [1000s]. This first experiment confirms our expectation that SOISIMPLEX is effective at reducing the number of pivots required to solve a problem.

For the second experiment, we compare the same two algorithms in CVC4 against a number of state-of-the-art QF_LRA solvers. For this experiment, we enable a number of additional CVC4 options (those used in the SMT-EVAL 2013 run script) which are beyond the scope of this paper and which significantly improve performance (for both algorithms) on the miplib and latendresse benchmarks. These are disabled in the first experiment to better understand the relative strengths of the two algorithms on their own. The other solvers we compare with are: Z3 4.1.2 [4], mathsat 5.2.3 [3], yices 2.1.1, and OpenSMT 1.0.1[6]. Table II contains a summary of the number of problems solved by each solver and the cumulative time taken on the solved instances for the three families of benchmarks: all SMT-LIB QF_LRA benchmarks, the miplib family from QF_LRA, and the latendresse benchmarks.\(^7\) The second experiment shows that the strongest overall solving strategy is obtained by using SOISIMPLEX.

Fig. 7: Log-scaled running times (sec.) for experiment 1 on the QF_LRA benchmarks from SMT-LIB.
TABLE I: Number of pivots per call to check for experiment 1.

<table>
<thead>
<tr>
<th></th>
<th>CVC4</th>
<th>SOISIMPLEX</th>
<th>CVC4 SimplexForSMT</th>
<th>Z3</th>
<th>yices2</th>
<th>mathsat</th>
<th>opensmt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>solved</td>
<td>time(s)</td>
<td>solved</td>
<td>time(s)</td>
<td>solved</td>
<td>time(s)</td>
<td>solved</td>
</tr>
<tr>
<td>QFLRA (634)</td>
<td>627</td>
<td>562.29</td>
<td>625</td>
<td>5523.15</td>
<td>620</td>
<td>5582.46</td>
<td>619</td>
</tr>
<tr>
<td>miplib (48)</td>
<td>35</td>
<td>641.3</td>
<td>33</td>
<td>1760</td>
<td>28</td>
<td>1158.42</td>
<td>27</td>
</tr>
<tr>
<td>latendresse (18)</td>
<td>18</td>
<td>883.53</td>
<td>18</td>
<td>205</td>
<td>8</td>
<td>17.98</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE II: Running time and number of problems solved for experiment 2.

VII. CONCLUSION

The authors believe these experiments demonstrate both the strength and weakness of SimplexForSMT’s local optimization criteria. It is good at keeping the amount of work small in the context of a DPLL(T) style search. The local optimization criteria requires little analysis and is quite an efficient heuristic for many SMT problems; however, its global convergence is questionable on large and hard examples. SOISimplex adds a global optimization criterion and appears to be more robust for large and hard examples, but this comes with the cost of some additional analysis during pivot selection. Future work will explore how to heuristically take advantage of the best characteristics of both algorithms.
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Abstract—We report advances in state-of-the-art algorithms for the problem of Minimal Unsatisfiable Subformula (MUS) extraction. First, we demonstrate how to apply techniques used in the past to speed up resolution-based Group MUS extraction to plain MUS extraction. Second, we show that model rotation, presented in the context of assumption-based MUS extraction, can also be used with resolution-based MUS extraction. Third, we introduce an improvement to rotation, called eager rotation. Finally, we propose a new technique for speeding-up resolution-based MUS extraction, called path strengthening. We integrated the above techniques into the publicly available resolution-based MUS extractor HaifaMUC, which, as a result, now outperforms leading MUS extractors.

I. INTRODUCTION

Given an unsatisfiable formula in Conjunctive Normal Form (CNF), an Unsatisfiable Subformula (or Unsatisfiable Core; hereafter, US) is an unsatisfiable subset of its clauses. A Minimal Unsatisfiable Subformula (MUS) is a US such that removal of any of its clauses renders it satisfiable. The problem of finding a MUS is an active area of research \([1]-[6]\).

The basic algorithm used in modern MUS extractors such as MUSer2 \([7]\) and HaifaMUC \([3]\) is as follows. In the initial approximation stage the algorithm finds a not-necessarily-minimal US \(S\) with one or more invocations of a SAT solver \([8], [9]\). It then applies the following deletion-based iterative process over \(S\)'s clauses until \(S\) becomes a MUS. Each iteration removes a candidate clause \(c\) from \(S\) and invokes a SAT solver. If the resulting formula is satisfiable, \(c\) must belong to the MUS, so \(c\) is returned to \(S\) and marked as necessary. Otherwise \(c\) is removed from \(S\). In addition, the following two optimizations are commonly applied. First, incremental SAT solving \([10], [11]\) is used across all SAT invocations. Second, when a clause \(c\) is found to be not necessary, one can remove from \(S\) not only \(c\), but all the clauses (if any) omitted from the new core found by the SAT solver. This latter technique is called clause set refinement in \([6]\). The algorithm we have described up to here was introduced in \([12]\) and improved in \([2]\), while the idea of removing constraints one by one in order to get a minimally infeasible set can be traced back to \([13], [14]\). See \([2]\) for a more detailed presentation of the algorithm and \([1]\) for an overview of various approaches to MUS extraction.

It was demonstrated in \([2]\) that the approach we have described can be implemented using either a resolution-based or an assumption-based algorithm. The former relies on the resolution proof maintained by the SAT solver for detecting the core at each step, while the latter adds a new assumption literal to each clause and detects the core using these assumptions. It was shown in \([2]\) that the resolution-based approach to MUS extraction is faster than the assumption-based approach mainly because of the overhead of maintaining assumption literals.

Various applications require finding a MUS with respect to user-given groups of clauses \([3], [15]\), called interesting constraints, while clauses that do not belong to any interesting constraint are called the remainder. The resulting problem is called Group MUS (GMUS) extraction (or high-level MUS extraction). It was shown in \([2]\) that the approach we described for plain MUS extraction can be applied to GMUS extraction as well. Furthermore, it was shown in \([3]\) that the resolution-based approach to GMUS extraction can be improved considerably by directing the search to ignore the interesting constraints and to use the remainder and the necessary clauses instead whenever possible. We call the techniques of \([3]\) MUS-biased search.

The first contribution of this paper is in showing that MUS-biased search can be applied to plain MUS extraction. The key observation is that while there are no remainder clauses in plain MUS extraction, necessary clauses can still be used for MUS-biased search after the approximation stage.

A recent essential enhancement to the plain MUS extraction algorithm we have described is model rotation (or, simply, rotation) \([4], [6], [16]\). Rotation was proposed in the context of assumption-based MUS extraction. After implementing rotation, the resulting assumption-based MUS extractor MUSer2 outperformed the state-of-the-art resolution-based MUS extractor HaifaMUC. It is sometimes postulated that rotation gives the assumption-based approach an edge over the resolution-based approach (cf. \([3]\)).

The second contribution of this paper is thus in showing that model rotation can be integrated into the resolution-based approach. The paper’s third contribution is an improvement to model rotation, called eager rotation, detailed in Sect. \(\text{II-B}\).

The fourth contribution of our paper is called path strengthening. It is a generalization of a technique proposed in \([17]\) and later called redundancy removal in \([6]\) and implemented in MUSer2 \([7]\). Redundancy removal adds the literals of \(\neg c\) (where \(c\) is the candidate clause) as assumptions when checking the satisfiability of \(S\setminus c\), because since \(S\) is known to be unsatisfiable, then \(S\setminus c\) and \((S\setminus c) \land \neg c\) are unsatisfiable. Path strengthening, on the other hand, adds as assumptions the literals of \(\neg c, \neg c_1, \ldots, \neg c_m\) for some \(m \geq 0\), where the sequence of clauses \(c, c_1, \ldots, c_m\) constitutes the longest common prefix of all paths in the resolution proof from \(c\) to...
the empty clause. Further details about path strengthening are provided in Sect. II-C.

We integrated our algorithms into the resolution-based MUS extractor HaifaMUC. We show in Sect. III that, as a result, HaifaMUC now outperforms the leading MUS extractors MUSer2 and Minisatadb [18]. Minisatadb improves MUSer2 considerably based on the idea of replacing blocks of assumptions with new variables [18].

II. THE ALGORITHMS

A. MUS-Biased Search

We will now describe how we adapted optimizations A-D of the GMUS-oriented techniques proposed in [3] to plain MUS extraction (we also tried adapting optimizations E-G [3], but their impact on plain MUS extraction was negligible). We denote the set of necessary input clauses by $C$. When an interesting clause $c$ interesting if it belongs to $S \setminus M$ (i.e., $c$ can still serve as a candidate). A learned clause is marked as interesting if it is derived using at least one interesting clause; otherwise it is marked as necessary. If an interesting learned clause participates in the proof, then the core includes its interesting roots; this is undesirable since we are trying to minimize the core. Most of our techniques are therefore targeted at biasing the solver towards learning necessary rather than interesting clauses. This is the reason that we call them, jointly, MUS-biased search. An exception is the first optimization below, which is focused on reducing the amount of memory used to store the proof.

A. Maintain partial resolution proofs. There is no need to store in the proof any clauses identified as necessary, since the algorithm does not need to work with these clauses explicitly anymore. Hence, we discard from the proof all the clauses that emanate exclusively from $M$.

B. Perform selective clause minimization. Clause minimization [19] is a technique for shrinking conflict clauses. Specifically, if a conflict clause $c$ contains two literals $l_1, l_2$ such that $l_1 \rightarrow l_2$ because of the rest of the formula, then $l_2$ can be removed from $c$. The disadvantage of this technique in our context is that it may reclassify $c$ from ‘necessary’ to ‘interesting’, if the implication $l_1 \rightarrow l_2$ depends on an interesting clause. This in turn may increase the size of the core later on as explained above. Hence our optimization does not apply clause minimization if it leads to such a reclassification. In other words we prefer a longer conflict clause if this enables us to maintain its classification as a necessary clause.

C. Postpone propagation over interesting clauses. Perform Boolean Constraint Propagation (BCP) on necessary clauses first, with the aim of learning a necessary clause when possible.

D. Reclassify interesting clauses. When an interesting clause $c$ becomes necessary, look for any clauses in the resolution derivation that were derived from $c$ that also become necessary (that is, were derived solely from necessary clauses) and reclassify them.

Note that while these optimizations improve GMUS extraction even during the approximation stage owing to the availability of remainder clauses, their impact on plain MUS extraction begins only during the minimization stage, when there are enough necessary clauses (which, like remainder clauses, must be in the proof). Indeed we demonstrate in Sect. III that optimization B is not cost-effective before there is a significant number of necessary clauses, which is the reason that we invoke it starting from the 2nd satisfiable iteration.

B. Eager Model Rotation

Model rotation can improve deletion-based MUS extraction by searching for additional clauses that should be marked as necessary without an additional SAT call. Suppose, for example, that for an unsatisfiable set $S$, $S \setminus c$ is satisfiable. Consequently $c$ is marked as necessary. Let $h$ be the satisfying assignment. Note that $h(c) = false$, because otherwise $h(S)$ would be true, which contradicts $S$’s unsatisfiability. Now, suppose that an assignment $h'$ that is different than $h$ in only one literal $l \in c$ satisfies all the clauses in $S$ other than exactly one clause $c' \in S$. Hence $h'(S \setminus c') = true$, which means that like $c$, $c'$ must also be in an unsatisfiable subset of $S$, and can therefore be marked as necessary as well. Rotation flips the values of each of $c$’s literals one at a time in search of such clauses. When one is found, rotation is called recursively with $c'$. This algorithm is summarized in Fig. I(a). We observe that rotation, proposed in the context of assumption-based MUS extraction, can be integrated into our resolution-based algorithm without any changes.

Fig. I(b) shows ERMR (Eager Recursive Model Rotation) – an improvement to rotation that weakens rotation’s terminating condition. The reader may benefit from first reading the main algorithm in Fig. 2(a), which calls ERMR. The only difference between ERMR and RMR is that ERMR may call rotation with a clause that is already in $M$, the reason being that it can lead to additional marked clauses owing to the fact that the call is with a different assignment. Clearly there is a tradeoff between the time saved by detecting more clauses for $M$ and the time dedicated to the search. For example, one may run RMR with more than one satisfying assignment as a starting point, but this will require additional SAT calls to find extra satisfying assignments. ERMR refrains from additional SAT calls. Rather it changes the stopping criterion: instead of stopping when $c \in M$ (line 4 in Fig. I(a)), it stops when $c \in K$, where $K$ holds the clauses that were discovered in the current call from MUS. There are other variations on weakening the terminating condition of rotation in the literature [5], [6]. We leave to future study a detailed comparison of our algorithm to these works.

C. Path Strengthening

Path strengthening relies on the following property, which we call cut falsifiability (observed already in [12], [20]). Let $S$ be an unsatisfiable formula, $\pi$ its resolution proof, and $c$ a candidate clause. Let $h_c$ be the subgraph of $\pi$ containing all the clauses that appear on at least one path from $c$ to the
empty clause $\square$ (including $c$ and $\square$). Then, any model $h$ to $S \setminus \{c\}$ must falsify at least one clause in any vertex cut of $\rho_c$ (since otherwise a satisfiable vertex cut in $\pi$ would exist). An immediate corollary is that all the clauses in some path from $c$ to $\square$ must be falsified by any model $h$ to $S \setminus \{c\}$. We use this property as follows. Let $P = [c_0 = c, c_1, \ldots, c_n]$ be a path in the resolution proof starting from a candidate clause $c$. $P$ is the longest unique prefix if it is the longest path starting at $c$, such that each $c_i \in P$ has only one child (that is, $c_i$ participates in the derivation of one clause only). Path strengthening is based on the following property, induced by cut falsifiability: all the clauses of $P$ must be falsified in any model $h$ to $S \setminus \{c\}$. Fig. 2(b) shows a variant of the main algorithm in which path strengthening has been applied: each invocation of the SAT solver is carried out under the assumptions $\lnot P = \{\lnot c_0, \ldots, \lnot c_n\}$. Before each iteration our algorithm attempts to increase $P$ length by removing from the resolution proof clauses that are not backward reachable from the empty clause. Note that whenever $P$ contains clauses which do not subsume $c$, path strengthening will provide more assumptions to the solver than redundancy removal; hence path strengthening is expected to be more efficient than redundancy removal.

Cut falsifiability-based techniques are not immediately compliant with clause set refinement, since clause set refinement requires solving without assumptions. MUSer2 solves this problem for redundancy removal by applying clause set refinement only when the assumptions are not used in the proof; otherwise it skips clause set refinement. Our path strengthening algorithm applies clause set refinement when either the assumptions are not used in the proof or whenever the $N$ latest iterations applied path strengthening and the result was unsatisfiable, $N$ being a user-given threshold.

III. Experimental Results

We checked the impact of our algorithms when applied to the 295 instances used for the MUS track of the SAT 2011 competition. For the experiments we used machines with 32Gb of memory running Intel® Xeon® processors with 3Ghz CPU frequency. The time-out was set to 1800 sec. The implementation was done in HaifaMUC. We refer to a configuration of HaifaMUC that implements the deletion-based algorithm with incremental SAT and clause set refinement as Base. We compare our tool to the latest version of MUSer2 [17] and Minisatabb [18]. Extended experimental data is available from the second author’s home page.

Fig. 3 summarizes the main results. Several observations are in order: 1) rotation is very useful; 2) eager rotation is effective; 3) optimizations $A$ and $D$ are useful, while optimization $B$ is beneficial only if delayed until the second satisfiable iteration (2 being the optimal value, based on experiments); 4) path strengthening (with $N=20$, 20 being the optimal value experimentally) is more beneficial than redundancy removal, and finally 5) HaifaMUC, enhanced by all our algorithms, is 2.18x faster than MUSer2 and solves 13 more instances, and is 48% faster than Minisatabb and solves 4 more instances.

HaifaMUC is faster than Minisatabb on 196 instances, while Minisatabb is faster than HaifaMUC on 15 instances. Fig. 5 shows a cactus plot comparing Base, MUSer2, Minisatabb and the new best configuration of HaifaMUC, while Fig. 6 compares HaifaMUC to Minisatabb.

IV. Conclusion

We proposed a number of algorithms for speeding up MUS extraction. First, we adapted GMUS-oriented MUS-biased search algorithms to plain MUS extraction. Second, we integrated model rotation into resolution-based MUS extraction. Third, we introduced an enhancement to rotation, called eager rotation. Finally, we introduced a new enhancement, path strengthening, to resolution-based MUS extraction. We implemented the algorithms in the resolution-based MUS extractor HaifaMUC, which, as a result, outperformed the leading MUS extractors MUSer2 and Minisatabb.
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1: function RMR(S, M, c, h) \triangleright recursive model rotation
2: for all x \in Var(S) do
3: \quad h' = h[x \leftarrow \neg x]; \triangleright swap assignment of x
4: \quad if UnsatSet(S, h') = \{c'\} and c' \notin M then
5: \quad M = M \cup \{c'\};
6: \quad RMR(S, M, c', h');

(a)

1: function ERMR(S, M, K, c, h) \triangleright Initially K = \{c\}
2: for all x \in Var(S) do
3: \quad h' = h[x \leftarrow \neg x];
4: \quad if UnsatSet(S, h') = \{c'\} and c' \notin K then
5: \quad K = K \cup \{c'\};
6: \quad if c' \notin M then M = M \cup \{c'\};
7: \quad ERMR(S, M, K, c', h');

(b)

Fig. 1. (a) The recursive model rotation of [16], where UnsatSet(S, h') is the subset of S's clauses that are unsatisfied by the assignment h'. (b) our modified version. K is a set of clauses that is initialized to c before calling ERMR. K \subseteq M is an invariant, and hence ERMR is called at least as many times as RMR in (a).

1: function MUS(unsatisfiable formula S)
2: \quad M = \emptyset;
3: \quad while true do
4: \quad \quad choose c \in S \setminus M. If there is none, break;
5: \quad \quad if SAT(S \setminus \{c\}) then
6: \quad \quad \quad K = \{c\};
7: \quad \quad else
8: \quad \quad \quad M = ERMR(S, c, M, K, h)
9: \quad \quad S = core;

(a)

1: function MUS(unsatisfiable formula S)
2: \quad M = \emptyset;
3: \quad while true do
4: \quad \quad choose c \in S \setminus M. If there is none, break;
5: \quad \quad let P be the longest unique prefix
6: \quad \quad discard clauses not backward reachable from \Box
7: \quad \quad if SAT(S \setminus \{c\}, \{\neg c_i \mid c_i \in P\}) then
8: \quad \quad \quad K = \{c\}; M = ERMR(S, c, M, K, h)
9: \quad \quad else
10: \quad \quad \quad S = S \setminus \{c\}
11: \quad \quad \quad if condition then \triangleright Heuristic. See text
12: \quad \quad \quad SAT(S);
13: \quad \quad \quad \triangleright guaranteed unsat
14: \quad \quad \quad S = core;

(b)

Fig. 2. (a) Deletion-based MUS extraction enhanced by eager rotation and clause set refinement, where h is the satisfying assignment, and core is the unsatisfiable core. (b) an improvement based on path strengthening. In line 7 the literals defined by \{\neg c_i \mid c_i \in P\} are assumptions.

Fig. 3. Total run-time in sec. and number of unsolved instances for various solvers, when applied to the 295 instances from the 2011 MUS competition, excluding 12 instances which were not solved by any of the solvers (the time-out value of 1800 sec. was added to the run-time when a memory-out occurred). Base is defined in Sect. III; rot = Base+rotation, erot = Base+eager rotation. A, B, C, and D correspond to the optimizations defined in Sect. II-A. ‘2’ in AB2CD means that the optimization was invoked after the 2nd satisfiable result. ’n’ refers to redundancy removal combined with clause set refinement using MUSER2’s scheme, described in Sect. II-C. ’ps20’ means that path strengthening with N = 20 was applied as described in Sect. II-C.

Fig. 4. Direct comparison of the new best configuration of HaifaMUC erot_AB2CD_ps20 (X-Axis) and Minisatabb (Y-Axis).

Fig. 5. Comparison of Base, MUSER2, Minisatabb, and the new best configuration of HaifaMUC erot_AB2CD_ps20. The graph shows the number of solved instances (X-Axis) per time-out in seconds (Y-Axis) for each solver.
Parameterized Model Checking of Fault-tolerant Distributed Algorithms by Abstraction
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Abstract—We introduce an automated parameterized verification method for fault-tolerant distributed algorithms (FTDA). FTDAs are parameterized by both the number of processes and the assumed maximum number of faults. At the center of our technique is a parametric interval abstraction (PIA) where the interval boundaries are arithmetic expressions over parameters. Using PIA for both data abstraction and a new form of counter abstraction, we reduce the parameterized problem to finite-state model checking. We demonstrate the practical feasibility of our method by verifying safety and liveness of several fault-tolerant broadcasting algorithms, and finding counter examples in the case where there are more faults than the FTDA was designed for.

I. INTRODUCTION

Fault-tolerant distributed algorithms (FTDA) constitute a core topic of distributed algorithm theory, with a rich body of results [27], [2]. Yet, they have not been systematically studied from a model checking point of view. For FTDAs one typically considers systems of $n$ processes out of which at most $t$ may be faulty. In this paper we consider various faults such as crash faults, omissions, and Byzantine faults. As FTDAs are parameterized in $n$ and $t$, we require parameterized verification to establish the correctness of an FTDA. The pragmatic approach to verify a system of fixed size is not practical, as only very small instances can be verified due to state space explosion [24], [36], [34]. While in classic parameterized model checking the number of processes $n$ is the sole parameter, for FTDAs, $t$ is also a parameter, and is essentially a fraction of $n$, expressed by a resilience condition, e.g., $n > 3t$. Thus, one has to reason about all runs with $n-f$ non-faulty and $f$ faulty processes, where $f \leq t$ and $n > 3t$.

From an operational viewpoint, FTDAs typically consist of multiple processes that communicate by passing messages. As senders can be faulty, a receiver cannot wait for a message from a specific sender process. Thus, most FTDAs use counters to reason about the environment; e.g., if a process receives a certain message from more than $t$ distinct senders, then one of the senders must be non-faulty. A large class of FTDAs expresses these counting arguments using threshold guards:

if received $<$m> from t+1 distinct processes
then action(m);

Threshold guards generalize existential and universal guards [16], i.e., rules that wait for messages from at least one or all processes, respectively. As can be seen from the above example, and as discussed in [24], existential and universal guards are not sufficient to capture advanced FTDAs: Threshold guards are a basic building block that has been used in various environments (various degrees of synchrony, fault assumptions, etc.) and FTDAs, such as consensus [15], software and hardware clock synchronization [19], [32], approximate agreement [14], and $k$-set agreement [13]. The ability to efficiently reason about these guards is thus a keystone for automated parameterized verification of such algorithms.

This paper considers parameterized verification of FTDAs with threshold guards and resilience conditions. We introduce a framework based on a new form of control flow automata that captures the semantics of threshold-guarded FTDAs, and propose a novel two-step abstraction technique. It is based on

parametric interval abstraction (PIA), a generalization of interval abstraction where the interval borders are expressions over parameters rather than constants. Using the PIA domain, we obtain a finite-state model checking problem in two steps:

Step 1: PIA data abstraction. We evaluate the threshold guards over the parametric intervals. Thus, we abstract away unbounded variables and parameters from the process code. We obtain a parameterized system where the replicated processes are finite-state and independent of the parameters.

Step 2: PIA counter abstraction. We use a new form of counter abstraction where the process counters are abstracted to PIA. As Step 1 guarantees that we need only finitely many counters, PIA counter abstraction yields a finite-state system.

To evaluate the precision of our abstractions, we implemented our abstraction technique in a tool chain, and conducted experiments on several FTDAs. Our experiments showed the need for abstraction refinement to deal with spurious counterexamples [7] that are due to parameterized abstraction and fairness. This required novel refinement techniques, which we also discuss in this paper. In addition to refinement of PIA counter abstraction, which is automated in a loop using a model checker and an SMT solver, we are also exploiting simple user-provided invariant candidates (as in [28], [35]) to refine the abstraction.

We verify several FTDAs that have been derived from the well-known distributed broadcast algorithm by Srikant and Toueg [32], [33], and a folklore reliable broadcasting algorithm [2 Sect. 8.2.5.1]. Each of these FTDAs tolerates different faults (e.g., crash, omission, Byzantine), and uses different threshold guards. To the best of our knowledge, we are the first to achieve parameterized automated verification of Byzantine FTDAs.
formalization captures the logic of our case study FTDA. Each edge is labeled with a guard. A path from the step \( q^i \) to \( q^f \) induces a conjunction of all the guards along it, and imposes variables before the step, different valuations (of the primed variables) that satisfy the constraints capture non-determinism.

We use the CFA to represent one atomic instance, the CFA in Figure 1 contains the following transition, \( \langle \text{rcvd} \leq \text{rcvd}' \& \text{rcvd} \leq \text{nsnt} + 1 \rangle \rightarrow \langle \text{nsnt}' = \text{nsnt} + 1 \rangle \)

We reduce this system to a finite state system using the following two ideas. First, we change to a counter-based representation, i.e., the global state is represented by the (abstract) shared variable \( \text{nsnt} \), and by one counter for each of the local states. A counter stores how many processes are in the corresponding local state. Second, as processes interact only via the \( \text{nsnt} \) variable, precisely counting processes in certain states may not be necessary; as \( \text{nsnt} \) already ranges over the abstract domain, it is natural to count processes in terms of the same abstract domain.

The local state of a process is determined by the values of \( \text{sv} \) and \( \text{rcvd} \). Thus, we denote by \( \kappa[x, y] = I \) that the number of processes with \( \text{sv} = x \) and \( \text{rcvd} = y \) lies in the abstract interval \( I \). Then, in Figure 5, the state \( s_0 \) represents the initial states with \( t + 1 \) to \( n - t - 1 \) processes having \( \text{sv} = \text{V0} \) and 1 to \( t \) processes having \( \text{sv} = \text{V1} \). (We omit local states that have the counter value \( I_0 \) to facilitate reading.)
Figure 3 gives a small part of the transition system obtained from the counter abstraction starting from initial state $s_0$. Each transition corresponds to one process taking a step in the concrete system. For instance, in the transition $s_0 \rightarrow s_1$, a process with local state $[V_0, I_0]$ changes its state to $[V_0, I_1]$. Therefore, the counter $\kappa[V_0, I_0]$ is incremented and the counter $\kappa[V_1, I_0]$ is decremented. However, we interpret counters over the abstract domain, the operations of incrementing and decrementing a counter are actually non-deterministic. Consequently, the transition $(s_0, s_1)$ captures the same concrete local step as $(s_0, s_2)$. In $(s_0, s_1)$, the non-deterministic decrement of the abstract counter $\kappa[V_0, I_0]$ did not change its value.

Typically, the specifications of FTDAs refer to global states where “there is a process in a given local state” or “all processes are in a given local state.” To express this via counters, we have to check whether counter values are $I_0$.

**Abstraction refinement.** Our abstraction steps result in a system which is an over-approximation of all systems with fixed parameters. For instance, the non-determinism in the counters may “increase” or “decrease” the number of processes in a system, although in all concrete system the number of processes is constant: Consider the transition $(s_2, s_6)$ in Figure 3 and let $x, y, z$ be the non-negative integers that are in $s_2$ abstracted to $\kappa[V_0, I_0]$, $\kappa[V_0, I_1]$, and $\kappa[V_1, I_0]$, respectively. Similarly $y'$ and $z'$ are abstracted to $\kappa[V_0, I_1]$ and $\kappa[V_1, I_0]$ in $s_6$. If the following inequalities do not have a solution under the resilience condition $(n > 3t, t \geq f)$, then there is no concrete system with a transition between two states that are abstracted to $s_2$ and $s_6$, respectively.

$$1 \leq x < t + 1, \quad 1 \leq y < t + 1, \quad 1 \leq z < t + 1,$$
$$1 \leq y' < t + 1, \quad 1 \leq z' < t + 1, \quad x + y + z = y' + z' = n - f.$$

We use an SMT solver for this, and examine each transition of a counterexample returned by a model checker. If a transition is spurious, then we remove it from the abstract system.

**Related abstractions.** Interval abstraction [10] is a natural solution to the problem of unboundedness of local variables. However, if we fixed the interval bounds to numeric values, then they would not be aligned to the thresholds, and the abstraction would not be sufficiently precise to do parametric verification. At the same time, we do not have to deal with symbolic ranges over variables in the sense of [30], because for FTDAs the interval bounds are constant in each run.

Further, we want to produce a single process skeleton that is independent of parameters and captures the behavior of all process instances. This can be done by using ideas from existential abstraction [9], [12], [25] and sound abstraction of fairness constraints [25]. We combine these two ideas to arrive at PIA data abstraction.

The PIA counter abstraction is similar to [29], in that counters range over an abstract domain, and increment and decrement is done using existential abstraction. The domain in [29] consists of three values representing 0, 1, or more. This domain is sufficient for mutual-exclusion-like problems: It allows to distinguish good from bad states, while it is not possible (and also not necessary) to distinguish two bad states: A bad state is one where at least two processes are in the critical section, which is precisely abstracted in the three-valued domain. However, two bad states where, e.g., 2 and 3 processes are in the critical section, respectively, cannot be distinguished. Verification of threshold-based FTDAs requires more involved counting; e.g., we have to capture whether at least $n - t$ processes or at most $t$ processes incremented $nsnt$. Therefore, we use counters from the PIA domain.

### III. System Model with Multiple Parameters

In this section we develop all notions that are required to precisely state the parameterized model checking problem for multiple parameters. As running example, we use the parameters mentioned above, namely, the number of processes $n$, the upper bound on the number of faults $t$, and the actual number of faults $f$. We start to define parameterized processes (that access shared variables) in a way that allows us to modularly compose them into a parameterized system instance.

We apply this modeling to verify FTDAs as follows: as input we take a process description that uses the parameters $n$ and $t$ in the code. From this we construct a system instance parameterized with $n, t,$ and $f$, which then describes all runs of an algorithm in which exactly $f$ faults occur. The verification problem for a distributed algorithm in the concrete case with fixed $n$ and $t$ is the composition of model checking problems that differ in the actual value of $f \leq t$. This modeling also allows us to set $f = t + 1$, which models runs in which more faults occur than expected, and search for counterexamples. For the parameterized case, we introduce a resilience condition on these parameters, and require to verify the algorithm for all values of parameters that satisfy the resilience condition.

We define the parameters, local variables of the processes, and shared variables referring to a single domain $D$ that is totally ordered and has the operations of addition and subtraction. In this paper we assume that $D$ is the set of nonnegative integers $\mathbb{N}_0$.

We start with some notation. Let $Y$ be a finite set of variables ranging over $D$. We denote by $D^{|Y|}$, the set of all $|Y|$-tuples of variable values. Given $s \in D^{|Y|}$, we use the expression $s.y$, to refer to the value of a variable $y \in Y$ in
vector $s$. For two vectors $s$ and $s'$, by $s = \chi s'$ we denote the fact that for all $x \in X$, $s.x = s'.x$ holds.

**Process.** The set of variables $V$ is $\{sv\} \cup \Lambda \cup \Gamma \cup \Pi$: The variable $sv$ is the status variable that ranges over a finite set $SV$ of status values. The finite set $\Lambda$ contains variables that range over the domain $D$. The variable $sv$ and the variables from $\Lambda$ are local variables. The finite set $\Gamma$ contains the shared variables that range over $D$. The finite set $\Pi$ is a set of parameter variables that range over $D$.

In our example, $\Pi = \{n,t,f\}$, and the resilience condition $RC(n,t,f)$ is $n > 3t \land f \leq t \land t > 0$. Then, we denote the set of admissible parameters by $P_{RC} = \{p \in D^{[\Pi]} \mid RC(p)\}$.

A process operates on states from the set $S = SV \times D^{[\Lambda]} \times D^{[\Gamma]} \times D^{[\Pi]}$. Each process starts its computation in an initial state from a set $S^0 \subseteq S$. A relation $R \subseteq S \times S$ defines transitions from one state to another, with the restriction that the values of parameters remain unchanged, i.e., for all $(s,t) \in R$, $s = s_1 t$. Then, a parameterized process skeleton is a tuple $S = (S, S^0, R)$.

We get a process instance by fixing the parameter values $p \in P_{RC}$: one can restrict the set of state $|S| = \{s \in S \mid s =_\Pi p\}$ as well as the set of transitions to $R(p) = R \cap (\{s\} \times S^0)$. Then, a process instance is a parameter skeleton $Sk[p] = (S_p, S^0_p, R_p)$. Where $p$ is constant.

**System Instance.** For fixed admissible parameters $p$, a distributed system is modeled as an asynchronous parallel composition of identical processes $Sk[p]$. The number of processes depends on the parameters. To formalize this, we define the size of a system (the number of processes) using a function $N: P_{RC} \rightarrow \mathbb{N}$, for instance, when modeling only correct processes explicitly, we use $n = f$ for $N(n, t, f)$.

Given $p \in P_{RC}$, and a process skeleton $Sk = (S, S^0, R)$, a system instance is defined as an asynchronous parallel composition of $N(p)$ process instances, indexed by $i \in \{1, \ldots, N(p)\}$, with standard interleaving semantics. Let $AP$ be a set of atomic propositions. A system instance $Inst(p, Sk)$ is a Kripke structure $(S_I, \sigma^0_I, R_I, AP, \lambda_I)$ where:

- $S_I = \{(\sigma[i], \ldots, \sigma[N(p)]) \in (S_p)^{N(p)} \mid \forall i,j \in \{1, \ldots, N(p)\}, \sigma[i] =_{\Pi \cup \Gamma} \sigma[j]\}$ is the set of (global) states. Informally, a global state $\sigma$ is a Cartesian product of the state $\sigma[i]$ of each process $i$, with identical values of parameters and shared variables at each process.
- $S_I^0 = (S^0)^{N(p)} \cap S_I$ is the set of initial (global) states, where $(S^0)^{N(p)}$ is the Cartesian product of initial states of individual processes.
- A transition $(\sigma, \sigma')$ from a global state $\sigma \in S_I$ to a global state $\sigma' \in S_I$ belongs to $R_I$ iff there is an index $i$, $1 \leq i \leq N(p)$, such that:
  - (MOVE) The $i$-th process moves: $(\sigma[i], \sigma'[i]) \in R(p)$.
  - (FRAME) The values of the local variables of the other processes are preserved: for every process index $j \neq i$, $1 \leq j \leq N(p)$, it holds that $\sigma[j] =_{\Pi \cup \Gamma} \sigma'[j].$
- $\lambda_I: S_I \rightarrow 2^{AP}$ is a state labeling function.

**Remark 1:** The set of global states $S_I$ and the transition relation $R_I$ are preserved under every transposition $i \leftrightarrow j$ of process indices $i$ and $j$ in $\{1, \ldots, N(p)\}$. That is, every system $Inst(p, Sk)$ is fully symmetric by construction.

**Atomic Propositions.** We define the set of atomic propositions $AP$ to be the disjoint union of $AP_{SV}$ and $AP_D$: The set $AP_{SV}$ contains propositions that capture comparison against a given status value $Z \in SV$, i.e., $[\forall i. sv_i = Z]$ and $[\exists i. sv_i = Z]$. Further, the set of atomic propositions $AP_D$ captures comparison of variables $x, y$, and a linear combination $c$ of parameters from $\Pi$; $AP_D$ consists of propositions of the form $[\exists i. x_i + c < y_i]$ and $[\forall i. x_i + c \geq y_i]$.

The labeling function $\lambda_I$ of a system instance $Inst(p, Sk)$ maps a state $\sigma$ to expressions $p$ from $AP$ as follows (the existential case is defined accordingly using disjunctions):

$$\forall i. sv_i = Z \in \lambda_I(\sigma)$$

$$\forall i. x_i + c \geq y_i \in \lambda_I(\sigma)$$

**Temporal Logic.** We specify properties using temporal logic LTL-X over $AP_{SV}$. We use the standard definitions of paths and LTL-X semantics [1]. A formula of LTL-X is defined inductively as: (i) a literal $p$ or $\neg p$, where $p \in AP_{SV}$, or (ii) $\varphi \land \psi$, $\varphi \lor \psi$, $\varphi \psi$, $\varphi \land \psi$, where $\varphi$ and $\psi$ are LTL-X formulas.

_Fairness._ We are interested in verifying safety and liveness properties. The latter can be usually proven only in the presence of fairness constraints. As in [24, 29], we consider verification of safety and liveness in systems with justice constraints. We define fair paths of a system instance $Inst(p, Sk)$ using a set of justice constraints $J \subseteq AP_D$. A path $\pi$ of a system $Inst(p, Sk)$ is $J$-fair iff for every $p \in J$ there are infinitely many states $\sigma$ in $\pi$ with $p \in \lambda_I(\sigma)$. By $Inst(p, Sk) \models J \varphi$ we denote that the formula $\varphi$ holds on all $J$-fair paths of $Inst(p, Sk)$.

**Definition 2:** Given a system description containing:

- a domain $D$,
- a parameterized process skeleton $Sk = (S, S^0, R)$,
- a resilience condition $RC$ (generating a set of admissible parameters $P_{RC}$),
- a system size function $N$,
- justice requirements $J$,

and an LTL-X formula $\varphi$, the parameterized model checking problem (PMCP) is to verify $\forall p \in P_{RC}. Inst(p, Sk) \models J \varphi$.

**IV. Threshold-Guarded FTDA**

In [24], we formalized threshold-guarded FTDA in Promela. In order to introduce our abstraction technique, we propose a language-independent approach that focuses on the control flow and is based on control flow automata (CFA) [21].

_A guarded control flow automaton_ (CFA) is an edge-labeled directed acyclic graph $A = (Q, q_I, q_F, E)$ with a finite set $Q$ of nodes called locations, an initial location $q_I \in Q$, and a final location $q_F \in Q$. A path from $q_I$ to $q_F$ is used to describe one step of a distributed algorithm. The edges have the form...
where guard is defined as an expression of one of the following forms where \( a_0, \ldots, a_{|\Pi|} \in \mathbb{Z} \), and \( \Pi = \{ p_1, \ldots, p_{|\Pi|} \} \):
- if \( Z \in SV \), then \( sv = Z \) and \( sv \neq Z \) are status guards;
- if \( x \) is a variable in \( D \) and \( \preceq \in \{ \leq, > \} \), then
  \[
  a_0 + \sum_{1 \leq i \leq |\Pi|} a_i \cdot p_i \prec x
  \]
  is a threshold guard;
- if \( y, z_1, \ldots, z_k \) are variables in \( D \) for \( k \geq 1 \), and \( \preceq \in \{ =, \neq, \prec, \leq, >, \geq \} \), and \( a_0, \ldots, a_{|\Pi|} \in \mathbb{Z} \), then
  \[
  y \preceq z_1 + \cdots + z_k + (a_0 + \sum_{1 \leq i \leq |\Pi|} a_i \cdot p_i)
  \]
  is a comparison guard;
- a conjunction \( g_1 \land g_2 \) of guards \( g_1 \) and \( g_2 \) is a guard.

Status guards are used to capture the basic control flow. Threshold guards capture the core primitive of the FTDAs we consider. Finally, comparison guards are used to model send and receive operations. Figure 1 shows an example CFA with \( \Gamma = \{ snt \} \), \( \Lambda = \{ rcvd \} \), and \( \Pi = \{ n, t, f \} \).

Obtaining a Skeleton from a CFA. One step of a process skeleton is defined by a path from \( q_j \) to \( q_F \) in a CFA. Given \( SV, \Sigma, \Gamma, \Lambda, \Pi, RC \), and a CFA \( A \), we define the process skeleton \( SK(A) = (S, S^0, R) \) induced by \( A \) as follows: The set of variables used by the CFA is \( W = \Pi \cup \Lambda \cup \Gamma \cup \{ sv \} \cup \{ x' \mid x \in \Lambda \cup \Gamma \cup \{ sv \} \} \), which may contain also temporary variables. A variable \( x \) corresponds to the value before a step, \( x' \) to the value after the step, and \( x^0, x^1, \ldots \) to intermediate values. A path \( p \) from \( q_j \) to \( q_F \) induces a conjunction of all the guards along it. We call a mapping \( v \) from \( W \) to the values from the respective domains a valuation. We write \( v \models p \) to denote that the valuation \( v \) satisfies the guards of the path \( p \). We define the mapping between a CFA \( A \) and the transition relation of a process skeleton \( SK(A) \): If there is a path \( p \) and a valuation \( v \) with \( v \models p \), then \( v \) defines a single transition \((s, t)\) of a process skeleton \( SK(A) \), if for each variable \( x \in \Lambda \cup \Gamma \cup \{ sv \} \) it holds that \( s.x = v(x) \) and \( t.x = v(x') \) for each parameter variable \( z \in \Pi \), \( s.z = t.z = v(z) \). Finally, the initial states \( S^0 \) need to be specified. For the type of algorithms we consider in this paper, all the variables of the skeleton that range over \( D \) are initialized to 0, and \( sv \) ranging over \( SV \) takes an initial value from a fixed subset of \( SV \). (For other algorithms, or self-stabilizing systems, one would choose different initializations.)

Remark 3: It might seem restrictive that our guards do not contain, e.g., increment, assignments, non-deterministic choice from a range of values. However, all these statements can be translated in our formalism using the SSA transformation algorithm from [11]. For instance, Figure 1 has been obtained from the Promela case study in [24], which contains the mentioned statements. Figures 1 and 2 provide two of the algorithms we have used for our experiments in Section VII.

Definition 4 (PMCP for CFA): We define the Parameterized Model Checking Problem for CFA \( A \) by specializing Definition 2 to the parameterized process skeleton \( SK(A) \).

The problem given in Definition 4 is undecidable even if the CFA contains only status variables [23].

V. ABSTRACTION SCHEME

The input to our abstraction method is the infinite parameterized family \( \mathcal{F} = \{ \text{Inst}(\mathbf{p}, SK(A)) \mid \mathbf{p} \in P_{RC} \} \) of Kripke structures specified via a CFA \( A \). The family \( \mathcal{F} \) has two principal sources of unboundedness: unbounded variables in the process skeleton \( SK(A) \), and the unbounded number of processes \( N(p) \). We deal with these two aspects separately, using two abstraction steps, namely the PIA data abstraction and the PIA counter abstraction. In both abstraction steps we use the parametric interval abstraction PIA.

Given a CFA \( A \), let \( G_A \) be the set of all linear combinations \( a_0 + \sum_{1 \leq i \leq |\Pi|} a_i \cdot p_i \) in the left-hand sides of \( A \)’s threshold guards. Every expression \( \varepsilon \in G_A \) defines a function \( f_{\varepsilon} : P_{RC} \rightarrow D \). Let \( T = \{ 0, 1 \} \cup \{ f_{\varepsilon} \mid \varepsilon \in G_A \} \) be a finite threshold set, and \( \mu + 1 \) its cardinality. For convenience, we name elements of \( T \) as \( \theta_0, \theta_1, \ldots, \theta_\mu \) with \( \theta_0 \) corresponding to the constant function 0, and \( \theta_1 \) corresponding to the constant 1. E.g., the CFA in Fig. 1 has the threshold set \( \{ \theta_0, \theta_1, \theta_2, \theta_3 \} \), where \( \theta_0(n, t, f) = t + 1 \) and \( \theta_3(n, t, f) = n - t \). Then, we define the domain of parametric intervals as:

\[
\hat{D} = \{ I_j \mid 0 \leq j \leq \mu \}
\]

Our abstraction rests on an implicit property of many FTDAs, namely, that the resilience condition \( RC \) induces an order on the thresholds used in the algorithm (e.g., \( t + 1 < n - t \)).

Definition 5: The finite set \( T \) is uniformly ordered if for all \( \mathbf{p} \in P_{RC} \), and all \( \theta_j(p) \) and \( \theta_k(p) \) in \( T \) with \( 0 \leq j < k \leq \mu \), it holds that \( \theta_j(p) < \theta_k(p) \).

Assuming such an order does not limit the application of our approach: In cases where only a partial order is induced by \( RC \), one can simply enumerate all finitely many total orders. As parameters, and thus thresholds, are kept unchanged in a run, one can verify an algorithm for each threshold order separately, and then combine the results.

Definition 2 allows us to properly define the parameterized abstraction function \( \alpha_{\mathbf{p}} : D \rightarrow \hat{D} \) and the parameterized concretization function \( \gamma_{\mathbf{p}} : \hat{D} \rightarrow D^\mu \):

\[
\alpha_{\mathbf{p}}(x) = \begin{cases} I_j & \text{if } x \in [\theta_j(p), \theta_{j+1}(p)] \text{ for some } 0 \leq j \leq \mu \\ I_\mu & \text{otherwise.} \end{cases}
\]

\[
\gamma_{\mathbf{p}}(I_j) = \begin{cases} [\theta_j(p), \theta_{j+1}(p)] & \text{if } j < \mu \\ [\theta_\mu(p), \infty] & \text{otherwise.} \end{cases}
\]

From \( \theta_0(p) = 0 \) and \( \theta_1(p) = 1 \), it immediately follows that for all \( \mathbf{p} \in P_{RC} \), we have \( \alpha_{\mathbf{p}}(0) = I_0, \alpha_{\mathbf{p}}(1) = I_1, \) and \( \gamma_{\mathbf{p}}(I_0) = \{ 0 \} \). Moreover, from the definitions of \( \alpha, \gamma \), and Definition 5 one immediately obtains:

Proposition 6: For all \( \mathbf{p} \in P_{RC} \), and for all \( a \in D \), it holds that \( a \in \gamma_{\mathbf{p}}(\alpha_{\mathbf{p}}(a)) \).

Definition 7: We define comparison between parametric intervals \( I_k \) and \( I_\ell \) as \( I_k \leq I_\ell \) iff \( k \leq \ell \).

The PIA domain has similarities to predicate abstraction since the interval borders are naturally expressed as predicates, and computations over PIA are directly reduced to SMT solvers. However, notions such as the order of Definition 7 are not naturally expressed in terms of predicate abstraction.
A. PIA data abstraction

We now discuss an existential abstraction of a formula $\Phi$ that is either a threshold or a comparison guard (we consider other guards later). To this end, we introduce notation for sets of vectors satisfying $\Phi$. According to Section IV, formula $\Phi$ has two kinds of free variables: parameter variables from $\Pi$ and data variables from $\Delta \cup \Gamma$. Let $x^p$ be a vector of parameter variables $(x_1^p, \ldots, x_{|\Pi|}^p)$ and $x^v$ be a vector of variables $(x_1, \ldots, x_k)$ over $D^k$. Given a $k$-dimensional vector $d$ of values from $D$, by

$$x^p = p, x^v = d \models \Phi$$

we denote that $\Phi$ is satisfied on concrete values $x_1^v = d_1, \ldots, x_k^v = d_k$ and parameter values $p$. Then, we define:

$$||\Phi||_3 = \{d \in D^k \mid \exists p \in P_{RC} \exists d = (d_1, \ldots, d_k) \in D^k. d = (\alpha_p(d_1), \ldots, \alpha_p(d_k)) \land x^p = p, x^v = d \models \Phi\}$$

Hence, the set $||\Phi||_3$ contains all vectors of abstract values that correspond to some concrete values satisfying $\Phi$. Parameters do not appear anymore due to existential quantification. A PIA existential abstraction of $\Phi$ is defined to be a formula $\hat{\Phi}$ over a vector of variables $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_k)$ over $D^k$ such that $\{d \in D^k \mid \exists \hat{d} \models \hat{\Phi}\} \supseteq ||\Phi||_3$.

Computing PIA abstractions. The central property of our abstract domain is that it allows to abstract comparisons against thresholds (i.e., threshold guards) in a precise way. That is, we can abstract formulas of the form $\theta_j(p) \leq x_1$ by $I_j \leq \hat{x}_1$ and $\theta_j(p) > x_1$ by $I_j > \hat{x}_1$. In fact, this abstraction is precise in the following sense.

**Proposition 8:** For all $p \in P_{RC}$ and all $a \in D$: $\theta_j(p) \leq a \iff I_j \leq \alpha_p(a)$, and $\theta_j(p) > a \iff I_j > \alpha_p(a)$.

For comparison guards we use the general form, well-known from the literature, from the following proposition.

**Proposition 9:** If $\Phi$ is a formula over variables $x_1, \ldots, x_k$ over $D$, then $\forall (d_1, \ldots, d_k) \in ||\Phi||_3 \exists \hat{d} = \{d_1 \land \ldots \land d_k\}$ is a PIA existential abstraction.

If the domain $\bar{D}$ is small (as it is in our case), then one can enumerate all vectors of abstract values in $\bar{D}^k$ and check which belong to our abstraction $||\Phi||_3$, using an SMT solver. As example consider the PIA domain $\{I_0, I_1, I_2, I_3\}$ for the CFA from Fig. 1. Fig. 2 illustrates $||\Phi||_3$ of $x_2 = x_1 + 1$ and the use of the formula from Proposition 9.

Transforming CFA. We now describe a general method to abstract guard formulas, and thus construct an abstract process skeleton. To this end, we denote by $\alpha_E$ a mapping from a concrete formula $\Phi$ to some existential abstraction of $\Phi$ (not necessarily constructed as above). By fixing $\alpha_E$, we can define an abstraction of a guard of a CFA:

$$\text{abs}(g) = \begin{cases} \alpha_E(g) & \text{if } g \text{ is a threshold guard} \\ \alpha_E(g) & \text{if } g \text{ is a comparison guard} \\ g & \text{if } g \text{ is a status guard} \\ \text{abs}(g_1) \land \text{abs}(g_2) & \text{otherwise, i.e., } g \text{ is } g_1 \land g_2 \end{cases}$$

By abusing the notation, for a CFA $\mathcal{A}$ by $\text{abs}(\mathcal{A})$ we denote the CFA that is obtained from $\mathcal{A}$ by replacing every guard $g$ with $\text{abs}(g)$. Note that $\text{abs}(\mathcal{A})$ contains only guards over $sv$ and over abstract variables over $\bar{D}$. For model checking, we have to reason about the Kripke structures that are built using the skeletons obtained from CFAs. We denote by $\text{Sk}_{\text{abs}}(\mathcal{A})$, the process skeleton that is induced by CFA $\text{abs}(\mathcal{A})$, and by $\text{Inst}(p, \text{Sk}_{\text{abs}}(\mathcal{A}))$ an instance constructed from $\text{Sk}_{\text{abs}}(\mathcal{A})$.

**Soundness.** It can be shown that for all $p \in P_{RC}$, and for all CFA $\mathcal{A}$, $\text{Inst}(p, \mathcal{A}(\mathcal{A}))$ is simulated by $\text{Inst}(p, \text{Sk}_{\text{abs}}(\mathcal{A}))$, with respect to $\text{AP}_{SV}$. Moreover, the abstraction of a $J$-fair path of $\text{Inst}(p, \mathcal{A}(\mathcal{A}))$ is a $J$-fair path of $\text{Inst}(p, \text{Sk}_{\text{abs}}(\mathcal{A}))$.

B. PIA counter abstraction

In this section, we present a counter abstraction inspired by [29], which maps a system instance constructed of identical finite state process skeletons to a single finite state system. We use the PIA domain $\bar{D}$ along with abstractions $\alpha_E\{x' = x + 1\}$ and $\alpha_E\{x' = x - 1\}$ for the counters.

Let us consider a process skeleton $\text{Sk} = (S, S_0, R)$, where $S = SV \times D^{|\Delta|} \times D^{|\Gamma|} \times D^{|\Pi|}$ that is defined using an arbitrary finite domain $\bar{D}$. We present counter abstraction over the abstract domain $\bar{D}$ in two stages, where the first stage is only a change in representation, but not an abstraction.

**Stage 1: Vector Addition System with States (VASS).** Let $L = \{l \in SV \times \bar{D}^{|\Delta|} \mid \exists s \in S. l = (s, |\Delta|) \}$ be the set of local states of a process skeleton. As the domain $\bar{D}$ and the set of local variables $\Delta$ are finite, $L$ is finite. We write the elements of $L$ as $l_1, \ldots, l_{|L|}$. We define the counting function $K: S_I \times L \rightarrow D$ such that $K(\sigma, l)$ is the number of processes $i$ whose local state is $l$ in global state $\sigma$ in $S_I$, i.e., $\sigma[i] = (w)_{i \in \Delta}. l$. Thus, we represent the system state $\sigma$ as a tuple $\{g_1, \ldots, g_k, K(\sigma, l_1), \ldots, K(\sigma, l_{|L|})\}$, i.e., by the shared global state and by the counters for the local states. If a process moves from local state $l_i$ to local state $l_j$, the counters of $l_i$ and $l_j$ will decrement and increment, respectively.

**Stage 2: Abstraction of VASS.** We abstract the counters $K$ of the VASS representation using the PIA domain to obtain a finite state Kripke structure $C(\text{Sk})$. To compute $C(\text{Sk}) = (S_C, S_0, R_C, AP, \lambda_C)$ we proceed as follows:

A state $w \in S_C$ is given by values of shared variables from the set $\Gamma$, ranging over $D^{|\Pi|}$, and by a vector...
\((\kappa[\ell_1], \ldots, \kappa[\ell_L])\) over the abstract domain \(\hat{D}\) from Section [V]. More concisely, \(S_C = \hat{D}^{[L]} \times \hat{D}^{[1]}\).

**Definition 10:** The parameterized abstraction mapping \(h_{\text{cnt}}^p\) maps a global state \(\sigma\) of the system \(\text{Inst}(p, Sk)\) to a state \(w\) of the abstraction \(C(Sk)\) such that: For all \(\ell \in L\) it holds that \(w, \kappa[\ell] = \alpha_{\text{p}}[K[\sigma, \ell]],\) and \(w = T \sigma\).

From the definition, one can see how to construct the initial states. Informally, we require (1) that the initial shared states of \(C(Sk)\) correspond to initial shared states of \(Sk\), (2) that there are actually \(N(p)\) processes in the system, and (3) that initially all processes are in an initial state.

The intuition for the construction of the transition relation is as follows: Like in VASS, a step that brings a process from local state \(\ell_i\) to \(\ell_j\) can be modeled by decrementing the (non-zero) counter of \(\ell_i\) and incrementing the counter of \(\ell_j\) using the existential abstraction \(\alpha_{E}(\{\kappa'[\ell_i] = \kappa[\ell_i] - 1\})\) and \(\alpha_{E}(\{\kappa'[\ell_j] = \kappa[\ell_j] + 1\})\).

**Soundness:** We show that for all \(p \in P_{RC}\), and for all finite state process skeletons \(Sk\), \(\text{Inst}(p, Sk)\) is simulated by \(C(Sk)\), w.r.t. \(AP_{SV}\). Further, the abstraction of a \(J\)-fair path of \(\text{Inst}(p, Sk)\) is a \(J\)-fair path of \(C(Sk)\).

**Theorem 11 (Soundness of data & counter abstraction):** For all CFA \(A\), and for all formulas \(\varphi\) from LTL over \(AP_{SV}\) and justice constraints \(J \subseteq AP_p;\) if \(C(Sk_{\text{abs}}(A)) \models \varphi\), then for all \(p \in P_{RC}\) it holds \(\text{Inst}(p, Sk(A)) \models \varphi\).

**VI. ABSTRACTION REFINEMENT**

The states of the abstract system are determined by variables over \(\hat{D}\). Proposition [VIII] shows that we precisely abstract the relevant properties of our variables, i.e., comparisons to thresholds. Hence, the classic CEGAR approach [VII], which consists of refining the state space, does not appear suitable. However, the non-determinism due to our existential abstraction leads to spurious transitions that one can eliminate.

We encountered two sources of spurious transitions: As discussed in Section [VII], transitions can “lose processes,” i.e., any concretization of the abstract number of processes is less than the number of processes we started with. This is not within the assumption of FTDAs, and thus spurious. Second, in our case study (cf. Figure [I]) processes increase the global variable \(\text{nsnt}\) by one, when they transfer to a state where the value of the status variable is in \{SE, AC\}. Hence, in concrete system instances, \(\text{nsnt}\) should always be equal to the number of processes whose status variable value is in \{SE, AC\}, while due to phenomena similar to those discussed above, we can “lose messages” in the abstract system.

The experiments show that in our case studies neither losing processes nor losing messages has influence on the verification of safety specifications. However, these behaviors pose challenges for liveness as they lead to spurious counterexamples: Message passing FTDAs typically require that a process receives messages from (nearly) all correct processes, which is problematic for processes (i.e., potential senders) or messages are lost.

Besides, in Figure [I] we model message receptions by an update of the variable \(\text{rcvd}\), more precisely, \(\text{rcvd} \leq \text{rcvd'} \land \text{rcvd'} \leq \text{nsnt} + f\). One may observe that this alone does not require that the value of \(\text{rcvd}\) actually increases. Hence, we add justice requirements, e.g., \(J = \{(\text{rcvd} \geq \text{nsnt})\}\) in our case study. As observed by [29], counter abstraction may lead to justice suppression. Given a counter-example in the form of a lasso, we detect whether its loop contains only unjust states. If this is the case, similar to an idea from [29], we refine \(C(Sk_{\text{abs}}(A))\) by adding a justice requirement, which is consistent with existing requirements in all concrete instances.

Below, we give a general framework for a sound refinement of \(C(Sk_{\text{abs}}(A))\). (In [23], we provide a more detailed discussion on the practical refinement techniques that we use in our experiments.) To simplify presentation, we define a monster system as a (possibly infinite) Kripke structure \(\text{Sys}_{\omega} = (S_{\omega}, S_{\omega}^0, R_{\omega}, AP, \lambda_{\omega})\), whose state space and transition relation are disjoint unions of state spaces and transition relations of system instances \(\text{Inst}(p, Sk(A)) = (S_p, S_p^0, R_p, AP, \lambda_p)\) over all admissible parameters: \(S_\omega = \bigcup_{p \in P_{RC}} S_p,\) \(S_{\omega}^0 = \bigcup_{p \in P_{RC}} S_{p}^0,\) \(R_{\omega} = \bigcup_{p \in P_{RC}} R_p\) \(\lambda_{\omega} : S_{\omega} \rightarrow 2^{AP}\) and \(\forall p \in P_{RC}, \forall s \in S_p, \lambda_{\omega}(s) = \lambda_p(s)\)

Let \(h : S_{\omega} \rightarrow S_C\) be an abstraction mapping, e.g., a combination of the abstraction mappings from Section [V].

**Definition 12:** A sequence \(T = \{\sigma_i\}_{i \geq 1}\) is a concretization of path \(\hat{T} = \{w_i\}_{i \geq 1}\) from \(C(Sk_{\text{abs}}(A))\) if and only if \(\sigma_1 \in S_{\omega}^0\) and for all \(i \geq 1\) it holds \(h(\sigma_i) = w_i\).

**Definition 13:** A path \(\hat{T}\) of \(C(Sk_{\text{abs}}(A))\) is a spurious path iff every concretization \(T\) of \(\hat{T}\) is not a path in \(\text{Sys}_{\omega}\).

A prerequisite to abstraction refinement is to check whether a counter-example provided by the model checker is spurious. While for finite state systems there are methods to detect whether a path is spurious [7], we are not aware of a method to detect whether a path \(T\) in \(C(Sk_{\text{abs}}(A))\) corresponds to a path in the (concrete) infinite monster system \(\text{Sys}_{\omega}\). Therefore, we limit ourselves to detecting and refining uniformly spurious transitions and unjust states. We first consider spurious transitions.

**Definition 14:** An abstract transition \((w, w') \in R_C\) is uniformly spurious iff there is no transition \((\sigma, \sigma') \in R_\omega\) with \(w = h(\sigma)\) and \(w' = h(\sigma')\).

The following theorem provides us with a general criterion that ensures that removing uniformly spurious transitions does not affect the property of transition preservation.

**Theorem 15:** Let \(T \subseteq R_C\) be a set of spurious transitions. Then for every transition \((\sigma, \sigma') \in R_\omega\) there is a transition \((h(\sigma), h(\sigma'))\) in \(R_\omega \setminus T\).

It follows that the system \((S_C, S_C^0, R_C \setminus T, AP, \lambda_C)\) still simulates \(\text{Sys}_{\omega}\). After considering spurious transitions, we now consider justice suppression.

**Definition 16:** An abstract state \(w \in S_C\) is unjust under \(q \in AP_p\) iff there is no concrete state \(s \in S_\omega\) with \(w = h(\sigma)\) and \(q \in \lambda_{\omega}(\sigma)\).

Consider infinite counterexamples of \(C(Sk_{\text{abs}}(A))\), which have a form of lassos \(w_1 \ldots w_k(w_{k+1} \ldots w_m)^\omega\). For such a counterexample \(T\) we denote the set of states in the lasso’s loop by \(U\). We then check, whether all states of \(U\) are unjust.
under some justice constraint $q \in J$. If this is the case, then $T$ is a spurious counterexample, because the justice constraint $q$ is violated. Note that it is sound to only consider infinite paths, where states outside of $U$ appear infinitely often; in fact, this is a justice requirement. To refine $C$’s unjust behavior we add a corresponding justice requirement. Formally, we augment $J$ (and $AP_J$) with a propositional symbol $[off \ U]$. Further, we augment the labelling function $\lambda$ such that every $w \in S_C$ is labelled with $[off \ U]$ if and only if $w \notin U$.

**Theorem 17:** Let $J \subseteq AP_J$ be a set of justice requirements, $q \in J$, and $U \subseteq S_C$ be a set of unjust states under $q$. Let $\pi = \{\sigma_i\}_{i \geq 1}$ be an arbitrary fair path of $Sys_C$ under $J$. The path $\pi = \{h(\sigma_i)\}_{i \geq 1}$ is fair in $C(\text{SKabs}(A))$ under $J \cup \{[off \ U]\}$.

From this we derive that loops containing only unjust states can be eliminated, and thus $C(\text{SKabs}(A))$ be refined.

We encountered cases where several non-uniform spurious transitions resulted in a uniformly spurious path (i.e., a counterexample). We refine such spurious behavior by invariants. These invariants are provided by the user as invariant can be eliminated, and thus $C(\text{SKabs}(A))$ be refined.

| $M \models \varphi$? | RC | Spin Time | Spin Memory | Spin States | Spin Depth | $|D|$ | #R | Total Time |
|----------------------|----|------------|-------------|------------|------------|-------|-----|------------|
| $Byz \neq U$ (A)     | 2.3 s | 82 MB | 483kB | 9154 | 4 | 0 | 4 s |
| $Byz \neq C$ (B)     | 3.5 s | 104 MB | 970kB | 20626 | 4 | 10 | 32 s |
| $Sym \neq U$ (A)     | 6.3 s | 107 MB | 1327kB | 20844 | 4 | 10 | 24 s |
| $Sym \neq C$ (A)     | 0.1 s | 67 MB | 19kB | 897 | 3 | 0 | 1 s |
| $Sym \neq R$ (A)     | 0.1 s | 67 MB | 19kB | 1113 | 3 | 2 | 3 s |
| $Out \neq R$ (A)     | 0.3 s | 69 MB | 87kB | 2047 | 3 | 12 | 16 s |
| $Out \neq C$ (A)     | 0.1 s | 66 MB | 4k | 487 | 3 | 0 | 1 s |
| $Out \neq U$ (A)     | 0.1 s | 66 MB | 7k | 747 | 3 | 5 | 6 s |
| $Out \neq R$ (A)     | 0.1 s | 66 MB | 8k | 704 | 3 | 5 | 10 s |
| $Cln \neq U$ (A)     | 0.3 s | 67 MB | 30kB | 1371 | 3 | 0 | 2 s |
| $Cln \neq C$ (A)     | 0.4 s | 67 MB | 35kB | 1707 | 3 | 4 | 8 s |
| $Cln \neq R$ (A)     | 1.1 s | 67 MB | 51kB | 2162 | 3 | 13 | 31 s |
| $RBC \neq U$         | —    | —        | —          | —          | —         | —    | —   | —          |
| $RBC \neq C$ (B)     | 5.2 s | 101 MB | 1093kB | 17685 | 4 | 9 | 56 s |
| $RBC \neq R$ (B)     | 3.7 s | 102 MB | 988kB | 19772 | 4 | 11 | 52 s |
| $RBC \neq R$ (B)     | 0.4 s | 67 MB | 59k | 6194 | 4 | 10 | 17 s |
| $Sym \neq U$ (C)     | 3.4 s | 87 MB | 655kB | 10385 | 4 | 0 | 5 s |
| $Sym \neq C$ (C)     | 3.9 s | 101 MB | 96kB | 20651 | 4 | 9 | 32 s |
| $Sym \neq R$ (C)     | 2.1 s | 91 MB | 97kB | 14172 | 4 | 30 | 78 s |
| $Sym \neq U$ (B)     | 0.1 s | 67 MB | 19k | 947 | 3 | 0 | 2 s |
| $Sym \neq C$ (B)     | 0.1 s | 67 MB | 18k | 1175 | 3 | 2 | 4 s |
| $Sym \neq R$ (B)     | 0.2 s | 67 MB | 42kB | 1681 | 3 | 8 | 12 s |
| $Out \neq U$ (D)     | 0.1 s | 66 MB | 5k | 487 | 3 | 0 | 1 s |
| $Out \neq C$ (D)     | 0.1 s | 66 MB | 5k | 487 | 3 | 0 | 2 s |
| $Out \neq R$ (D)     | 0.1 s | 66 MB | 0.1kB | 401 | 3 | 0 | 2 s |

**Table I. Summary of experiments**

VIII. RELATED WORK

Traditionally, correctness of FTDA is shown by handwritten proofs [27], [2], and, in some cases, by proof assistants [26], [31], [3]. Completely automated model checking or synthesis are usually not parameterized [24], [36], [34], [3]. Our work stands in the tradition of parameterized model checking for protocols [4], [20], [17], [29], [8], e.g., mutual exclusion and cache coherence. In particular, counter abstraction and justice preservation by Fruel et al. [29] are keystones of our work.
To the best of our knowledge there are two papers on parameterized model checking of FTDAs. The authors of [13] use regular model checking to make interesting theoretical progress, but did not do any implementation. Their models are limited to processes whose local state space and transition relation are finite and independent of parameters. This was sufficient to formalize a reliable broadcast algorithm that tolerates crash faults, and where every process stores whether it has received at least one message. Such models are not sufficient to capture FTDAs that contain threshold guards as in our case. Moreover, the presence of a resilience condition such as $n > 3t$ would require them to intersect the regular languages, which describe sets of states, with context-free languages that enforce the resilience condition.

In this paper, the safety of synchronous broadcasting algorithms that tolerate crash or send omission faults has been verified. These FTDAs have similar restrictions as the ones considered in [13]. Alberti et al. mention that they did not consider FTDAs that feature “substantial arithmetic reasoning”, i.e., threshold guards and resilience conditions, as they would require novel suitable techniques. Our abstractions address this arithmetic reasoning.

To the best of our knowledge, the current paper is thus the first in which safety and liveness of an FTDA that tolerates Byzantine faults has been automatically verified for all system sizes and all admissible numbers of faulty processes.

IX. Conclusions

We extended the standard setting of parameterized model checking to processes that use threshold guards, and are parameterized with a resilience condition. As a case study we have chosen the core of several broadcasting algorithms under different failure models, including one that tolerates Byzantine faults. These algorithms are widely applied in the literature: typically, multiple (possibly an unbounded number of) instances are used in combination. As future work, we plan to use compositional model checking techniques for parameterized verification of such algorithms. Another open issue is to capture additional fault assumptions such as communication faults.
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I. INTRODUCTION

Concurrent software is gaining importance owing to the advent of power-efficient multi-core architectures. Model checking for concurrent software is thus one of the most pressing problems facing the verification community. Concurrent software in C/C++ is usually written using mainstream APIs such as POSIX, or via a combination of language and library support as in Java. Typically, multiple threads are spawned—either up-front or dynamically—which communicate via shared variables. While software verification generally has to cope with data state explosion, thread interleavings produce the problem of state explosion due to the need of keeping track of a plethora of thread interleavings.

Lazy abstraction with interpolants [1], also known as the Impact algorithm, has emerged as one of the most efficient algorithms for addressing the data state explosion problem for sequential programs. Impact unwinds the control-flow graph of the program in the form of an abstract reachability tree. Whenever the exploration arrives at an error state, the nodes on the error path are annotated with invariants that prove infeasibility of the error path. The crux of the algorithm is a covering check that allows the algorithm to soundly stop the unwinding and terminate with a correctness proof of the program infeasibility of the error path. This reduces the number of paths to the error location. This situation is very common in multi-threaded programs.

Impact produces the full program unwinding, as the exploration of the abstract tree has to reach an error location to discover the right invariants. The algorithm may find identical invariants for redundant paths, but this does not prune the abstract exploration, as, at that point, the program paths have already been completely unwound.

Force cover, an optimization of Impact, improves this situation by giving Impact the power to discover that certain program executions merge without fully exploring the paths to the error location. This reduces the number of paths to be explored. On our example, the application of force covers results in a tree of a similar size as the graph on the left-hand side.
side of Figure 1. In particular, even with force covers, Impact still explores all thread interleavings in our example, which can be prohibitively expensive.

A principal method to reduce the number of interleavings in the exploration of concurrent programs is partial-order reduction (POR) [2]–[5]. The right-hand side of Figure 1 shows an exploration reduced by means of partial-order reduction. A key contribution of this paper is a novel combination of Impact with POR, which produces the abstract tree shown in Figure 2. Impact with force cover alone explores a tree with five further nodes, as it does not know in advance that the executions merge, while partial-order reduction is able to discover this earlier. Discovering redundant paths early on during the exploration is crucial to avoid path explosion.

Contributions:

• We present an extension of the Impact algorithm to concurrent software.
• We show how to combine partial-order reduction with Impact. Due to a subtle interplay between node coverings and POR, obtaining a sound verification procedure is non-trivial. To this end, we give a general framework to prove such combinations correct, and an algorithm based on this framework which combines Impact with monotonic partial-order reduction [6].
• We compare the effect of partial-order reduction and force covers; our conjecture is that the two techniques yield orthogonal benefits and are best combined.

We present background and basic definitions in Section II. We develop a variant of the Impact algorithm for concurrent software in Section III. We present a combination of partial-order reduction and Impact in Section IV. Experimental results are discussed in Section V.

II. BASIC DEFINITIONS

Program semantics: We consider a concurrent program \( \mathcal{P} \) composed of a finite set of threads \( \mathcal{T} \), which communicate by performing operations on shared variables.

A state of a concurrent system consists of the local states \( S_{\text{local}} \) of each thread, i.e., the value of the thread’s program counter given by a program location \( l \in L \) and values of the local variables of the thread, and of the shared states \( S_{\text{shared}} \), i.e., values for communication objects such as locks, tables and the like. Thus, we have a global state space \( S = S_{\text{shared}} \times S_{\text{local}} \).

A global control location is a function \( l : \mathcal{T} \to L \) from threads to control locations. Let \( L_G \) be the set of global control locations. The global location in state \( s \) is denoted by \( l(s) \). For a given global location \( l \) and thread \( T \), we write \( l_T \) as a shorthand for \( l(T) \). By \( l(T \leadsto l) \), we denote the global location where the location of thread \( T \) maps to \( l \), while the locations for all other threads \( T' \) remain unchanged.

We characterize program data in terms of formulas in standard first-order logic. We denote the set of well-formed formulas over symbols \( \Sigma \) by \( \mathcal{F}(\Sigma) \). For a given formula \( F \) we denote the set of formulas over the same symbols by \( \mathcal{F}(F) \).

Let \( V \) be the vocabulary that represents the program variables. A state formula is a formula in \( \mathcal{F}(V) \) and represents a set of global states. A transition formula, from now on, typically denoted by the letter \( R \), is a formula in \( \mathcal{F}(V \cup V') \).

Formally, we model a program as a pair \((\text{init}, \mathcal{F})\) where \( \text{init} \in \mathcal{F}(V) \) is the initial-state predicate, and \( \mathcal{F} \) a finite set of threads. We assume that the set of threads is endowed with some total order \( < \). A thread \( T \in \mathcal{F} \) is a tuple \( T = (l, l', l^i, A) \) consisting of a finite set of control locations \( L \), an initial location \( l^i \in L \), an error location \( l^e \), and a set of actions \( A \). An action is a pair \( a = (l, N) \in L \times 2^{\mathcal{F}(V \cup V')} \), consisting of a current location \( l \) and a set of successor control locations \( l' \), each associated with a transition constraint. An assignment \( l_1 : x = y + 1; l_2 : \ldots \) is represented as \((l_1, ((x = y + 1 \land y' = y, l_2))\). An assertion \( l_1 : \text{assert}(x < y); l_2 : \ldots \) becomes an action \((l_1, ((x \geq y \land x' = \text{y}, l_2), (x < y \land x' = \text{y}, l_2)))\), which enters the error location \( l^e \) if the condition is violated. Sets of successors are used to represent branching control flow, e.g., the encoding of the if-statement \( l_1 : \text{if}(x = 1) \; \text{goto} \; l_3; l_2 : \ldots \) is \((l_1, (x = 1 \land x' = x, l_3), (x \neq 1 \land x' = x, l_2))\).

We write \( L(T) \) and \( A(T) \) to denote the locations and actions of a thread. For an action \( a = (l, N) \in A(T) \) of thread \( T \), action \( a \) is enabled at location \( l \) and at global location \( l' \) if \( a \) is enabled at \( l_T \). We assume that exactly one action \( a_{T,l} \) of any given \( T \) is enabled at any location \( l \in L \).

The control-flow graph \( CFG_T = (l', E) \) of thread \( T = (l, l', l^i, A) \) is defined by entry node \( l^i \) and edges \( E = \bigcup_{a \in A(T)} E_a \) where \( E_a = ((l, l') \in L \times L \; a = (l, N), (R, l') \in N) \). The control-flow nodes are topologically ordered. We say that an action \( a \) induces a back edge if \( E_a \) contains a back edge.

We say that an action \( a = (l, N) \in T \) is enabled at a state \( s \) if \( a \) is enabled at global location \( l(s) \). We denote the enabled actions at a state \( s \) by \( enabled(s) \). We assume that an action \( a = (l, N) \in T \) defines a total function \( s \in S \; a \in enabled(s) \to S \) on all program states for which it is enabled.

For ease of notation, we identify \( a \) with this function and write \( a(s) \) to denote the successor of a state \( s \) under action \( a \).

Invariants and Correctness Proofs: A program path \( \pi \) is a sequence \((l_0, a_0, l_1) \ldots (\text{N}_{\text{-}1}, a_{\text{N}_{\text{-}1}}, l_{\text{N}_{\text{-}1}})\). For a thread \( T \) and \( l, l' \in L(T) \) with \( l \neq l' \), we write \( l \sqsubseteq l' \) if there exists a program path from \( l \) to \( l' \).

A path is an error path if \( l_0 \) is the vector of initial locations for all threads, and \( l_{\text{N}_{\text{-}1}} \) contains an error location of a thread. We denote by \( \mathcal{F}(\pi) \) the sequence of formulas \( \text{init}^{(0)} \land R_{0}^{(0)} \ldots R_{\text{N}_{\text{-}1}}^{(0)} \) obtained by shifting each \( R_i \) \( i \) time frames into the future. We say that \( \pi \) is feasible if \( \bigwedge R_{\text{i}}^{(0)} \) is logically satisfactory. A solution to \( \bigwedge R_{\text{i}}^{(0)} \) corresponds to a program execution assigning values to the program variables at each execution step. The program is said to be safe if all error paths are infeasible.

An inductive invariant is a mapping \( I : L_G \to \mathcal{F}(V) \) such that \( \text{init} \Rightarrow I(l^i) \) and for all locations \( l \in L_G \), all threads \( T \in \mathcal{T}, \)
and actions \( a = (l, R, l') \in T \) in thread \( T \) enabled in \( l \), we have \( I(l) \land R \Rightarrow I(l'[T \leftarrow l']) \). A safety invariant is an inductive invariant with \( I(l) \equiv \text{False} \) for all error locations \( l \). If there is a safety invariant the program is safe.

**Interpolants:** In case a path is infeasible, an explanation can be extracted in the form of an interpolant. To this end, we define sequent interpolants. A sequent interpolant for formulas \( A_1, \ldots, A_N \) is a sequence \( A_1, \ldots, A_N \) where the first formula is equivalent to true \( A_1 \equiv \text{True} \), the last formula is equivalent to false \( A_N \equiv \text{False} \), consecutive formulas imply each other, i.e., for all \( i \in \{1, \ldots, N\} \), \( A_{i-1} \land A_i \Rightarrow A_i \), and, the \( i \)-th sequent is a formula over the common symbols of its prefix and postfix, i.e., for all \( i \in \{1, \ldots, N\} \), \( A_i \in \mathcal{F}(A_1, \ldots, A_i) \cap \mathcal{F}(A_{i+1}, \ldots, A_N) \). For certain theories, quantifier-free interpolants can be generated for inconsistent, quantifier-free sequences \( A_1, \ldots, A_N \).

### III. Impact Algorithm for Concurrent Programs

We now present an extension of the original Impact algorithm to concurrent programs. The algorithm returns either a safety invariant for a given program, finds a counterexample or diverges (the verification problem is undecidable). To this end, the algorithm constructs an abstraction of the program in the form of an abstract reachability tree, which corresponds to a program unwinding annotated with invariants.

**Definition 3.1 (ART):** An abstract reachability tree (ART) \( \mathcal{A} \) for program \( \mathcal{D} \) is a tuple \((V, c, \rightarrow, \triangleright)\) consisting of a tree with nodes \( V \), root node \( c \in V \), edges \( \rightarrow \subseteq V^2 \), and a covering relation \( \triangleright \subseteq V^2 \) between tree nodes such that:

- every nodes \( v \in V \) is labeled with a tuple \((l, \phi)\) consisting of a current control location \( l \), and a state formula \( \phi \). We write \( l(v) \) and \( \phi(v) \) to denote the control location and annotation, respectively, of node \( v \).
- edges correspond to program actions, and tree branching represents both branching in the control flow within a thread and thread interleaving. Formally, an edge is a tuple \((v, T, R, w)\) where \( v, w \in V \), \( T \in \mathcal{F} \), and \( R \) the transition constraint of the corresponding action.

We write \( v \xrightarrow{T} w \) if there exists an edge \((v, T, R, w)\) \( \in \rightarrow \). We denote by \( \rightarrow^* \) the transitive closure of \( \rightarrow \).

To put abstract reachability trees to work for proving program correctness for unbounded executions, we need a criterion to prune the tree without missing any error paths. This role is assumed by the covering relation \( \triangleright \).

Intuitively, the purpose of node labels is to represent inductive invariants, i.e., over-approximations of sets of states, and the covering relation is the equivalent of a subset relation between nodes. Suppose that two nodes \( v, w \) share the same control location, and \( \phi(v) \) implies \( \phi(w) \). If there was a feasible error path from \( v \), there would be a feasible error path from \( w \). Therefore, if we can find a safety invariant for \( w \), we do not need to explore successors of \( v \), as \( \phi(v) \) is at least as strong as the already sufficient invariant \( \phi(w) \).

Note that, therefore, if \( w \) is safe, all nodes in the subtree rooted in \( v \) are safe as well. Therefore, a node is covered if and only if the node itself or any of its ancestors has a label implied by another node’s label at the same control location.

To obtain a proof from an ART, the ART needs to fulfill certain conditions, summarized in the following definition:

**Definition 3.2 (Safe ART):** Let \( \mathcal{A} = (V, c, \rightarrow, \triangleright) \) be an ART.

- \( \mathcal{A} \) is well-labeled if the labeling is inductive, i.e., \( \forall (v, T, R, w) \in \rightarrow^* \colon l(v) = l(w) \land \phi(v) \land R \Rightarrow \phi(w)' \) and \( \phi(v) \) is compatible with covering, i.e., \( (v, w) \in \triangleright : \phi(v) \Rightarrow \phi(w) \) and \( w \) not covered.
- \( \mathcal{A} \) is complete if all of its nodes are covered, or have an out-going edge for every action that is enabled at \( l \).
- \( \mathcal{A} \) is safe if all error nodes are labeled with \( \text{False} \).

**Theorem 3.3:** If there is a safe, complete, well-labeled ART of program \( \mathcal{D} \), the program is safe.

**Proof** As in \((1)\), the labeling immediately gives a safety invariant \( M, M(l') = \forall (\phi(v) \mid l(v) = l') \).

**A. Concurrent Impact with Full Interleaving**

The concurrent version of the IMPACT algorithm we describe next (Algorithm \((1)\)) constructs an ART by alternating three different operation on nodes: EXPAND, REFINE, and CLOSE. At all times, the algorithm maintains the invariant that the tree is well-labeled and safe, i.e., to produce a correctness proof the algorithm needs to make the tree complete.

To keep track of nodes where the tree is incomplete, uncovered leaf nodes are kept in a work list \( Q \).

EXPAND takes an uncovered leaf node and computes its successors. To this end, it iterates over all threads. For every enabled action, it creates a fresh tree node \( w \), and sets its location to the control successor \( l' \) given by the action. To ensure that the labeling is inductive, the formula \( \phi(w) \) is set to \( \text{True} \). Then the new node is added to the work list \( Q \). Finally, a tree edge is added (Line \( 23 \)), which records the step from \( v \) to \( w \) and the transition formula \( R \). Note that if \( w \) is an error location, the labeling is not safe; in which case, we need to refine the labeling, invoking operation REFINE.

REFINE takes an error node \( v \) and, detects if the error path is feasible and, if not, restores a safe tree labeling. First, it determines if the unique path \( \pi \) from the initial node to \( v \) is feasible by checking satisfiability of \( \mathcal{F}(\pi) \). If \( \mathcal{F}(\pi) \) is satisfiable, the solution gives a counterexample in the form of a concrete error trace, showing that the program is unsafe. Otherwise, an interpolant is obtained, which is used to refine the labeling. Note that strengthening the labeling may destroy the well-labeledness of the ART. To recover it, pairs \( w \triangleright v_i \) for strengthened nodes \( v_i \) are deleted from the relation, and the node \( w \) is put into the work list again.

CLOSE takes a node \( v \) and checks if \( v \) can be added to the covering relation. As potential candidates for pairs \( w \triangleright v \), it only considers nodes created before \( v \), denoted by the set \( V^{<\triangleright} \subseteq V \).

This is to ensure stable behavior, as covering in arbitrary order may uncover other nodes, which may not terminate. Thus only for uncovered nodes \( w \in V^{<\triangleright} \), it is checked if \( l(w) = l(v) \) and \( \phi(v) \) implies \( \phi(w) \). If so, \((v, w)\) is added to the covering
IV. PARTIAL ORDER REDUCTION

Performing a thread interleaving at every step would be prohibitively expensive. Impact needs some way of reducing interleaving. Therefore, we present an algorithm that combines partial-order reduction with the Impact algorithm. A very simple kind of partial order reduction is to only allow interleaving when shared-variable accesses occur, however a much stronger reduction is possible in many cases. In this section, we consider a more advanced partial exploration strategy that generates monotonic program paths \( \Pi_{\text{mono}} \) wherein consecutive independent actions only occur in the order of increasing thread ids [6].

Recall that the soundness proof of the original Impact algorithm rests on three pillars, namely: completeness, safety and well-labeledness of ARTs. However, partial order reduction clashes with the original completeness criterion of Impact that requires the very thing we aim to avoid: full expansion of all thread interleavings. Thus we need a new soundness proof and, in particular, a weaker completeness criterion, to combine abstraction with partial-order reduction.

To this end, we introduce the new concept of \( \Pi \)-completeness, which is parameterized with an exploration strategy via a set of program paths \( \Pi \), and gives a systematic framework to combine abstraction with partial-order reduction. Based on this concept, we also present the dPOR-Impact algorithm, which explores monotonic paths and produces \( \Pi_{\text{mono}} \)-complete ARTs.

Before we come to \( \Pi \)-completeness and dPOR-Impact, we first need to review some basic POR concepts and notation.

A. Independence and Mazurkiewicz Equivalence

Partial-order reduction is based on the notion of independence of actions. Intuitively, two actions are independent if they commute and we can execute them in any order.

**Definition 4.1 (Independence):** Two actions \( a_1 \) and \( a_2 \) are independent, denoted by \( a_1 \parallel a_2 \), if for all states \( s \in S \) where \( a_1 \) and \( a_2 \) are co-enabled, i.e., \( a_1, a_2 \in \text{enabled}(l(s)) \), we have \( a_1(a_2(s)) = a_2(a_1(s)) \). Otherwise, we say that they are dependent and write \( a_1 \notparallel a_2 \).

Partial-order reduction techniques are based on finding a representative subset of the interleavings avoiding the exploration of all equivalent interleavings, i.e., interleavings that lead to equivalent orderings of actions. This leads to the notion of Mazurkiewicz equivalence [2].

**Definition 4.2 (Mazurkiewicz equivalence):** Two program paths are Mazurkiewicz equivalent if they result from exchanging the order of two independent actions.

We call a set of program paths \( \Pi \) representative if it contains a representative path for every Mazurkiewicz equivalence class.

An example for a representative set of program paths are the monotonic program paths, which are defined as follows:
Definition 4.3 (Monotonic paths): A program path \( \pi = (l_0, T_0, a_0, l_1) \ldots (l_{N-1}, T_{N-1}, a_{N-1}, l_N) \) is monotonic if for all \( i, j \in \{0, \ldots, N-1\} \) with \( i < j \), \( a_i \parallel a_j \) and \( T_i > T_j \), we have \( j \neq i + 1 \). Let \( \Pi_{\text{mono}} \) be the set of monotonic program paths.

B. \( \Pi \)-completeness

We will say that an ART \( \mathcal{A} \) is \( \Pi \)-complete with respect to a set of program paths \( \Pi \) if each path \( \pi \in \Pi \) is covered by \( \mathcal{A} \). Intuitively, a program path is covered if there exists a corresponding sequence of nodes in the tree, where corresponding means that it visits the same control locations and takes the same actions. In absence of covers, the matching between control paths and sequences of nodes is straightforward.

However, a path of the ART may end in a covered node. For example, consider the path \( l_0 \ldots l_5 \) in Figure 3. While prefix \( l_0 l_1 l_2 \) can be matched by node sequence \( v_0 v_1 v_2 u_2 \), node \( u_2 \) is covered by node \( v_2 \), formally \( u_2 \triangleright v_2 \). But how can we match the remainder of the path? We are stuck at node \( u_2 \), a leaf with no out-going edges. Our solution is to allow the corresponding sequence to “climb up” the covering order \( \triangleright \) to a more abstract node, here we climb from \( u_2 \) to \( v_2 \). Node \( v_2 \) in turn must have a corresponding out-going edge, as it cannot be covered and its control location is also \( l_2 \). Finally, the corresponding node sequence for \( l_0 \ldots l_4 \) is \( v_0 \ldots v_4 \).

Figure 4 illustrates the formalization of our notion of path correspondence. On top of the figure, we depict a fragment of a program path with locations \( l_1, l_1, l_1 + 1 \) and \( l_1 + 2 \), and, at the bottom, the corresponding path which climbs from node \( u_{i+1} \) to node \( v_{i+1} \) where \( u_{i+1} \) and \( v_{i+1} \) are both at location \( l(u_{i+1}) = l(v_{i+1}) = l_i + 1 \) and \( u_{i+1} \triangleright v_{i+1} \). A corresponding path is allowed to climb up not only at one position \( i \) but at any position \( i \) (or none) and at arbitrarily many positions.

This notion is formalized in the following definition:

Definition 4.4 (Corresponding paths & path cover): Consider a program \( \mathcal{P} \). Let \( \mathcal{A} \) be an ART for \( \mathcal{P} \) and let \( \pi = (l_0, T_0, a_0, l_1) \ldots (l_{N-1}, T_{N-1}, a_{N-1}, l_N) \) be a program path.

A corresponding path for \( \pi \) in \( \mathcal{A} \) is a sequence \( v_0, \ldots, v_n \) in \( \mathcal{A} \) such that, for all \( i \in \{0, \ldots, N-1\} \), \( l(v_i) = l_i \), and

\[ \exists u_{i+1} \in V : v_i \xrightarrow{T_i,a_i} u_{i+1} \land (u_{i+1} = v_{i+1} \lor u_{i+1} \triangleright v_{i+1}) \]

A program path \( \pi \) is covered by \( \mathcal{A} \) if there exists a corresponding path \( v_0, \ldots, v_n \) in \( \mathcal{A} \).

We are now ready to define our new completeness criterion:

Definition 4.5 (\( \Pi \)-completeness): Let \( \mathcal{P} \) be a program and \( \Pi \) a set of program paths. ART \( \mathcal{A} \) for \( \mathcal{P} \) is \( \Pi \)-complete if every path \( \pi \in \Pi \) is covered by \( \mathcal{A} \).

Fig. 3: Path correspondence. Rounded rectangles represent ART nodes \( v_0, \ldots, v_4 \) and \( u_2 \). We have \( u_2 \triangleright v_2 \). The gray arrows depict ART edges. The path \( l_0 \ldots l_5 \) is a control flow path.

Fig. 4: Illustration of Definition 4.4. The diagram shows a fragment of an ART \( \mathcal{A} \) with notation for the nodes of the definition. The dashed line represents a covering edge.

A \( \Pi \)-complete, safe, well-labeled ART constitutes a proof of program correctness, as stated in the following proposition:

Proposition 4.6: Let \( \mathcal{P} \) be a program. Let \( \Pi \) be a representative set of program paths. Assume that \( \mathcal{A} \) is safe, well-labeled and \( \Pi \)-complete. Then program \( \mathcal{P} \) is safe.

C. Abstraction Algorithm

We now combine \( \text{POR} \) with \( \text{IMPACT} \). The obvious starting point is to modify the \text{EXPAND} function in Algorithm 1. We first introduce the modified expansion function \( \text{EXPAND}_\omega \). However, changing only the expansion function turns out to be insufficient. Due to a subtle interplay between coverings and \( \text{POR} \), the resulting algorithm does not guarantee \( \Pi_{\text{mono}} \)-completeness, and is unsound, which we illustrate with a small example. We then describe a method to fix this problem and present Algorithm 2 a sound variant of Impact with \( \text{POR} \).

First, we change \text{EXPAND} such that only monotonic paths are unwound. To this end, instead of expanding all threads at a node, \( \text{EXPAND}_\omega \) first checks if expanding with \( T \) yields a non-monotonic program path. This check is carried out in function \( \text{SKIP}_\omega \) for given node \( v \) and thread \( T \). Function \( \text{SKIP}_\omega \) analyses the thread \( T' \) and action \( a' \) executed by the parent \( u \) of \( v \), and returns true if the thread \( T \) is smaller than \( T < T' \) and action \( a' \) is independent of \( a \).

Algorithm 2 dPOR-IMPACT

1: procedure \( \text{EXPAND}_\omega (v) \)
2: for \( T \in \mathcal{P} \) with \( \neg \text{SKIP}_\omega (v, T) \) do
3: \( \text{EXPAND-thread}(T, v) \)
4: \( \text{procedure \( \text{SKIP}_\omega (v, T) \)}
5: choose unique \( T', a' \) s.t. \( u \xrightarrow{T',a'} v \)
6: return \( \{T < T' \land (\text{ACTION}(v, T) \parallel a')\} \land \neg \text{LOOP}(u, T') \)
7: \( \text{procedure \( \text{CLOSE}_\omega (v) \)}
8: for \( w \in V^<v \) : \( w \) uncovered do
9: if \( \{w\} \cap \{\phi(w) \Rightarrow \phi(w)\} \) then
10: \( \triangleright := \{\rightarrow \cup \{(v, w)\}\} \land \{l(x, y) \in \triangleright \land v \rightarrow y\}
11: \text{for } T \text{ with } v \xrightarrow{T'} \text{ and not } w \xrightarrow{T'} \text{ do}
12: \( \text{EXPAND-thread}(T, w) \)

Intuitively, two writes to the same variable are dependent, a read and a write to the same variable are dependent, but two reads to the same variable are independent. Two actions \( a \) and \( a' \) are independent, denoted by \( a \parallel a' \), if \( a \cap W_{a'} = \emptyset \land W_a \cap (R_{a'} \cup W_{a'}) = \emptyset \) where \( R_a \) and \( R_{a'} \) are the variables being read, and, \( W_a \) and \( W_{a'} \) the variables being written.

Additionally, we introduce function \( \text{LOOP} \) to detect control-flow loops. Function \( \text{LOOP}(u, T) \) returns true if action \( a = (l, N) \).
of \( T \) at node \( u \) induces a back edge in the thread’s control flow. This completes our discussion of \( \text{EXPAND}_\phi \).

As mentioned before, just modifying \( \text{EXPAND} \) yields an unsound algorithm that does not guarantee \( \Pi_{\text{mono}} \)-completeness. Consider the example program below. Note that to violate the assertion, the context switch between the two threads has to happen right after \( T_1 \) has executed \( x=1 \). However, the covering between the left and the right \((2,0)\)-node prevents this expansion, leading to an ART that is not \( \Pi_{\text{mono}} \)-complete.

In particular, the counterexample path is not covered by the resulting ART, i.e., there is no corresponding path, as \( \text{assert}(x==0) \) is not expanded at the covering \((2,0)\)-node.

To guarantee \( \Pi_{\text{mono}} \)-completeness, we modify \( \text{CLOSE} \) to carry out expansions at the covering node, so-called cover expansions – yielding function \( \text{CLOSE}_\phi \). We consider actions that would have been expanded at the covered node, had there been no cover. These actions are now expanded in the covering node. In our example, this results in an expansion of \( \text{assert}(x==0) \) on the right \((2,0)\)-node, which triggers a refinement that uncover a left \((2,0)\)-node and reveals the counterexample in the next step.

This combination of \( \text{EXPAND}_\phi \) and \( \text{CLOSE}_\phi \) guarantees \( \Pi_{\text{mono}} \)-completeness, as proved in the following lemma, which also establishes the correctness of dPOR-Impact:

**Lemma 4.7:** If Algorithm \( \Phi \) reports that the program is safe, the computed ART \( \mathcal{A} \) is \( \Pi_{\text{mono}} \)-complete.

**Proof** We need to show that every path \( \pi \in \Pi_{\text{mono}} \) is covered by \( \mathcal{A} \). We carry out a proof by induction on the length \( N = |\pi| \) of \( \pi \). The base case for \( N = 1 \) is trivial. Assume that \( N \geq 2 \) and that every path of length \( N - 1 \) is covered. Let \( \pi = (l_0, T_0, a_0, l_1) \ldots (l_{N-1}, T_{N-1}, a_{N-1}, l_N) \in \Pi_{pm} \) be a path of length \( N \). We need to prove that there exists a corresponding path \( v_0, \ldots, v_N \) that meets the criteria of Definition \( 4.4 \).

By induction hypothesis, there exists a corresponding path \( v_0', \ldots, v_{N-1}' \) for the length \( N - 1 \) prefix of \( \pi \). As \( \pi \in \Pi_{\text{mono}} \), we have that \( \text{Skip}_\phi(v_{N-1}', T_{N-1}) = \text{False} \). Hence, if \( v_{N-1}' \) is not covered, it will be expanded yielding a suitable successor \( v_{N}' \), and choosing \( v_i = v_i' \) for all \( i \in \{1, \ldots, N\} \) we are done. So let us assume that \( v_{N-1}' \) is covered. Then there exists \( v_{N-1} \) distinct from \( v_{N-1}' \) such that \( v_{N-1} \triangleright v_{N-1}' \) and \( v_{N-1} \) is not covered. It could be that \( \text{Skip}_\phi(v_{N-1}, T_{N-1}) = \text{True} \), however the covering \( v_{N-1} \triangleright v_{N-1} \) must result from an invocation of \( \text{CLOSE}_\phi \), forcing expansion of \( T_{N-1} \) at \( v_{N-1} \) and thus yields a suitable successor \( v_N \). Thus we choose \( v_i = v_i' \) for \( i \in \{1, \ldots, N-2\} \), \( v_{N-1} \) and \( v_N \) as above, and \( v_{N-1} = v_{N-1}' \).

**D. Conditional Dependence**

We now describe how to deal with aliasing in presence of pointers and shared tables. This leads to dynamic dependencies determined by the execution state, e.g., when dereferencing pointers, the dependence relation is determined by pointer aliasing. Two pointer variables may point to the same location leading to a dependency, or to disjoint locations. When accessing tables via indices, dependencies may arise when two threads access the same position in a table, which depends on the value of the indexing variable.

Dynamic dependencies can be accommodated in our framework by considering so-called conditional dependence between actions \( 2 \). Effectively, the dependence relation, which was a binary relation between actions until now, becomes a ternary relation, such that dependencies are triples consisting of a state and two actions. When carrying out partial-order reduction, the ART is built in the same way as before, except that the dependency check takes into account the aliasing information.

Computation of the aliasing information can be carried out by simply inspecting the history of the state. However, note that aliasing produces nodes that represent states with potentially different histories. Hence, if aliasing information is used to prune expansions, this alias information must also be annotated in the node labels, to ensure soundness. This can be achieved as follows: we carry out a simple aliasing analysis along the history of a node, if we find that there is no aliasing (and hence no dependence), we refine the nodes along the path with inductive invariants that enforce absence of the alias. For a pair of accesses, we define an alias expression alias, such that the expression becomes true if and only if the two accesses go to the same address. The construction of alias expressions for typical array accesses is described, e.g., in \([6]\).

For illustration, consider the example in Figure \(1 \) For the path \( aa \), we need to check independence of the access \( v[i]=2 \) and \( v[j]=2 \), which gives the alias expression \( i = j \). Let \( \pi \) be the path to the node at which we check the alias relation, in our example \( aA \). The accesses are independent if the conjunction of path formula and alias expression \( \mathcal{F}() \land alias(\pi) \) is unsatisfiable. In our example, this formula is unsatisfiable, due to the assume statement in line 1 of \( \text{main} \), and the nodes along the path are refined with the interpolant \( i \neq j \), and we can make the reduction depicted in the figure.

**V. Experiments**

We have implemented the techniques described in this paper in a prototype tool, called IMPARA, a software model checker for concurrent C programs with POSIX or WIN32 threads. Experiments were run on an Intel Xeon machine with 8 cores at 3.07 GHz with 50 GB RAM. The time-out is 900 s and the memory limit is 15 GB. We make the implementation and detailed results available online at [http://www.cprover.org/concurrent-impact/](http://www.cprover.org/concurrent-impact/) for evaluation.

**Comparison with Other Tools:** We compare the performance of IMPARA 0.2 with the tools CBMC 4.5 \([10]\) (bounded model checking with partial-order encoding), ES-BMC 1.20 \([11]\) (bounded model checking, POR and state
TABLE I: IMPARA vs. other tools on competition benchmarks

<table>
<thead>
<tr>
<th>program</th>
<th>safe</th>
<th>CBMC</th>
<th>ESBMC</th>
<th>SATAbs</th>
<th>THREADER</th>
<th>IMPARA</th>
</tr>
</thead>
<tbody>
<tr>
<td>devkit</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>lamport</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>peterson</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Petersons</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>read_write_u</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>stack_u</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE III: IMPARA on weak memory benchmarks

<table>
<thead>
<tr>
<th>program</th>
<th>safe</th>
<th>CBMC</th>
<th>ESBMC</th>
<th>SATAbs</th>
<th>THREADER</th>
<th>IMPARA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sober benchmark</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SQL benchmark</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

To this end, we use the concurrency benchmarks from the Second Competition on Software Verification [14], which includes typical mutual exclusion protocols, such as Dekker, Peterson, Szymanski and Lamport, as well as programs that manipulate concurrent data structures.

Some benchmarks contain unbounded loops, which can be handled by IMPARA, SATAbs, and THREADER, while CBMC and ESBMC require an unwinding limit, which we set to 6, the maximum among the bounded loops. Partial loop exploration is marked with a star superscript at the respective running time.

We observe that IMPARA shows promising performance compared to the other tools, despite its prototype status. The running time for selected benchmarks are given in Table I. Each program contains assertions to be verified. Column “safe” indicates if the respective program is safe.

IMPARA 0.2 uses CBMC 4.5 as a front end. The back end, including the symbolic-execution engine, was written from scratch. To focus the implementation effort on the concurrency aspect, we use syntactic weakest preconditions as an interpolation procedure. For many typical concurrency benchmarks, weakest preconditions give sufficient invariants. However, we anticipate that leveraging a more advanced interpolation procedure could further improve performance.

We have implemented optimizations to speed up the frequently occurring cover checks. In a cascaded approach, we first use syntactic checks to cover trivial implications that can be resolved syntactically, e.g., $x > 0 \land y > 0$ trivially implies $y > 0$. Then we look up the implication in a table. Finally, if that fails, we invoke a SMT solver to check implication.

Benchmarks Using Weak Memory Consistency: The presented algorithm assumes interleaving semantics. Modern multi-core architectures, however, implement weaker consistency models, and therefore permit additional behaviors. Our technique can be extended to support popular consistency models including TSO (x86), PSO, RMO and PowerPC by combining it with the instrumentation proposed in [15].

The sql benchmark is a bug in PostgreSQL worker synchronization that occurs on the PowerPC architecture. A developer fix has also been found to be buggy. IMPARA is able to verify the safe programs and find counterexamples except for the PowerPC variant of the PostgreSQL benchmark where the tool times out. We anticipate that this can be fixed by a more aggressive expression simplification.

Effect of dPOR and Force Covers: To evaluate the benefit of dynamic partial-order reduction, and to compare different combinations of force cover and partial-order reduction, we experiment with four different configurations of IMPARA:

- **sPOR**: expands interleavings only when an action is executed that operates on shared variables; the original implementation of CLOSE is used.
- **sPOR+FC**: sPOR with force cover (FC).
- **dPOR**: dPOR-IMACT without force cover; this requires the CLOSE function described in Sec. IV-C.
- **dPOR+FC**: dPOR with force cover.

Table III compares the four different configurations in terms of their running time ("s" for seconds), number of nodes ("V") and number of cover checks that require an implication check by an SMT solver ("impl"). Runs that have timed out are recorded with "TO" in the time field, and all other fields are filled with "-". To quantify the penalty incurred by cover expansions from CLOSE, we give the percentage ("%") of nodes resulting from cover expansions, e.g., 15% for read_write_s and around 27% for safe Sober weak-memory examples (to save space, we omit detailed results for weak memory benchmarks). Note that cover expansions were crucial to find assertion violations in the weak-memory benchmarks. For safe programs, we find that dPOR always produces less nodes than sPOR despite cover expansions.

Clearly, all configurations beat sPOR. On the other hand, we observe that POR and FC are complementary techniques. POR removes redundancies arising from thread interleaving, while FC covers thread-internal branching, e.g., from conditionals and loops, as well as redundant thread interleavings. For the latter, FC needs more unwinding than POR. For the smaller examples, these additional unwinder is rare, as paths remain short, but the cost increases in larger programs. Comparing FC and POR, we observe that POR tends to reduce the number of necessary implications checks. This is because FC catches redundant interleavings that are removed by POR, and because it is a refinement technique, which triggers implication checks. Again, the cost of implication checks increases with program size, which can make POR scale better to larger problems.

VI. RELATED WORK

Partial-order reduction (POR) [2–4] has been proposed as a technique to combat state explosion by exploring only a representative subset of all possible interleavings, and has been implemented in the explicit-state model checkers SPIN [16] and Verisoft [5]. Dynamic POR techniques [17, 18] are based on the same concepts as classical static POR but capture dynamic
dependencies induced by pointers on-the-fly during the state-space exploration.

Our monotone exploration strategy dPOR corresponds to the one used in [6], where POR is applied to SMT-based bounded model checking. The idea of cover expansions in function CLOSE of our algorithm is inspired by a similar precaution in stateful dynamic POR [19].

Cimatti et al. combine static POR with lazy abstraction [20] to verify SystemC programs. There are several differences to our approach: our POR technique aims at dynamic dependencies induced by pointers, we are using Impact rather than predicate abstraction, and our approach is geared towards multi-threaded programs rather than SystemC programs.

Gupta et al. combine predicate abstractions with thread-modular proof rules [21], [22] in a tool called THREADER [23].

In the setting of single-threaded programs, the IMPACT algorithm has been re-implemented in a tool called WOLVERINE and compared with SATABS [24]. Beyer et al. have developed an approach where different invariant-generation techniques can be combined in a configurable tool CPA-CHECKER [25], together with techniques such as large block encoding [26]. Using CPA-CHECKER, they compare predicate abstraction with Impact [8] and evaluate the effectiveness of force covers.

VII. CONCLUSION

We have presented a new software model checking technique for concurrent programs based on lazy abstraction with interpolants and partial-order reduction, which performs very favorably compared to existing tools. In the future, we would like to incorporate more advanced invariant-generation techniques and investigate more aggressive POR techniques.
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Abstract—We show how Max-SMT can be exploited in constraint-based program termination proving. Thanks to expressing the generation of a ranking function as a Max-SMT optimization problem where constraints are assigned different weights, quasi-ranking functions—functions that almost satisfy all conditions for ensuring well-foundedness—are produced in a lack of ranking functions. By means of trace partitioning, this allows our method to progress in the termination analysis where other approaches would get stuck. Moreover, Max-SMT makes it easy to combine the process of building the termination argument with the usually necessary task of generating supporting invariants. The method has been implemented in a prototype that has successfully been tested on a wide set of programs.

I. INTRODUCTION

Proving termination is necessary to ensure total correctness of programs. Still, termination bugs are difficult to trace and are hardly notified: as they do not arise as system failures but as unresponsive behavior, when faced to them users tend to restart their devices without reporting to software developers. Due to this, approaches for proving termination of imperative programs have regained an increasing interest in the last decade [1–4].

One of the major difficulties in these methods is that often supporting invariants are needed. E.g., in [5] linear invariants are exhaustively computed before termination analysis. In the same paper a heuristic approach is also presented, which only requires a light-weight invariant generator by restricting to single-variable ranking functions. Another solution is proposed in [6], where invariant generation is not performed eagerly but on demand. By formulating both invariant and ranking function synthesis as constraint problems, both can be solved simultaneously, so that only the necessary supporting invariants for the targeted ranking functions—namely, lexicographic linear ranking functions—need to be discovered.

Based on [3], [6], we present a Max-SMT constraint-based approach for proving termination. The crucial observation in our method is that, albeit our goal is to show that transitions cannot be executed infinitely by finding a ranking function or an invariant that disables them, if we only discover an invariant, or an invariant and a quasi-ranking function that almost fulfills all needed properties for well-foundedness, we have made some progress: either we can remove part of a transition and/or we have improved our knowledge on the behavior of the program. A natural way to implement this idea is by considering that some of the constraints are hard (the ones guaranteeing invariance) and others are soft (those guaranteeing well-foundedness) in a Max-SMT framework. Moreover, by giving different weights to the constraints we can set priorities and favor those invariants and (quasi-) ranking functions that lead to the furthest progress.

The technique has been implemented in our tool \texttt{CppInv}, which analyses programs with integer variables and linear expressions. Thanks to it, we have proved termination of a wide set of programs, which have been taken from the programming learning environment \texttt{Jutge.org} [7] and from benchmark suites in the literature [8].

A. Related Work.

As mentioned above, our method is based on [5]. Namely, we have borrowed the core argument for termination proofs, which is based on iteratively discarding those transitions that cannot be executed infinitely. However, we improve on the way supporting invariants are generated. While in [5] invariants are pre-computed in a process that is independent from the termination analysis and which turns out to be the bottleneck of the approach, we find lazily the invariants needed to ensure that ranking functions meet their requirements.

Our research also builds upon [6], where the constraint-based method [9] was first applied to termination. However, we extend this work in several aspects. First, in that approach only linear programs with unnested loops can be handled, while we can deal with arbitrary control structures. Moreover, in [6] the generation of their lexicographic ranking functions requires a higher-level loop that, before sending the constraint problem to the solver, determines the precedence of the transitions in the lexicographic order. On the other hand, in our approach this outer loop is not needed. Finally, thanks to assigning weights to the constraints, unlike [6] we do not need to stipulate the number of supporting invariants that will be needed a priori, and hence our constraint problems are simpler. Further, weights allow us to guide the solving engine in the search of appropriate ranking functions and invariants.

In [10], the lexicographic approach of [6] is extended so as to handle programs with complex control flow. However, their method still requires to search for the right ordering of the transitions in order to obtain a successful termination proof. Moreover, in this technique the procedures for synthesizing ranking functions and auxiliary invariants do not share enough information, while in our proposal these mechanisms are tightly coupled. Finally, in [8] a method closely related to ours is presented. Both approaches, which have been developed independently, go in the same direction of achieving a better cooperation between the invariant and the ranking function.
syntheses. Still, a significant difference is that we can exploit the quasi-ranking functions produced in the absence of ranking functions in order to progress in the termination analysis.

In addition to lexicographic ranking functions, there is a group of effective tools whose termination arguments are based on Ramsey’s theorem and the notion of transition invariant [11]. Transition invariants are over-approximations of the transitive closure of the transition relation restricted to the reachable state space. The crucial observation is that a transitive relation that is disjunctively well-founded, i.e., that is included in the union of well-founded relations, must be well-founded too. Hence, if one is able to find a transition invariant that is also disjunctively well-founded, the program must be terminating. In [12], this transition invariant is computed iteratively, starting from the empty relation, by discovering unranked paths of the program thanks to a reachability check, and using the approach in [3] for synthesizing new ranking functions for them. On the other hand, in [13] the generation of the disjunctively well-founded transition invariant is performed bottom-up from innermost loops by identifying invariant and transitive relations among a set of templates that are disjunctively well-founded by construction. Nested loops are then handled thanks to loop summarization. Our techniques can also be seen as producing a disjunctively well-founded transition invariant, being the difference with respect to the previous approaches in the way new unranked paths are identified and how a termination argument is generated for them.

Finally, a problem related to proving termination that has recently raised interest in the area is that of conditional termination: to synthesize automatically preconditions on the inputs that ensure program termination. In this context, in [13] the authors consider what they call potential ranking functions, which are functions over program states that are bounded but not necessarily decreasing. The quasi-ranking functions that we consider here are more general, as for instance functions that are decreasing but not bounded are also included. In [16], the problem of conditional termination is also considered. The approach is based on disjunctively well-founded relations as in [12], but instead of identifying unranked program paths, thanks to a dual inclusion the authors partition the transition relation into those behaviors already proved to be terminating and those whose status is still unknown. In our work we also proceed by splitting the transition relation into a terminating part and an unknown part. However, in [16] this division is achieved by means of a fixpoint computation, while our approach is constraint-based.

II. PRELIMINARIES

A. SMT and Max-SMT

Let \( P \) be a finite set of propositional variables. If \( p \in P \), then \( p \) and \( \neg p \) are literals. The negation of a literal \( l \), written \( \neg l \), denotes \( \neg p \) if \( l = p \), and \( p \) if \( l = \neg p \). A clause is a disjunction of literals. A propositional formula is a conjunction of clauses. The problem of propositional satisfiability (abbreviated as SAT) consists in, given a formula, to determine whether or not it is satisfiable, i.e., if it has a model: an assignment of Boolean values to variables that satisfies the formula.

An extension of SAT is the satisfiability modulo theories (SMT) problem [17]: to decide the satisfiability of a given quantifier-free first-order formula with respect to a background theory. Here we will consider the theories of linear arithmetic (LA), where literals are linear inequalities, and the more general theory of non-linear arithmetic (NA), where literals are polynomial inequalities.

Another generalization of SAT is the Max-SAT problem [17]: it consists in, given a weighted formula \( F \) where each clause \( C_i \) has a weight \( \omega_i \) (a positive number or infinity), to find the assignment such that the cost, i.e., the sum of the weights of the falsified clauses, is minimized. Clauses with infinite weight are called hard, while the rest are called soft. Equivalently, the problem can be seen as finding the model of the hard clauses such that the sum of the weights of the falsified soft clauses is minimized.

Finally, the problem of Max-SMT [18] merges Max-SAT and SMT, and is defined from SMT analogously to how Max-SAT is derived from SAT. Namely, the Max-SMT problem consists in, given a weighted formula, to find an assignment that minimizes the sum of the weights of the falsified clauses in the background theory.

B. Transition Systems, Invariants and Ranking Functions

Henceforth we will model imperative programs by means of transition systems. A transition system \( S = (\mathcal{V}, L, \Theta, T) \) consists of a tuple of variables \( \mathcal{V} \), a set of locations \( L \), a map \( \Theta \) from locations to formulas characterizing the initial values of the variables, and a set of transitions \( T \). Each transition \( \tau \in T \) is a triple \( (l, l', \rho) \), where \( l, l' \in L \) are the pre and post locations respectively, and \( \rho \) is the transition relation: a formula over the program variables \( \mathcal{V} \) and their primed versions \( \mathcal{V}' \), which represent the values of the variables after the transition. See Fig. 1 for an example of a program together with a corresponding representation as a transition system.

From now on we assume that variables take integer values and programs are linear, i.e., the initial conditions \( \Theta \) and transition relations \( \rho \) are described as conjunctions of linear inequalities. Strict inequalities may be translated into non-strict ones thanks to the integer type of the variables.

```plaintext
int main() {
    int x, y, z;
    l1: while (y ≥ 1) {
        x--; 
    }
    l2: while (y < z) {
        x++; z--; 
    }
    y = x + y;
}
```

![Fig. 1. Program and its transition system.](image)
A state is an assignment of a value to each of the variables in $\tau$. A configuration is a pair $(\ell, \sigma)$ consisting of a location $\ell$ and a state $\sigma$. A computation is a (possibly infinite) sequence of configurations $(\ell_0, \sigma_0), (\ell_1, \sigma_1), \ldots$ such that $\sigma_0 \models \Theta(\ell_0)$, and for each pair of consecutive configurations $(\ell_i, \sigma_i)$ and $(\ell_{i+1}, \sigma_{i+1})$, there exists a transition $\tau = (\ell_i, \ell_{i+1}, \rho) \in \mathcal{T}$ such that $(\sigma_i, \sigma_{i+1}) \models \rho$. A configuration $(\ell, \sigma)$ is reachable if there exists a computation ending at $(\ell, \sigma)$. A transition system is said to be terminating if all its computations are finite. The problem that we target in this work is, given a transition system, to determine if it is terminating or not.

A transition $\tau = (\ell, \ell', \rho)$ is disabled if it can never be executed, i.e., if for all reachable configuration $(\ell, \sigma)$, there does not exist any $\sigma'$ such that $(\sigma, \sigma') \models \rho$. A transition $\tau$ is called finitely executable if in any computation, $\tau$ is only executed a finite number of times (in particular, if $\tau$ is disabled). Otherwise, i.e., if there exists a computation where $\tau$ is executed infinitely, we say that $\tau$ is infinitely executable.

An assertion is a first-order formula over $\tau$. An assertion $I$ is an invariant at location $\ell$ if for any reachable configuration $(\ell, \sigma)$, it holds that $\sigma \models I$. An invariant map $\mu$ assigns an invariant $\mu(\ell)$ to each of the locations $\ell$. An important class of invariant maps is that of inductive invariant maps:

**Definition 1**: An invariant map $\mu$ is said to be inductive if:

- **[Initiation]** For every location $\ell \in L$: $\Theta(\ell) \models \mu(\ell)$
- **[Consequence]** For every transition $\tau = (\ell, \ell', \rho) \in \mathcal{T}$: $\mu(\ell) \land \rho \models \mu(\ell')$.

Inductive maps are fundamental when analyzing program termination. For instance, a transition $\tau = (\ell, \ell', \rho)$ is proved to be disabled if there is an invariant $\mu(\ell)$ at location $\ell$ such that $\mu(\ell) \land \rho$ is unsatisfiable. In general, if $\mu$ is an invariant map, then any transition $\tau = (\ell, \ell', \rho)$ can be safely strengthened by replacing the transition relation $\rho$ by $\mu(\ell) \land \rho$.

The basic idea of the approach we follow for proving program termination [3] is to argue by contradiction that no transition is infinitely executable. First of all, no disabled transition can be infinitely executable trivially. Moreover, one just needs to focus on transitions joining locations in the same strongly connected component (SCC): if a transition is executed over and over again, then its pre and post locations must belong to the same SCC. So let us assume that one has found a ranking function for such a transition $\tau$, according to:

**Definition 2**: Let $\tau = (\ell, \ell', \rho)$ be a transition such that $\ell$ and $\ell'$ belong to the same SCC, denoted by $C$. A function $R : \tau \rightarrow \mathbb{Z}$ is said to be a ranking function for $\tau$ if:

- **[Boundedness]** $\rho \models R \geq 0$
- **[Strict Decrease]** $\rho \models R > R'$
- **[Non-increase]** For every $\hat{\tau} = (\hat{\ell}, \hat{\ell'}, \hat{\rho}) \in \mathcal{T}$ such that $\ell, \ell' \in C$; $\hat{\rho} \models R \geq R'$.

Note that boundedness and strict decrease only depend on $\tau$, while non-increase depends on all transitions in the SCC.

The key result is that if $\tau = (\ell, \ell', \rho)$ admits a ranking function $R$, then it is finitely executable. Indeed, first notice that if one can execute $\tau$ from a configuration $(\ell, \sigma)$ then $R(\sigma) \geq 0$, because of boundedness. Also, the value of $R$ at the states along any path contained in $C$ cannot increase, thanks to the non-increase property. Moreover, in any cycle contained in $C$ traversing $\tau$, the value of $R$ strictly decreases, due to the strict decrease property. Now, let us assume that there was a computation where $\tau$ was executed infinitely. Such a computation would eventually visit only locations in $C$. Because of the previous observations, by evaluating $R$ at the states at which $\tau$ is executed we could construct an infinitely decreasing sequence of non-negative integers, a contradiction.

Finitely executable transitions can be safely removed from the transition system as regards termination analysis. This in turn may break the SCC’s into smaller pieces. If by applying this reasoning recursively one can prove that all transitions are finitely executable, then the transition system is terminating.

### C. Constraint-Based Program Analysis

Here we review the constraint-based program analysis approach [4], [9]. The idea is to consider a template for candidate invariant properties (respectively, ranking functions), e.g., linear inequalities (linear expressions). These templates involve both program variables as well as unknowns whose values have to be determined so as to ensure the required properties. To this end, the implications in Definition 1 (Definition 2) are expressed by means of constraints (hence the name of the approach) on the unknowns. If implications are encoded soundly, any solution to the constraints yields an invariant map (ranking function). Specifically, if linear arithmetic is the target language, this can be achieved with Farkas’ Lemma:

**Theorem 1 (Farkas’ Lemma)**: Let $S$ be a system of linear inequalities $Ax + b \leq 0$ ($A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^n$) over real variables $x^T = (x_1, \ldots, x_n)$. When $S$ is satisfiable, it entails a linear inequality $c^T x + d \leq 0$ ($c \in \mathbb{R}^n, d \in \mathbb{R}$) iff there is $\lambda \in \mathbb{R}^m$ such that $\lambda \geq 0, c^T = \lambda^T A$ and $d \leq \lambda^T b$. Further, $S$ is unsatisfiable iff $1 \leq 0$ can be so derived.

For clarity, henceforth the following notation is used. Given a conjunction of linear inequalities $Ax + b \leq 0$ and a linear inequality $c^T x + d \leq 0$, where the coefficients $a_{ij}, b_i, c_j, d$ may be real numbers or unknowns, we denote by $Ax + b \leq 0 \land c^T x + d \leq 0$ the set of constraints on the unknown coefficients and on fresh real unknowns $\lambda = (\lambda_1, \ldots, \lambda_m)$, consisting in $\lambda \geq 0, c^T = \lambda^T A$ and $d \leq \lambda^T b$.

### III. Termination Analysis with Max-SMT

In this section we first describe a constraint-based method for termination analysis that uses SMT and identify some of its shortcomings (Sect. III-A). Then we show how Max-SMT can be used to overcome these limitations (Sect. III-B).

#### A. An SMT Approach to Proving Termination

Following the approach described in Sect. III-B, to show that a transition $\tau$ is finitely executable and thus discard it, one needs either a disability argument or a ranking function for it. To this end we construct a constraint system, i.e., an SMT formula, whose solutions correspond to either an invariant that proves disability, or a ranking function. Given an SCC, the constraint system, if satisfiable, will allow discarding (at least,
but possibly more than) one of the transitions in the SCC. By iterating this procedure until no cycles are left we will obtain a termination argument for the SCC.

To construct the constraint system, first of all we consider:

- for each location \( \ell \), a linear invariant template \( I_\ell(\tau) \equiv i_{\ell,0} + \sum_{v \in \tau} i_{\ell,v} \cdot v \leq 0 \), where \( i_{\ell,0}, i_{\ell,v} \) are unknown;
- a linear ranking function template \( R(\tau) \equiv r_0 + \sum_{v \in \tau} r_v \cdot v \), where \( r_0, r_v \) are unknown.

Recall that ranking functions are associated to transitions, not to locations. However, instead of introducing a template for each transition, we just have one single template, which, if the constraint system has a solution, will be a ranking function for a transition to be determined by the solver.

Similarly to [8], we take the following constraints from the definitions of inductive invariant and ranking function:

**Initiation:** For \( \ell \in \mathcal{L} \):
\[
\mathbb{I}_\ell \overset{\text{def}}{=} \Theta(\ell) \models I_\ell
\]

**Disability:** For \( \tau = (\ell, \ell', \rho) \in \mathcal{T} : \mathbb{D}_\tau \overset{\text{def}}{=} I_\ell \land \rho + 1 \leq 0 \)

**Consecution:** For \( \tau = (\ell, \ell', \rho) \in \mathcal{T} : \mathbb{C}_\tau \overset{\text{def}}{=} I_\ell \land \rho \land I_{\ell'} \)

**Boundedness:** For \( \tau = (\ell, \ell', \rho) \in \mathcal{T} : \mathbb{B}_\tau \overset{\text{def}}{=} I_\ell \land \rho \land R \geq 0 \)

**Strict Decrease:** For \( \tau = (\ell, \ell', \rho) \in \mathcal{T} : \mathbb{S}_\tau \overset{\text{def}}{=} I_\ell \land \rho \land R > R' \)

**Non-increase:** For \( \tau = (\ell, \ell', \rho) \in \mathcal{T} : \mathbb{N}_\tau \overset{\text{def}}{=} I_\ell \land \rho \land R \geq R' \)

Let \( L \) and \( T \) be the sets of locations and transitions in the SCC in hand, respectively. Let also \( P \) be the set of pending transitions, i.e., which have not been proved to be finitely executable yet. Then we build the next constraint system:
\[
\bigwedge_{\ell \in L} \mathbb{I}_\ell \land \bigwedge_{\tau \in T} \left( \mathbb{D}_\tau \land \mathbb{C}_\tau \land \bigvee_{\tau' \in P} \left( \mathbb{D}_{\tau'} \lor \left( \mathbb{B}_{\tau'} \land \mathbb{S}_{\tau'} \right) \right) \right) \land \left( \bigwedge_{\tau \in P} \mathbb{N}_\tau \lor \bigvee_{\tau' \in P} \mathbb{D}_{\tau'} \right).
\]

The first two conjuncts guarantee that an invariant map is computed; the other two, that at least one of the pending transitions can be discarded. Noted that, if there is no disabled transition, we ask that all transitions in \( P \) are non-increasing, but only that at least one transition in \( P \) (the next to be removed) is both bounded and strict decreasing. Note also that for finding invariants one has to take into account all transitions in the SCC, even those that have already been proved to be finitely executable: otherwise some reachable states might not be covered, and the invariant generation would become unsound. Hence in our termination analysis we consider two transition systems: the original transition system for invariant synthesis, whose transitions are \( T \), which remains all the time the same; and the termination transition system, whose transitions are \( P \), i.e., where transitions already shown to be finitely executable have been removed. This duplication is similar to the cooperation graph of [8].

However, this first approach is problematic when a ranking function needs several invariants. A possible solution is to add more templates iteratively, so that for example initially invariants consisting of a single linear inequality are tried, if unsuccessful then invariants consisting of a conjunction of two linear inequalities are tried, etc. But when proceeding in this way, all problems before the right number of invariants is found are unsatisfiable. This is wasteful, as no constructive information is retrieved from unsatisfiable constraint systems.

Another problem with this method for analyzing termination is that the kind of termination proofs it yields may be too restricted. More specifically, when one proves that a transition \( \tau \) is finitely executable, then a single termination argument shows there is no computation where \( \tau \) appears infinitely. Although this produces compact proofs, on the other hand sometimes there may not exist such a unique reason for termination, and it becomes necessary a more fine-grained examination. However, the approach as presented so far does not provide a natural way or guidance for refining the analysis.

**B. A Max-SMT Approach to Proving Termination**

The main contribution of our work is to show that the constraint system can be expressed in such a way that, even when it turns out to be unsatisfiable, some information useful for refining the termination analysis can be obtained. The key observation is that, even though our aim is to prove transitions to be finitely executable (by finding a ranking function or an invariant that disables them), if we just find an invariant, or an invariant and a quasi-ranking function that is close to fulfill all required conditions, we have progressed in our analysis.

The idea is to consider the constraints guaranteeing invariance as hard, so that any solution to the constraint system will satisfy them, while the rest are soft. Let us consider propositional variables \( p_B, p_S \) and \( p_N \), which intuitively represent if the conditions of boundedness, strict decrease and non-increase in the definition of ranking function are violated respectively, and corresponding weights \( \omega_B, \omega_S \) and \( \omega_N \). We consider now the next constraint system (where soft constraints are written \([\cdot, \omega]\), and hard ones as usual):
\[
\bigwedge_{\ell \in L} \mathbb{I}_\ell \land \bigwedge_{\tau \in T} \left( \mathbb{D}_\tau \land \mathbb{C}_\tau \land \bigvee_{\tau' \in P} \left( \mathbb{D}_{\tau'} \lor \left( \mathbb{B}_{\tau'} \lor \left( \mathbb{S}_{\tau'} \lor \mathbb{N}_{\tau'} \right) \right) \right) \lor \left( \bigwedge_{\tau \in P} \mathbb{N}_{\tau} \lor \bigvee_{\tau' \in P} \mathbb{D}_{\tau'} \right).\]

Note that ranking functions have cost 0, and (if no transition is disabled) functions that fail in any of the conditions are penalized with the respective weight. Thus, the Max-SMT solver looks for the best solution and gets a ranking function if feasible; otherwise, the weights guide the search to get invariants and quasi-ranking functions that satisfy as many conditions as possible.

Hence this Max-SMT approach allows recovering information even from problems that would be unsatisfiable in the initial method. This information can be exploited to perform dynamic trace partitioning [19] as follows. Assume that the optimal solution to the above Max-SMT formula has been computed, and let us consider a transition \( \tau \in P \) such that \( \mathbb{D}_\tau \lor \left( \mathbb{B}_\tau \lor \left( \mathbb{S}_\tau \lor \mathbb{N}_\tau \right) \right) \) evaluates to true in the solution. Then we distinguish several cases depending on the properties satisfied by \( \tau \) and the computed function \( R \):

- If \( \tau \) is disabled then it can be removed.
- If \( R \) is non-increasing and satisfies boundedness and strict decrease for \( \tau \), then \( \tau \) can be removed too: \( R \) is a ranking function for it.
- If \( R \) is non-increasing and satisfies boundedness for \( \tau \) but not strict decrease, one can split \( \tau \) in the termination
transition system into two new transitions: one where \( R > R' \) is added to \( \tau \), and another one where \( R = R' \) is enforced. Then the new transition with \( R > R' \) is automatically eliminated, as \( R \) is a ranking function for it. Equivalently, this can be seen as adding \( R = R' \) to \( \tau \).

Now, if the solver could not prove \( R \) to be a true ranking function for \( \tau \) because it was missing an invariant, this transformation will guide the solver to find that invariant so as to disable the transition with \( R = R' \).

- If \( R \) is non-increasing and satisfies strict decrease for \( \tau \) but not boundedness, the same technique from above can be applied: it boils down to adding \( R < 0 \) to \( \tau \).
- If \( \bar{R} \) is non-increasing but neither strict decrease nor boundedness are fulfilled for \( \tau \), then \( \tau \) can be split into two new transitions: one with \( R < 0 \), and another one with \( R \geq 0 \land R = R' \).
- If \( \bar{R} \) does not satisfy the non-increase property, then it is rejected; however, the invariant map from the solution can be used to strengthen the transition relations for the following iterations of the termination analysis.

Note this analysis may be worth applying on other transitions \( \tau \) in the termination transition system apart from those that make \( \Theta(\tau) \equiv (|B| + p_8) \land \Theta(\tau') \) true. E.g., if \( R \) is a ranking function for a transition \( \tau \) but fails to be so for another one \( \tau' \) because strict decrease does not hold, then, according to the above discussion, \( \tau' \) can be strengthened with \( R = R' \).

On the other hand, working in this iterative way requires imposing additional constraints to avoid getting to a standstill. Namely, in the case where non-increase does not hold and so one would like to exploit the invariant, it is necessary to impose that the invariant is not redundant. More in detail, let us consider a fixed location \( \ell \), and let \( I^{(1)}_\ell, \ldots, I^{(k)}_\ell \) be the previously computed invariants at location \( \ell \). Then \( I_\ell \), the invariant to be generated at \( \ell \), is redundant if it is implied by \( I^{(1)}_\ell, \ldots, I^{(k)}_\ell \), i.e., if \( \forall \ell \in \mathbb{Z}_{\geq 0} \) \( I^{(1)}_\ell(\tau) \land \cdots \land I^{(k)}_\ell(\tau) \rightarrow I_\ell(\tau) \).

We impose \( p\mathbb{N} \rightarrow \bigwedge_{\ell \in \mathbb{Z}_{\geq 0}} E_\ell \) to ensure that violating non-increase leads to non-redundant invariants. Conditions are added similarly to avoid redundant quasi-ranking functions.

Another advantage of this Max-SMT approach is that by using different weights we can express priorities over conditions. Since, as explained above, violating the property of non-increase invalidates the computed function \( R \), it is convenient to make \( \omega_{\mathbb{N}} \) the largest weight. On the other hand, when non-increase and boundedness are fulfilled but not strict decrease an equality is added to the transition, whereas when non-increase and strict decrease are fulfilled but not boundedness just an inequality is added. As we prefer the former to the latter, in our implementation (see Sect. [4]) we set \( \omega_8 > \omega_{\mathbb{N}} \).

A further improvement is the generation of termination implications. A termination implication at a location \( \ell \) is an assertion \( J(\tau) \) such that any transition in the termination transition system that leads into \( \ell \) implies it, i.e., it holds that \( \rho \models J(\tau) \), where \( \rho \) is the relation of the transition. Thus, \( J \) will eventually hold when \( \ell \) is reached (although, unlike ordinary invariants, may not initially be true; see Example [1] below). Hence, it can be propagated forward in the termination transition system to the transitions going out from \( \ell \). To produce termination implications, for each location \( \ell \) a new linear inequality template \( J_\ell(\tau) \) is introduced and the following constraint is imposed: \( \bigwedge_{\tau=(\ell,\ell') \in \mathbb{N}} (|D_\ell| \land \rho \models J_\ell(\tau')) \). Additional constraints are enforced to ensure that new termination implications are not redundant with the already computed invariants and termination implications.

**Example 1:** Let us show a termination analysis of the program in Fig. [1]. In the first round, the solver finds the invariant \( y \geq 1 \) at \( \ell_2 \) and the ranking function \( z \) for \( \tau_2 \). While \( y \geq 1 \) can be added to \( \tau_3 \) (resulting into a new transition \( \tau'_3 \)), the ranking function allows eliminating \( \tau_2 \) from the termination transition system (see Fig. [2] (b)).

In the second round, the solver cannot find a ranking function. However, thanks to the Max-SMT formulation, it can produce the quasi-ranking function \( x \), which is non-increasing and strict decreasing for \( \tau_1 \), but not bounded. This quasi-ranking function can be used to split transition \( \tau_1 \) into two new transitions \( \tau_{1,1} \) and \( \tau_{1,2} \) as follows:

\[
\rho_{\tau_{1,1}} : \quad x \geq 0, \quad y \geq 1, \quad x' = x - 1, \quad y' = y, \quad z' = z
\]
\[
\rho_{\tau_{1,2}} : \quad x < 0, \quad y \geq 1, \quad x' = x - 1, \quad y' = y, \quad z' = z
\]

Then \( \tau_{1,1} \) is immediately removed, since \( x \) is a ranking function for it. The current termination transition system is given in Fig. [2] (c).

In the third and final round, the termination implication \( x < 0 \) is generated at \( \ell_2 \), together with the ranking function \( y \) for transition \( \tau'_3 \). Note that the termination implication is crucial to prove the strict decrease of \( y \) for \( \tau'_3 \), and that the previously generated invariant \( y \geq 1 \) at \( \ell_2 \) is needed to ensure boundedness. Now \( \tau'_3 \) can be removed, which makes the graph acyclic (see Fig. [2] (d)). This concludes the termination proof.
Fig. 3. Chain of locations obtained from a sequence of statements
\texttt{assume}(x \neq 0); \texttt{assume}(y \neq 0); \texttt{assume}(z \neq 0). Note disequalities are not natively supported, and so have to be split into disjunctions of inequalities.

IV. IMPLEMENTATION

The method presented in Sect. III has been implemented in the tool CppInv. This section describes this implementation. CppInv admits code written in C++ as well as in the language of T2 [10]. The system analyses programs with integer variables, linear expressions and function calls. Variables of other data types, such as floating-point variables, are treated as unknown values. Function calls are handled with techniques similar to those in [20], although currently the returned value is ignored. Further, for recursive functions, after a function call we assign unknowns to all variables that can be modified in the call (i.e., global variables and variables passed by reference).

In the transformation from the source code to the internal transition system representation, CppInv attempts to reduce the number of locations by composing transitions. Still, this preprocessing may result in an exponential growth in the number of transitions. As our technique does not require minimized transition systems for soundness, the tool stops this location minimization if a threshold number of transitions is reached. Moreover, whenever a chain of locations connected by transitions that do not modify variables (see Fig. 3) is detected, CppInv does not attempt to eliminate the locations: since no variable is updated, in these transitions any function satisfies the non-increase condition, while no ranking function is possible. For this reason, when producing the constraints, these transitions are ignored as far as termination is concerned, and are only considered for the generation of invariants.

Once the input is represented as a transition system, the actual termination analysis starts. See function proved_TS_term:

\begin{verbatim}
bool proved_TS_term(Term Sys \Rightarrow \pi, L, \Theta, T) { // \pi is the list of SCC's topologically sorted according to ordering \prec
   (C, \prec) = compute_SCCs_and_topologically_sort(Sys);
   for (C \in \pi by \prec) {
      (L, T) = (locations(C), transitions(C));
      P = copy(T);
      for (\ell \in L; \exists (\ell, \ell, \rho) \in T with \exists \ell \in C \prec C)
         \Theta(\ell) = \Theta(\ell) \lor SPost(\rho);
      if (not proved_SCC_term(L, T, P)) return false; }
   return true; }
\end{verbatim}

The SCC's are computed and topologically sorted, and each SCC is processed according to this order. Processing an SCC involves first performing a copy of the transitions for keeping track of those not proven finitely executable yet. Then the initial conditions are updated with the strongest postconditions of the incoming transitions from previous SCC's, where the strongest postcondition of a transition relation $\rho(\pi, \pi')$ is the assertion $SPost(\rho(\pi, \pi')) \equiv \exists \pi'' \rho(\pi, \pi'')$. Finally the SCC is analysed for termination. If it could not be proved terminating, the procedure stops. Otherwise the next SCC is dealt with.

The analysis of termination of SCC's is orchestrated by the function proved_SCC_term:

\begin{verbatim}
bool proved_SCC_term(Set Loc L, Set_Trans T, Set_Trans P) {
   if (dis_trans(L, T, P) or rank_fun(L, T, P) or term_imp(L, T, P)) {
      return true;
   } if (P == \emptyset) return true;
   for (C \in SCCs in the graph of P) {
      T' = transitions(C);
      if (T' \neq \emptyset and not proved_SCC_term(L, T, T')) return false; }
   return true; }
\end{verbatim}

It takes as arguments: a set of locations $L$ and a list of transitions $T$, corresponding to an SCC of the transition system; and the termination transition system: a non-empty set $P \subseteq T$ of transitions that still have to be proven finitely executable. As explained in Sect. III-B one may assume that the graph induced by $P$ is strongly connected. The function returns true if all transitions in $P$ can be proved finitely executable. We found out that, instead of directly solving the full constraint system introduced in Sect. III-B in practice it is preferable to proceed by phases. Each phase (functions dis_trans, rank_fun and term_imp) attempts to remove transitions from $P$ by different means, and returns true if $P$ has become empty or it is no longer strongly connected. In the former case, we are done. In the latter, the same procedure is recursively called. If after all phases $P$ is non-empty, we report failure to prove termination.

In the first phase (function dis_trans), CppInv attempts to eliminate transitions with disability arguments by generating the appropriate invariants (neither ranking functions nor termination implications are considered at this point). This is achieved by solving the following Max-SMT formula:

$$\bigwedge_{\ell \in L} \exists \ell \exists (\ell, \ell, \rho) \in \bigwedge_{\tau \in T} (D_{\tau} \lor C_{\tau}) \land (\bigvee_{\tau \in T} D_{\tau} \lor P_{D}) \land \neg P_{D}, \omega_{D} \equiv \omega$$

where $P_{D}$ is a propositional variable meaning that no transition can be disabled, and $\omega_{D}$ is the corresponding weight. Transitions that are detected to be disabled (by means of a call to an SMT solver) are removed both from the original and the termination transition system. Invariants are used to strengthen the transition relations as described in Sect. III-B. The process is repeated while new transitions can be disabled.

\begin{verbatim}
bool dis_trans(Set_Loc L, Set_Trans T, Set_Trans P) {
   cont = true;
   while (cont) {
      cont = false;
      for (\tau = (\ell, \ell', \rho) \in P) {
         if (\rho \text{ is UNSAT}) \lor \tau \text{ is disabled}
            (T, P) = (T \{ [\tau], P \{ [\tau] \});
         if (P == \emptyset) return true;
         H = \bigwedge_{\ell \in L} \exists \ell \exists (\ell, \ell, \rho) \in T \lor (\bigvee_{\tau \in T} D_{\tau} \lor P_{D})
            \lor (D_{\tau} \lor P_{D})\lor (\neg P_{D}, \omega_{D})
         S = \neg P_{D}, \omega_{D};
         (1, c) = solve(H \land S); // I invariant map, c cost of solution
         if (c == \infty) break; // No solution to hard clauses
         for (\ell \in L, (\ell, \ell', \rho) \in T) // Strengthen relation with invariant
            \rho = \rho \land I(\ell);
         if (c == 0) cont = true; }
      return not is_strongly_connected(P); }
\end{verbatim}

1CppInv, together with all benchmarks used in the experimental evaluation of Sect. V is available at www.lsi.upc.edu/~albert/cppinv-term-bin.tar.gz

2These phases have a time limit in our implementation although this is not made explicit in the pseudo-code shown below.

3Constraints that avoid redundancy are not included for simplicity.
In the second phase (function \textit{rank\_fun}), the system eliminates transitions by using ranking functions as arguments (termination implications are not considered at this point). If the computed function \( R \) satisfies the non-increase property, then each of the transitions \( \tau \) in the termination transition system is examined and either removed if \( R \) is a ranking function for \( \tau \), or split otherwise, as described in Sect. \ref{sec:ranking}.

\begin{verbatim}
bool rank_fun(Set_Loc L, Set_Trans T, Set_Trans P) {
    H = \bigwedge_{I \in L} \bigwedge_{T \in T} \bigwedge_{P \in P} \bigvee (\exists c \in R : (S \lor P) \land (N \lor P)) \land \bigwedge_{R \in P} (\exists c \in R : (I \lor R) \land (T \lor R)) \land (I, R, c) = \text{solve}(H \land S);
    if (c = \infty) return false; // No solution to hard clauses
    for (\( \ell \in \mathbb{L} \); \( (\ell, \ell', \rho) \in T \)) // Strength relation with invariant \( \rho = \rho \land I(\ell) \)
    for (\( \rho \in \text{UNSAT} \); \( \tau \) is disabled)
    for (\( \tau \in \mathbb{P} \))
        if (bounded\( (\tau, R) \)) and strict\_decrease\( (\tau, R) \) \( P = P - \tau \);
        else split\( (\tau, R, P) \); // Splits \( P \)
    if \( (P = \emptyset \text{ or not strongly\_connected(P)}) \text{ return true} \} \}

The third and final phase (function \textit{term\_impl}, not detailed here for lack of space) is very similar to the previous one, with the difference that termination implications are also included.

As regards the constraints, we restrain ourselves to invariants and ranking functions with integer coefficients, since this allows us to exploit efficient non-linear solving techniques \cite{Barcelogic}. Moreover, in order to perform integer reasoning, the following variation of Farkas’ Lemma, based on the Gomory-Chvátal cutting plane rule \cite{Gomory}, is employed:

\textbf{Lemma 1:} Let \( Ax + b \leq 0 \) (\( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \)) be a system of linear inequalities over integer variables \( x = (x_1, \ldots, x_n) \), and \( c^T x + d \leq 0 \) (\( c \in \mathbb{Z}^n, d \in \mathbb{R} \)) be a linear inequality. If there is \( \lambda \in \mathbb{R}^m \), \( i \in \mathbb{Z} \) and \( f \in \mathbb{R} \) such that \( \lambda \geq 0 \), \( c^T \lambda = 0 \), \( \lambda^T b = i - f \), \( 0 \leq f < 1 \) and \( i \geq d \), then \( Ax + b \leq 0 \) entails \( c^T x + d \leq 0 \).

Lemma \ref{lem:linear_inequality} allows transforming an \( \exists y \) problem into an \( \exists \) problem. If all coefficients in the premise are known values, the resulting satisfiability problem is an SMT problem over LA. Otherwise, an SMT problem over NA is obtained. Furthermore, as some unknowns are integer (the coefficients) and some are real (the multipliers), the resulting problems have mixed types.

\textbf{Cpplnv} uses Barcelogic \cite{Barcelogic} for solving the generated constraints. The Max-SMT(NA) solver for mixed non-linear arithmetic in Barcelogic extends the techniques presented in \cite{Barcelogic} for solving SMT(NA) problems. This is achieved by allowing integer and real variables in the underlying linear arithmetic solver, and wrapping this solver with a branch-and-bound scheme for optimization \cite{Cpplnv}.

\section{Experimental Evaluation}

In this section we show experiments that evaluate the performance of \textbf{Cpplnv} on a wide set of examples, which have been taken from the online programming learning environment \texttt{Jutge.org} \cite{Jutge.org} (see \texttt{www.jutge.org}), and from benchmark suites in \cite{Benchmarks} and in \texttt{research.microsoft.com/en-us/projects/t2}. We provide here a comparison with the new version of \textbf{T2}, which according to the results given in \cite{Benchmarks} is performing much better when proving termination than most of the existing tools, including Terminator \cite{Terminator}, AProVE \cite{AProVE}, or ARMC \cite{ARMC}, among others. We have also tried CProver \cite{CProver} and Loopfrog \cite{Loopfrog}, but the results were not good on these sets of benchmarks. All experiments were performed on an Intel Core i7 with 3.40GHz clock speed and 16 GB of RAM.

The first two considered sets of benchmarks are those provided by the \textbf{T2} developers. Following the experiments in \cite{Benchmarks}, we have set a 300 secs. timeout. To show the impact of the different techniques described in the paper, Table \ref{tab:benchmarks1} presents the number of instances in each set (#ins.) and the number of those that we proved terminating with the following settings:

- \textbf{(noMS)} implements the generation of invariants and ranking functions using a translation to SMT(NA), but without using Max-SMT, i.e., with all constraints hard. The fact that this plain version can already prove many instances hints on the goodness of our underlying algorithm and the impact of using our NA-solver in this application.
- \textbf{(MS)} implements the generation of invariants and ranking functions using Max-SMT(NA), where the constraints imposed by the ranking function are added as soft.
- \textbf{(MS+QR)} adds to the previous case the possibility to use quasi-ranking functions.
- \textbf{(MS+QR+TI)} adds to the previous case the possibility to infer termination implications.

Note that every added improvement allows us to prove some more instances, while none is lost due to the additional complexity of the constraints generated.

Moreover, by looking into the results in more detail, we have observed that our tool and \textbf{T2} complement each other to some extent: in Set1 \textbf{Cpplnv} can prove 7 instances which cannot be proved by \textbf{T2}, while we cannot prove 14 which can be handled by \textbf{T2}; similarly, in Set2 \textbf{Cpplnv} can prove 8 programs which cannot be proved by \textbf{T2}, while we cannot prove 11 that can be handled by \textbf{T2}. The average time in YES answers of \textbf{T2} is 2.9 secs and of \textbf{Cpplnv} is 12.8 secs.

In Table \ref{tab:benchmarks2} we show the comparison of \textbf{Cpplnv} (with all described techniques) and \textbf{T2} on our benchmarks from the programming learning environment \texttt{Jutge.org}, which is

\begin{table}[h]
\centering
\caption{Results with benchmarks from \texttt{Jutge.org}.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Set & \#ins & \textbf{noMS} & \textbf{MS} & \textbf{MS+QR} & \textbf{MS+QR+TI} & 12 \\
\hline
Set1 & 499 & 212 & 220 & 228 & 238 & 243 \\
Set2 & 972 & 245 & 252 & 262 & 276 & 279 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Results with benchmarks from \texttt{Jutge.org}.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Set & \#ins & \textbf{Cpplnv} & 12 \\
\hline
P16855 & 367 & 324 & 328 & 362 & 324 & 329 \\
P12603 & 149 & 143 & 140 & 585 & 780 & 793 \\
P2528 & 783 & 707 & 710 & 380 & 243 & 245 \\
P15461 & 98 & 81 & 81 & 362 & 2563 & 926 \\
P24684 & 177 & 171 & 168 & 496 & 134 & 177 \\
P33412 & 603 & 476 & 371 & 413 & 325 & 243 \\
\hline
\end{tabular}
\end{table}
Currently being used in several programming courses in the Universitat Politècnica de Catalunya. The benchmark suite consists of thousands of solutions written by students to 12 different programming problems. These programs can be considered challenging since most often they are not the most elegant solution but one with many more conditional statements than necessary (e.g., the largest instance we can successfully handle has nearly 700 transitions). Here, due to the size of the benchmark suites (see column #ins.), for the execution of both tools we have set a 120 secs. timeout. The average time in YES answers of T2 is 1.7 secs. and of CppInvc is 1.6 secs. Note that, in order to run these benchmarks in T2, we have translated them into T2 format using our intermediate transition graph. This may be a disadvantage for T2, as it happens in the reverse way when CppInvc is run on T2 benchmark set. In particular, we think the bad performance of T2 in sets P33412, P81966 and P84219 may be related to the way we handle division, which is crucial in these examples.

VI. Conclusions and Future Work

In short, the contributions of this paper are:

- a novel Max-SMT constraint-based approach to proving termination. Thanks to expressing the synthesis of a ranking function and a supporting invariant as a Max-SMT problem, we achieve a better guided and more fine-grained termination analysis than SMT-based methods. Max-SMT reveals to be a convenient framework for constraint-based termination analysis. In addition to our method, other techniques such as unaffecting score maximization \[10\] can be naturally modeled in Max-SMT.

- a prototype of termination analyzer for (a subset of) C++.

One of the shortcomings of our approach is that invariant synthesis is restricted to a single SCC. If invariants from previous SCC’s have not been generated but are later required, our technique cannot prove termination. E.g., in the program shown in Fig. 4 the invariant \(x > 0\) must be discovered at \(t_1\) so as to prove that the rightmost transition is finitely executable, although it is not necessary for proving that the leftmost loop is terminating. For future work we plan to develop techniques to overcome this kind of situations. A promising idea is to consider initiation conditions as soft: then the generated quasi-invariants represent what is missing from previous SCC’s, and then can be propagated backwards. Alternatively, these quasi-invariants can be used to split the initial conditions of the current SCC. Finally, as a byproduct, this would allow us to solve the conditional termination problem as well.
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On the Concept of Variable Roles and its Use in Software Analysis
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Abstract—Human written source code in imperative programming languages exhibits typical patterns for variable use, such as flags, loop iterators, counters, indices, bitvectors, etc. Although it is widely understood by practitioners that these patterns are important for automated software analysis tools, they are not systematically studied by the formal methods community, and not well documented in the research literature. In this paper, we introduce the notion of variable roles on the example of basic types (int, float, char) in C. We propose a classification of the variables in a program by variable roles which formalises the typical usage patterns of variables. We show that classical data flow analysis lends itself naturally both as a specification formalism and an analysis paradigm for this classification problem. We demonstrate the practical applicability of our method by predicting membership of source files to the different categories of the software verification competition SVCOMP 2013.

I. INTRODUCTION

Programs written in imperative programming languages, such as C, Java, Perl, Python, share typical patterns of variable use, like flags, loop iterators, counters, indices, bitvectors, temporary variables, and so on. Experienced programmers have informal knowledge of these patterns, to which we refer as variable roles. For example, from the piece of C code

```c
while (i < n) a[i++] = 0;
```

it can be deduced that `i` is a loop iterator and an array index. Similarly, from the statement

```c
x &= y;
```

we can infer that `x` is a bitvector.

In common programming languages, there is no direct mapping from data types to roles - multiple roles can be associated with the same type. For example, in C, the type int can be used to store such different values as boolean, file descriptor, bitvector, and character literal. Moreover, it is not clear how to extend standard type systems for languages like C to express roles like array index, counter, and loop iterator. Additionally, one variable can have several roles simultaneously, like the variable `i` in the loop example above. In type systems, in contrast, one variable must be assigned one and only one type. Therefore, roles can not be considered simply as refined types.

Information about variable roles is implicitly contained in the structure of the source code, thus the roles can often be inferred by syntactic analysis. This can be done by analysing the expressions or statements of a given kind, for example, matching array indices in array subscripts. Alternatively, roles can be inferred by searching for code patterns, for example,

```c
t = x; x = y; y = t;
```

is a typical pattern for a temporary variable `t`.

The notion of a variable role has two dimensions. In general, variable roles represent heuristics, which means that they can be systematically studied and analysed, but they need to be treated as auxiliary heuristic information. Thus, variable roles can guide a verification tool, but the soundness of a formal analysis must not depend on variable roles. Certain variable roles, however, provide sound information, which can be relied upon during verification, and thus these roles can be viewed as types. We will explore these two dimensions of variable roles in future work.

In this paper we define 14 variable roles with a standard data-flow analysis. Our definition serves at the same time as an algorithm to compute the roles. In order to choose the roles, we have manually investigated 5.2 KLOC of C code from the cBench benchmark [1]. We assigned roles to the variables of basic types such as int, float and char. When choosing the roles, we were inspired by typical programming patterns for variable use in real life programs. We have chosen the roles in such a way that a small number of roles is able to classify each occurring program variable in the programs we considered. We have implemented a prototype of a tool which maps basic-type variables in C programs to sets of roles.

As this short paper is reporting work in progress, we are currently exploring applications for variable roles. An important natural application is the use of variable roles to create abstractions in software verification or choose abstract domains through a better understanding of the program. For example, in C programs integer variables are used to store boolean flags, because there is no boolean type. When creating an abstraction for a C program, we know that the predicate `x == 0` provides sufficient information about a boolean variable `x`. However, most state-of-the-art verification papers consider a program as a logical formula and either ignore such implicit information, or treat it as undocumented heuristics. For example, the ASTREE static analyser [2] relies heavily on human insight for selecting the right domain. Variable roles could be used for automating this process, e.g., to suggest the use of octagon or polyhedra domains for variables which occur only in linear operations, BDDs for boolean variables, etc. This will save a verification tool from enumerating all possible domains. After submission of this paper, we learnt about current work in this direction by the developers of the CPAchecker verification tool [3].

Another important application area of our method is to classify source files, for example, from benchmarks for different verification competitions, according to the relative number of occurrences of variable roles in them. To demonstrate
int x, y, n = 1; int fd = open(path, flags);
... y = x; while (x) { n++; x = x & 5 (x-1);
} a) bitvector, counter, iterator
b) character, file descriptor, linear

Fig. 1: Different patterns of use of integer variables

At this point, we performed the following experiment with the benchmarks from the software competition SVCOMP 2013 [4]. The competition distinguishes several categories of source files, such as device drivers, embedded systems, concurrent programs, and so on. The classification is done by human experts, who manually analysed and comprehended the source code. With our tool we computed the frequency of different roles in each category and used this data to train a machine learning tool to predict the competition categories for new files. In a number of experiments, we randomly selected a subset of the competition source files for training and used the remaining source files to check our prediction against the human classification. Importantly, we used a machine learning technique not to infer roles, but rather to validate their predictive power. The results of the experiments are encouraging - the prediction is successful in more than 80% of the cases. We highlight that our choice of the roles was based on examples from cBench rather than SVCOMP.

The results of our experiment suggest that variable roles can be used to interpret experimental results for current verification tools. The strengths and weaknesses of the tools can be identified by computing code metrics in terms of the relative frequencies of the roles. This idea can be further elaborated for building a portfolio-solver where we first analyse the frequencies of the roles. This idea can be further elaborated for building a portfolio-solver where we first analyse the frequencies of the roles and then select tools. The strengths and weaknesses of the tools can be used to interpret experimental results for current verification tools. For a human reading the program, the statements n=0 and n++ in the loop body signal that n is a counter. Indeed, n is used to count the number of loop iterations. On the other hand, the value of the variable x as an integer is not used in calculations, but rather individual bits in its binary representation matter.

We define the roles by restricting the operations in which a variable occurs. We require that a bitvector occurs in at least one bitwise operation (bitwise AND, OR, or XOR), like the variable x in expression 5. We require that a counter variable only changes its value in an increment or decrement statement or gets assigned zero. The variable n, which is assigned in statements 1 and 3, satisfies these constraints.

The program in Figure 1a calculates the number of non-zero bits of the variable x. In every loop iteration, a non-zero bit of x is set to zero and the counter n is incremented. The loop continues until all bits are set to zero. Although the variables x and n are declared of the same type int, they are used differently. For a human reading the program, the statements n=0 and n++ in the loop body signal that n is a counter. Indeed, n is used to count the number of loop iterations. On the other hand, the value of the variable x as an integer is not used in calculations, but rather individual bits in its binary representation matter.

We define the roles by restricting the operations in which a variable occurs. We require that a bitvector occurs in at least one bitwise operation (bitwise AND, OR, or XOR), like the variable x in expression 5. We require that a counter variable only changes its value in an increment or decrement statement or gets assigned zero. The variable n, which is assigned in statements 1 and 3, satisfies these constraints.

We define character, file descriptor and linear roles as follows. We require that a character variable is assigned at least once a character literal (e.g., c='a') or another character variable, or is used in a standard C function for manipulating characters (e.g., c=getchar() or isdigit(c)). A file descriptor is required to be used in a standard C function for manipulating files (e.g., fd=open(path,flags) or read(fd, &c, 1)). A linear variable can be assigned only linear combinations of linear variables. The variables c and val, assigned in statements 3 and 2, respectively, satisfy the latter constraint.

B. Definition of the analysis

We define variable roles using classical intraprocedural dataflow analysis [6]. In this section we use the notation as follows. \textbf{Var} denotes the set of program variables, and \textbf{Num} denotes all scalar constant literals (e.g., 0, 0.5, ’a’). \textbf{S}, \textbf{E} and \textbf{B} denote the set of program statements, arithmetic and boolean expressions respectively. For the elements of these sets we use the same names in the lowercase version (e.g., var for a program variable).

For a program \( s \in \textbf{S} \) the result of analysis \( R \) is computed using the function \( R^R \), which is defined as follows:

\[
R^R = \text{Init}^R \sqcup \text{gen}^R(s),
\]
TABLE I: Informal definition of variable roles

<table>
<thead>
<tr>
<th>Role name</th>
<th>Informal definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYNT CONST</td>
<td>not assigned any value in the program</td>
</tr>
<tr>
<td>CONST ASSIGN</td>
<td>assigned only numeric literals or CONST ASSIGN variables</td>
</tr>
<tr>
<td>COUNTER</td>
<td>assigned only in increment and decrement statements, or assigned zero</td>
</tr>
<tr>
<td>LINEAR</td>
<td>assigned only linear combinations of LINEAR variables</td>
</tr>
<tr>
<td>BOOL</td>
<td>assigned only 0,1, the result of a boolean expression or BOOL variables</td>
</tr>
<tr>
<td>INPUT</td>
<td>modified by an external function</td>
</tr>
<tr>
<td>BRANCH_COND</td>
<td>occurs in the condition of an if statement</td>
</tr>
<tr>
<td>BITVECTOR</td>
<td>occurs in a bitwise operation or assigned the result of a bitwise operation</td>
</tr>
<tr>
<td>UNRES_ASSIGN</td>
<td>assigned a pointer dereference or modified by a function</td>
</tr>
<tr>
<td>CHAR</td>
<td>assigned only character literals, CHAR variables, or passed to a library function which manipulates characters</td>
</tr>
<tr>
<td>LOOP ITERATOR</td>
<td>occurs in the condition of a loop and assigned in the loop body</td>
</tr>
<tr>
<td>FILE DESCRIPT</td>
<td>passed to a library function which manipulates files</td>
</tr>
<tr>
<td>ARRAY_INDEX</td>
<td>occurs in an array subscript expression</td>
</tr>
<tr>
<td>ARRAY SIZE</td>
<td>passed to a memory allocating library function</td>
</tr>
</tbody>
</table>

BITVECTOR

- gen(var := e) = \{\{e\}\} if e := e, bitop e
- gen(if b then s1 else s2) = gen(b) \cup gen(s1) \cup gen(s2)
- gen(skip) = \{\}
- gen(while b do s) = gen(b) \cup gen(s)

LINEAR

- gen(var) = gen(num) = \{\}
- gen(e1 arithop e2) = \{e1 \cup e2\} if e1 \cup e2
- gen(bitnot e) = \{e\} if e
- lin(e) = \{true\} if e \in Res^{LINEAR}
- lin(var) = \{true\} if var \in Res^{LINEAR}
- lin(e1 + e2) = lin(e1) \cup lin(e2)
- lin(e1 * e2) = \{\{e1\} | e2 \in Num | \{e2\} | e1 \in Num | \{true\} | else \}
- lin(e1 bitop e2) = lin(bitnot e) = lin(e1\,\,e2) = false

Fig. 3: Step-by-step computation of roles

a) bitvectors

b) linear variables

The analysis for the role LINEAR is computed as a fixed point of the function Res^R (c = f). It starts with the set Var of all program variables, which evaluates to {x, y, n}. The operation \ union is defined to be set subtraction. In the first iteration, the variable x is excluded from the result set at statement 4 because it is assigned a non-linear expression. In the second iteration, the variable y is excluded from the result set at statement 2 because it is assigned \{n\}, as shown in Figure 3b.

III. IMPLEMENTATION AND EXPERIMENTS

We used the clang compiler [7] to implement a prototype of a tool, which assigns a subset of variable roles to every basic-type variable. The current implementation does intraprocedural analysis and does not include a pointer analysis. We replace all function calls (e.g., c=getchar()) and pointer dereferences (e.g., n=+ptr, n=arr[i]) with fresh variables. For example, the statement c=getchar() would be rewritten as c=t1, and in the LINEAR analysis the variable t1 would not be excluded from the result set, but rather assigned the role "unresolved assignment", which is a trade-off between soundness and precision.

We ran two experiments. In the first one we computed the relative number of occurrences of each role in every category. We calculated it by summing up the numbers in all files of a category and normalising them by the total number of variables in these files. The results for the categories "Control
Flow and Integer Variables” and ”Linux Device Drivers” are shown in Figure 4a. We observed higher frequencies of boolean flags and branching operations, counters, arithmetic operations and constant assignments in the first category, and high numbers (in comparison to other categories in SVCOMP) of bitvectors and pointers in the second one.

In our main experiment, whose summary was given in Section I, we used machine learning to create a classifier for source files into the categories of the competition SVCOMP as a function of the frequencies of variable roles in a file. Since a program would typically share similarities with several categories, we used a multiclass vector support machine [8] to predict the category of a source file with some probability. For example, we predict that a file is a driver with the probability 60%, a concurrent program with the probability 35%, and so on. We translated the relative numbers of roles into the input format of the machine learning tool Weka [9] as follows: each source file represented one training example with the category corresponding to the class, and relative numbers of roles representing the vector of float attributes. We ran the experiments for varying sizes of the training sets from 90% to 50% of all files and analysed the remaining files by our tool. Figure 4b shows the percentage of the files for which the most likely category (second column) or the two most likely categories (third column) do not include the actual file category.

IV. RELATED WORK

The term variable roles was inspired by the work in program comprehension [10] which informally defines roles as patterns of how variables are initialised and updated. The authors have defined nine roles, implemented a tool for assigning roles to variables using static analysis, and evaluated it on Pascal programs from textbooks. The work leaves open the question of formalising the notion of variable roles as well as of the possibility of applying the method to real-word programs.

The commercial bug finding tool Coverity [11] uses implicit knowledge in the form of programmer’s beliefs, i.e. propositional statements about program variables and functions. The authors use static analysis to extract two types of statements – the sound statements which follow from the requirements of safety, non-redundancy and reachability of the code (e.g., ”a pointer is not null”) and hypotheses which follow from the statistics of observations (e.g., ”calls to functions f() and g() should be paired”).

Rendon et al. [12] use predicate abstraction over a fixed set of predicates to infer so called liquid types, i.e. types refined with a conjunction of propositional predicates (e.g., $x > 0 \land x < 5$). We consider this approach to be complementary to ours, because it does not use any information from the source code other than the transition relation, and concentrates on arithmetic properties of variables.

Variable names and comments as an additional source of knowledge about a program have been systematically studied in program comprehension. The Latent Semantic Indexing technique [13] allows to query the program source code using words in natural language, based on the number of occurrences of the words in variable names and comments. A study has been made of the naming rules for variables in real-word programs [14], and of expanding abbreviated identifiers to full words [15]. We plan to use these techniques in future work.
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