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Abstract— An experimental study was conducted using a network
simulator to investigate the performance of packet communication
networks as a function of: the network resource capacities (channels,
buffers), the network load (number of virtual channels, virtual channel
loads), protocels (flow control, congestion control, routing), and pro-
tocol parameters (virtual channel window size, input buffer limits).
Performance characteristics are shown and the design of input buffer
limits for network congestion control, virtual channel window size, and
nodal buffer capacity addressed. Network design strategies for the
control of load fluctuations are proposed and discussed.
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I. INTRODUCTION

HE OBJECTIVE of a packet communication network

is to reliably deliver packets from their sources to their
destinations within acceptable time delays. Thus, an important
performance measure of a packet network is its throughput
rate in packets delivered per second.

Throughput is generated when individual packets progress
through the network following finite (preferably acyclic) paths.
Packets admitted into the network require the allocation of
different types of resources to progress. The packet buffers at
a network node form one type of resource. There are different
types of buffer resources corresponding to different nodes in
the network. The set of communication channels (usually just
ohe) that transports packets from one node to another node is
another type of resource. There are different types of channel
resources corresponding to different communication links,

To generate a packet’s worth of throughput, the network
must first admit a packet and then allocate to it a set of re-
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sources consisting of the communication channels as well as
one buffer at each node along its route from source to desti-
nation.! A complete allocation of resources needed by a packet
before its admittance and subsequent journey is deemed
wasteful. Almost all packet networks employ a store-and-
forward protocol, whereby once a node has accepted a packet,
it attempts to forward the packet to the succeeding node on the
packet’s route. It also buffers a copy of the packet. The buffer
is released only after a positive acknowledgment has been re-
ceived from the succeeding node indicating successful receipt
and acceptance of the packet. With the store-and-forward
protocol, a partial allocation of resources will enable packets
to progress through the network; specifically, a packet residing
in node i can proceed if it has acquired the resources of a buffer
in node i, the channel (i, j) on its route, and a buffer in node
Jj. (We assume that packets follow fixed routes.)

It is well known that partial allocation of resources to con-
current processes may result in a *“‘circular wait” condition,
under which none of the processes can satisfy its resource needs
and progress [1]. The condition is known as a store-and-for-
ward deadlock in packet networks [2]; the throughput rate of
a deadlocked network is zero.

Buffer allocation algorithms have been proposed [3], [4]
for the prevention of store-and-forward deadlocks. It has been
proved that using these algorithms at least one packet in the
network can satisfy its resource needs at any time. This ensures
that the network throughput rate will never be zero.

The objective of this experimental study is to investigate
conditions for packet networks to operate at a high throughput
rate (instead of just ensuring that it will not become zero). The
impact of network protocols for flow control, congestion con-
trol, and routing on the network throughput rate is investi-
gated. The network performance as a function of resource
capacities (channels and buffers), network load (number of
virtual channels, virtual channel load), and protocol parame-
ters (window sizes for virtual channel flow control, input buffer
limits for network congestion control) is investigated.

The experimental performance results illustrate interactions
and tradeoffs among input buffer limits, virtual channel win-
dow sizes, nodal buffer capacities, and offered load levels.
Specifically, we found a good (heuristic) rule for the design
of input buffer limits. We also found that a uniform assignment
strategy for input buffer limits is significantly better than
designing them proportional to nodal traffic levels.

II. THE NETWORK CONGESTION PHENOMENON
AND CONTROL TECHNIQUES

A packet in transit within a network is at any time either
enabled (resource requirements for progress met) or blocked
(resource requirements not met). The number y(¢) of enabled
packets in the network at time ¢ depends upon: nodal buffer
capacities, the number of packets in transit within the network,
and the distribution of these packets over queues for channels.

1 With various high-level network protocols (not considered herein) other
types of resources are needed, such as, logical channels, sockets, control blocks,
sequence numbers, etc. Nodal processors are not considered because nodal
processing delays are typically much smaller than communication channel
delays.

The last two in turn depend upon the network load and the
network’s routing and flow and congestion control proto-
cols.

The maximum possible value of y(¢) is equal to the number
of communication channels in the network (given a nontrivial
number of buffers at each node). There are two conditions
under which y(t) takes on small values. First, there are few
packets in the network (due to a small network load). Second,
there are many packets in the network competing for resources:
however, their distribution over the channel queues are such
that few packets can satisfy their resource requirements for
progress (the network is congested!).

The network throughput rate is directly proportional to the
expected number y of enabled packets under steady-state
conditions.2 Fig. 1 is a qualitative picture of the network
throughput rate, given that the network has n packets in
transit, plotted as a function of n.

Flow and Congestion Control Protocols

We shall consider networks that provide virtual channels
between packet sources and sinks. The virtual channels are
end-to-end flow controlled. Examples of end-to-end flow
control protocols are SNA pacing [5], [6], RFNM in the Ar-
panet [7], and various window mechanisms [8], [9]. An im-
portant function of such end-to-end protocols is synchroniza-
tion of the source input rate to the sink acceptance rate. All of
them work by limiting the number of packets that a virtual
channel can have in transit within the network. Suppose L; is
the mgximum number of packets for virtual channel i (called
its window size) and the network has K virtual channels. The
maximum number of packets permitted to enter the network
is thus

nmax=L|+L2+---+LK.

The fact that np,,y is bounded does not imply that a separate
network congestion control protocol is not necessary. In fact,
one of the motivations for packet networks in the first place
is that data traffic sources are typically bursty [10]. In other
words, virtual channels between source-sink pairs require
network resources only intermittently with a small duty cycle.
If, for example, a network is operated such that .y is at point
B in Fig. 1, it is obvious that a network congestion control
protocol is not necessary. However, due to the bursty nature
of resource demands from virtual channels, the average
number of packets utilizing the network will be very low such
as at point A. It is therefore desirable for packet networks to
operate on the principle of overcommitment such that n,,, is
far to the right, such as at point C in Fig. 1; through averaging,
the network utilization is at point B with a correspondingly
high throughput rate. An immediate consequence is that a
separate network congestion control protocol is now necessary
to deal with temporary overloads (due to time and statistical
fluctuations in network user demands).

Any network congestion control protocol must effectively
reduce input into the network to alleviate temporary overloads

2 If the mean number of network links, denoted by L, traversed by packets

from source to destination is fixed and all channels have the same capacity
¢, then the network throughput rate is (Jc)/L.
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on the network. The isarithmic principle proposed by Davis
[11] and studied by Price [12] provides the above function by
setting a limit on the number of packets permitted inside a
network. This is accomplished by circulating a fixed number
of “containers” in the network. A packet can be sent through
the network only if its source can get hold of an empty con-
tainer. The objective of limiting the admission of packets into
a network can also be achieved by reducing the window sizes
of virtual channels or by shutting down some virtual channels
entirely. We have examined in our experiments the effect of
window sizes and the number of virtual channels on the net-
work throughput rate.

The control protocol that is of special interest in this paper
is called input buffer limits. Network nodes are required to
differentiate between “input packets” generated by local
sources and “transit packets” routed to them by other nodes.
A limit is imposed upon the fraction of buffers in the node that
input packets can occupy. This fraction is called the input
buffer limit (1B limit or IBL) of the node. No limit is placed
on the number of buffers that transit packets can occupy.

The advantage of favoring transit packets over input packets
was observed by Price [12]. A similar idea was discussed by
Chou and Gerla [13]. The use of 1B limits was explored in the
GMD simulation study [4]. Our experimental study reported
below covers different grounds from that of the GMD simu-
lation study. Specifically, although the GMD study explored
the use of 1B limits for congestion control, it was not known
how to design such limits nor were the conditions under which
IB limits are effective demonstrated. Both our design rule for
IB limits and our study of performance tradeoffs among pro-
tocol parameters, buffer capacities, and offered load levels are
new.

In [14] the performance of packet networks employing IB
limits for congestion control was analyzed by modeling them
as an extended class of queueing networks [15]. Using the
analytic model, the tradeoffs among network load, buffer ca-
pacity Nr, and IB limits were investigated. It was found that
when the network load is large, there is a critical value for the
IB limits beyond which the throughput capacity of the network
is seriously impaired. This critical value we shall refer to as the
IB capacity. The explanation for the drastic degradation in the
network throughput rate when IB limits exceed the IB capacity
turns out to be an intuitive one. For each new packet that the
network admits into an input buffer, additional buffers are
needed elsewhere for the packet’s subsequent journey to its
destination. Therefore, there is a natural ratio of the number
of input buffers to the total number of buffers in the network
that serves as an upper bound for IB limits. Suppose IB limits
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are designed to be larger than the IB capacity. It will occur that
(almost) all input buffers are filled by input packets, a likely
occurrence when the network is temporarily heavily loaded.
The network will subsequently not have enough buffers to
satisfy the demands of the resulting transit packets. The
number of packets which are enabled becomes very small and
the network throughput rate decreases to a small value (or zero
if the network is not deadlock-free).

A significant observation in [14] is that IB limits can be
made much smaller than the IB capacity without sacrificing
much network throughput (from the maximum throughput
rate assuming infinite buffers).

A homogeneous network consisting of nodes with identical
channel configurations and traffic demands was considered
in [14]. It was found that for homogeneous networks the IB
capacity (identical for all nodes) is equal to 1/H, where H is
the mean number of network nodes traversed by packets. Our
experimental results below illustrate IB capacities for general
nonhomogeneous networks.

I1I. THE NETWORK SIMULATOR

Our experiments were performed with a simulation program
written in the Pascal language using the discrete-event simu-
lation methodology.

Several network and traffic configurations have been sim-
ulated. They are described in Section IV below in conjunction
with their experimental results. For instance, the most fre-
quently used configuration has 7 nodes, 9 full-duplex links, and
168 virtual channels. In some cases up to 336 virtual channels
were simulated. Most experiments were run for 150 s of sim-
ulated time, so that each virtual channel delivered about
150-300 packets of throughput during a simulation run (ex-
cept for those cases in which the network becomes congested
or deadlocked). For the case of 168 virtual channels, the net-
work throughput of each simulation run was about 25 000-
45 000 packets. (For comparison, in [4] the number of virtual
channels simulated was about 50, and the network throughput
for each simulation run was 2000 packets.) We also observed
the throughput rates of virtual channels as a function of time
and found that they reached steady-state values in a few sec-
onds. Hence, 150 s of simulation time is relatively a long
time.

The class of networks that can be simulated is quite general
and contains the following features.

1) Network Topology: An arbitrary topology of links and
nodes can be specified.

2) Traffic Sources and Sinks: Each virtual channel has a
traffic source and sink. Messages are generated by the source
according to a message length probability distribution. Each
message generated may be segmented into one or more pack-
ets. A packet is the basic unit of data transfer in the net-
work.

In the experiments for this particular study, each message
generated consisted of a single fixed-length packet. If the flow
control window of the virtual channel is not full and the input
buffer limit of the network node connected to the source has
not been reached, then the source generates a new packet with
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rate A (to be referred to as the virtual channel load); the time
to packet birth was assumed to be an exponentiaily distributed
random variable with mean 1/\ s.

For networks that are lightly loaded, A can be interpreted
as the packet generation rate of an external network user. For
networks that are heavily loaded that are of interest in our
experiments, the external user’s packet queue for the virtual
channel is almost never empty. Hence, A models the reaction
speed of the external user to a control message (or signal) from
the network node authorizing input. The mean delay 1/A may
also be adjusted by a control mechanism in the external user’s
network interface protocol. We shall be concerned only with
the effect of the parameter A in this paper.

Sinks are modeled by queues and absorption time proba-
bility distributions. Note that a packet, at its destination node,
is considered to be absorbed once it has been handed over to
the sink interface protocol layer, although it may still be
physically present in the node.

At a communication channel speed of say, 50 Kbit/s, both
nodal processing times and sink absorption times of packets
are negligible compared to channel delays. They were assumed
to be zero in the present study. The problem of slow sinks is
handled in practice by end-to-end control in the source-sink
transport protocol. Assuming that such controls have been
provided at the transport protocol level, slow sinks no longer
pose a problem at the network level (of interest here).

3) Routing: Fixed routing using a table look-up procedure
is implemented.

4) Queueing: In the present study all queues employ a
FCEFS discipline.

5) Data Link Control: The data link control protocol in the
simulated networks is similar to that of Arpanet [16]. Each
communication channel is multiplexed into 8 logical channels.
A packet must acquire a logical channel to be transmitted;
following the transmission it must be positively acknowledged
before the logical channel is released. With 8 logical channels
a node can transmit up to 8 packets over a communication
channel before receiving any positive acknowledgment. Packets
are individually acknowledged. A positive acknowledgment
may be piggybacked in a data packet or sent as a stand-alone
short packet (assumed to be 1/10 of the length of a data
packet). Packets are retransmitted if not acknowledged within
a time-out period. It is assumed that packet errors due to
channel noise are negligible. Packets are not positively ac-
knowledged only if they have not been accepted due to buffer,
flow, or congestion control constraints. It is further assumed
that positive acknowledgments are always accepted, even when
the.data packets containing those positive acknowledgments
have been rejected.

6) Buffer Management and Congestion Control: Each node
has a finite number of buffers. The buffers may be partitioned
into classes to implement a deadlock-free buffer allocation
algorithm [4]. In the present study IB limits are the only
mechanism simulated for network congestion control. Addi-
tional buffer classes were not simulated to reduce the simu-
lation cost. (In practice, although they may not be needed for
congestion control they may be desirable for avoiding dead-
locks.)

7) End-to-End Flow Control: Virtual channels are end-
to-end flow controlled using windows. The window size of a
virtual channel is the number of packets that it can have in
transit within the network, and is specified separately for each
virtual channel. Presently, end-to-end acknowledgments are
not explicity modeled so that when a packet is delivered to the
sink of a virtual channel this is known to the source right away.
Or we can interpret the mean delay 1/ considered earlier as
consisting of the mean delay to return an end-to-end ac-
knowledgment in addition to the mean reaction delay of the
external user. End-to-end acknowledgments may be imple-
mented in the simulator fairly easily but are deemed to add
significantly and unnecessarily to the cost of simulation. Note
that the buffer requirements of acknowledgments are small
and also separate from those of data packets.

IV. THE EXPERIMENTAL STUDY

The first network used in our study, shown in Fig. 2, consists
of 7 nodes and 9 full-duplex links. Between each source-sink
pair of nodes, the first and second shortest routes between them
are selected. Routes of equal length (in number of links) are
chosen randomly. (No attempt is made to optimize routing.)
Altogether 84 different routes are used. When each route is
used by & virtual channels, we shall say that the network load
consists of 84 X k virtual channels. Table I shows the number
of virtual channels using each communication channel in the
7-node network; the number varies from 7 to 15 (assuming one
virtual channel per route). The wide variation in channel uti-
lizations was designed to depart from the homogeneous net-
work assumption of [14].

The virtual channel load A takes on values of 1, 2, or 10
packets/s.

The communication channel speed is assumed to be 50
packets/s; this corresponds to, for instance, a packet size of
1000 bits and a channel speed of 50 Kbit/s.

The number N7 of store-and-forward buffers is the same
for each node.

The window size of a virtual channel is specified as an in-
teger multiple of the virtual channel path length (in number
of links). The motivation for this is to reduce the number of
parameters that we need to consider. Its effect is to minimize
the variation in the throughput rates of individual virtual
channels. We have considered window sizes of 1, 2, or 3 X path
length.

We next examine the results of a series of experiments to
investigate contributions to the network load by the virtual
channel load A, the number of virtual channels, and the virtual
channel window size, as well as their impact on network per-
formance. For the moment, IB limits for network congestion
control are not used.

The Effect of Increasing the Virtual Channel Load \

In Fig. 3 the network throughput rate is plotted as a function
of the number N7 of buffers at each node for A = 1, 2,10
packets/s. The network supports 84 X 2 virtual channels. Each
virtual channel has a window size of 2 X path length.

Note the drastic decrease in network throughput rate when
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TABLE 1
UTILIZATION OF COMMUNICATION CHANNELS IN 7-NODE
NETWORK
COMMUNICATION NO. OF VIRTUAL COMMUNICATION NO. OF VIRTUAL
CHANNEL CHANNELS CHANNEL CHANNELS
(1,2) 8 (4,6) 13
(1,3) 8 (5,2) 13
(2,1) 8 (5,6) 13
(2,3) 13 (5,7) 8
(2,5) 13 ( 6,4 ) 13
(3,1) 8 (6,5) 13
(3,2) 13 (6,7) 8
( 3,4) 13 (7,5) 8
(4,3) 13 (7,6) 8
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Fig. 3. Network throughput rate as a function of A and Nr.

N is less than a certain threshold value in each case. In other
words, the network requires 2 minimum number of buffers
before virtual channel windows could provide enough input
control for the network to satisfy the resource needs of its ad-
mitted packets.

For A =1, 2, and 10 packets/s, the threshold values of N
are 9, 110, and 160. Let us look at these buffer requirements
in a slightly different perspective. Let 7 denote the average
number of packets in a node, assuming that the network nodes
have infinitely many buffers; 7 can be either calculated using
a queueing network model or obtained from simulation. Now
consider the ratio of the threshold values of N7 to 7 for each
\. That ratiois 4.2, 2.5, and 1.7, respectively, for A = 1, 2, and
10 (see Fig. 3). Note that the ratio actually decreases as 7 in-
creases. A possible explanation is that the decrease is a con-
sequence of the variance reduction effect of the law of large
numbers.

A is the rate at which packets are offered to a virtual chan-
nel. As A becomes large, say A = 2 packets/s, the number of
packets that a virtual channel has in transit will be equal to the
window size much of the time. As a result the rate at which
packets are admitted by a virtual channel levels off very quickly
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as A increases. Further increase in A (say from 10 to «) will
only have a marginal effect on the network loading; in this way,
virtual channel windows provide an input control function for
the network.

As expected, the maximum throughput rate of each curve
in Fig. 3 increases as the virtual channel load X increases, as-
suming the provision of sufficient buffers. Given a modest
supply of buffers (say 20-100), Fig. 3 indicates that A =1
should be the expected load on the network in the long run, A
= 2 would be a moderate overload, while A = 10 would be a
heavy overload on the network. With no other network con-
gestion control protocol to guard against a temporary overload
of A =2, the network will require 110 buffers per node; to guard
against a temporary overload of A =10, the network will re-
quire 160 buffers per node.

The Effect of Increasing the Number of Virtual Channels

In Fig. 4 the network throughput rate is plotted as a function
of Nt for a network supporting 84 X 1,84 X 2, and 84 X 4
virtual channels. The offered load to each virtual channel is
\ = 2 packets/s. Each virtual channel has a window size equal
to 2 X path length.

Increasing the number of virtual channels increases the
number of packets in transit within the network. The network
requires a minimum number of buffers at each node to meet
the resource needs of the admitted packets. Corresponding to
the network load of 84 X 1, 84 X 2, and 84 X 4 virtual chan-
nels, the threshold values of N7 are 9, 110, and 300, respec-
tively; the respective ratios of N7/ are 4.3, 2.5, and 1.7. As
expected, the maximum throughput rate of each curve in Fig.
4 increases as the network load increases, assuming the pro-
vision of sufficient buffers.

With a modest supply of buffers (say 20-100 per node), Fig.
4 indicates that 84 X 1 virtual channels correspond to the ex-
pected network load, while 84 X 2 virtual channels would be
a moderate overload and 84 X 4 virtual channels would be a
heavy overload on the network. Note that the buffer require-
ment here for the case of 84 X 4 virtual channels is much more
severe than the case of A = 101in Fig. 3. The explanation is as
follows. While virtual channel windows provide some form of
input control for the network when A becomes large, they
provide little control when the network overloading is from an
increase in the number of virtual channels. When network
transit delays become large because of too many packets in the
network, the virtual channel acceptance rate does decrease
somewhat (in accordance with Little’s formula [17]). How-
ever, it is an indirect means of control and Fig. 4 indicates that
it is not very effective.

In real net «orks the number of virtual channels fluctuates
in time depending upon network user demands. The number
of possible virtual channels can be very large. For example, a
single X .25 packet network interface {18] can potentially ac-
tivate up to 4095 virtual channels.

Fig. 4 shows that with no other network congestion control
protocol to guard against a temporary network overload due
to an increase in the number of virtual channels, the network
will require a tremendous amount of additional buffers.
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Fig. 4. Network throughput rate as a function of number of virtual
channels and Ny.

The Effect of Increasing the Virtual Channel Window Size

In Fig. 5 the network throughput rate is plotted as a function
of Nt for virtual channels with window sizes equal to 1 X, 2
X, and 3 X path length. The network supports 84 X 2 virtual
channels. The virtual channel load is A = 2 packets/s.

Note that increasing the virtual channel window sizes in-
creases the number of packets in transit within the network and
the network resource requirements. Corresponding to window
sizesof 1 X, 2 X, and 3 X path length, the threshoid values of
Nr are 45, 110, and 175. 1t is interesting to note that the
threshold ratios of N7/ remain constant at 2.5 for all three
cases. This may be due to the fact that the maximum
throughput rate (assuming the provision of sufficient buffers)
is almost the same for all three curves.

That the maximum network throughput rate does not
change as the window sizes are increased is expected because
the network load (A and the number K of virtual channels) is
the same for all three cases. If the network has sufficient buf-
fers and if virtual channel window sizes are not too small rel-
ative to network transit delays, then almost all packets offered
to the network are accepted and transported. The network
throughput rate is thus close to KA in all three cases.

Fig. 5 shows that window sizes equal to 1 X path length give
rise to as much network throughput as the other 2 cases of
larger window sizes. But the threshold value of Ny required
is the smallest. We should, however, keep in mind that from
the point of view of individual virtual channels, each virtual
channel must have a window size big enough to achieve its
desired throughput rate.

In the above three sets of experiments no explicit network
congestion control protocol was used, although the virtual
channel windows did provide some amount of input control for
the network. Each data point shown in Figs. 3-5 was obtained
from a simulation run of 150 s. Store-and-forward buffer
deadlock conditions were observed for those cases with N7 =
5.

We consider next the use of IB limits for congestion control
and examine the resulting network performance characteris-
tics. Various network design strategies for congestion control
are discussed.

The Design of IB Limits for Congestion Control

In [14] it was discovered that for homogeneous networks
consisting of nodes with the same channel configuration and
traffic demands, the input buffer limit (IBL) of each node
should be the same and satisfy

L A =20 packels/sec
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Network throughput rate as a function of virtual channel window
size and N7.

Fig. 5.

IBL<1/H

where H is the mean number of network nodes traversed by
packets. The above design rule was found to work well by both
analysis and simulation.

When we first turned our attention to designing IB limits
for general nonhomogeneous networks, we treated the problem
as a capacity assignment problem. By considering a packet
network as a queueing network and virtual channels as “closed
subchains,” various network statistics (virtual channel
throughput rates, mean queue lengths, etc.) can be calculated
under the assumption of infinite nodal buffer capacities
[19]-[21]. We then attempted to invent heuristic algorithms
for designing IB limits for individual nodes to match their
traffic demands. We investigated several such heuristic algo-
rithms and found that when networks with a small number of
buffers were considered, none of these algorithms was robust
(i.e., worked well for different network configurations, traffic
patterns, and nodal buffer capacities).

We subsequently discovered that despite the consideration
of nonhomogeneous networks, a very robust IB limit design
strategy is still uniform assignment: using the same IB limit
for each node given by

IBL = o/H (1)

where « is a scaling factor less than 1 needed to account for
the “traffic imbalance” in a nonhomogeneous network. In
general, as to be shown below, the applicable o decreases as
the network traffic imbalance increases (which will also be
aggravated by an increase in the network load).

Given values of IBL and N7, the maximum number Ny of
buffers in a node that input packets can occupy is determined
from

Ny =[IBL - Nr] (2)

where | x ] is the integer part of x.

In Fig. 6 the impact of uniformly assigned IB limits on the
network’s throughput rate performance is shown. The network
has 84 X 2 virtual channels, A = 2 packets/s, and virtual
channel window sizes of 2 X path length. This network load
was considered to be a moderate overload if individual nodes
have 20-100 buffers each. Fig. 6 shows that IB limits with a
properly designed « can provide a significant improvement in
the network throughout rate despite the overload. There is no
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Fig. 6. The effectiveness of unif&)rmly assigned input buffer limits.

obvious explanation for the dip in the curves for o« = 0.8 and
a = 1.0 at Ny = 50. We conjecture that it occurs because loss
probabilities of input and transit packets are not linear func-
tions of N; and Nr.

The experiments that we conducted for Fig. 6 lasted for
about 150 s of simulated time each. For those cases in which
the network throughput rate was not seriously degraded, each
virtual channel transported close to 300 packets each (on the
average).

Fig. 6 shows that the network using 1B limits with « = 0.7
can withstand the moderate overload for at least 150 s. (The
exact duration depends upon the specific value of N7.) If the
network overload is infrequent and is not expected to persist
for more than 150 s, we see that input buffer limits using o =
0.7 will provide the best network throughput performance. If,
however, a larger network overload or a longer overload du-
ration is expected, then a smaller value of o may have to be
used.

Design Strategies to Control Temporary Network
Overloads

Let us reconsider the three different network loads first il-
lustrated in Fig. 3 for a network with no explicit congestion
control protocol. In Fig. 7 we have plotted the same network
throughput curves together with new curves obtained using
the same network loads, but with the network employing 1B
limits for congestion control.

Recall that with a modest supply of buffers (20-100), A =
1 corresponds to the expected network load, A = 2 is a mod-
erate overload, while A = 10 is a heavy overload on the net-
work. The largest applicable value of «, for a simulation du-
ration of 150s,is 1 for A=1,0.7 for A = 2, and 0.4 for A =10.
Note that as A increases, « should be decreased.

Suppose Ny is 50. Without IB limits a substantial increase
in A, tosay A = 2, will cause the network throughput rate to
degrade badly. However, with IB limits using o = 0.7, then
the network can withstand an overload of A = 2 packets/s for
at least 150 s. If 1B limits corresponding to o = 0.4 are used,
then the network can withstand an overload of A = 10 pack-
cts/s for at least 150 s.

An important observation here is that IB limits provide
protection against large fluctuations in the virtual channel load
A. This protection is obtained with little or no degradation in
the network throughput performance when the network is not
congested even though the 1B limits are fixed assigned (non-
adaptive).
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A network overload condition may also result from an in-
crease in the number of virtual channels. This will happen
because in most packet networks virtual channels are estab-
lished by nodes without any central control. Fig. 4 shows that
as the number of virtual channels increases, the network buffer
requirement increases very rapidly. Throughput curves for the
network loads of 84 X 1 and 84 X 2 virtual channels in Fig. 4
are reproduced in Fig. 8 together with the throughput curves
corresponding to the same network loads, but with the addition
of IB limits in the network.

Obviously, one way to control network congestion and
prevent throughput degradation is by holding down the
number of virtual channels permitted in the network. This can
be accomplished by requiring the establishment of a new vir-
tual channel to be authorized by a central controller. An al-
ternative is to provide a network congestion control protocol,
such as 1B limits.

Fig. 8 shows that with N7 within the range of 20-100, input
buffer limits using = 0.7 will enable the network to withstand
an overload of 84 X 2 virtual channels for at least 150 s. This
protection is achieved with a static assignment of input buffer
limits. When the network is not congested (because of more
buffers or a smaller load), there is little or no throughput
degradation caused by the statically assigned input buffer
limits. :

The network loads considered in Fig. 5 for different virtual
channel window sizes are reconsidered in Fig. 9, both with and
without the use of IB limits for congestion control. The largest
applicable values of « that can be used (for a simulation du-
ration of 150 s) are 1, 0.7, and 0.6, respectively, for window
sizes equal to 1 X, 2 X, and 3 X path length.

We make two observations. First, Fig. 9 shows that the
strategy of reducing virtual channel window sizes when net-
work congestion occurs will help; but Fig. 9 also shows that the
use of IB limits is more effective. Second, the window size of
a virtual channel is typically negotiated between the source-
destination pair of nodes and not subject to any form of central
control. As a result of such distributed, possibly uncoordinated,
decisions and because network users will demand large virtual
channel window sizes to achieve their desired throughput rates,
the overload condition of having a large number of virtual
channels with large window sizes will occur. Fig. 9 shows that
a network overload due to all virtual channels having a window

‘'size equal to 3 times its path length can be taken care of by

installing input buffer limits using & = 0.6. Note again that
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the network throughput degradation due to statically assigned
IB limits with a = 0.6 is quite small when the network is not
congested.

The Effect of Improving Routing

The design of IB limits using the uniform assignment
strategy requires « < 1 in (1) for general nonhomogeneous
network with an “unbalanced” distribution of traffic over its
nodes. The extent of the traffic imbalance in a network is
magnified when the network load increases. The experimental
results presented in Figs. 6-9 show that the applicable value
of « for IB limits should be smaller if the network overload
(being designed for) is more severe or prolonged.

The traffic imbalance in a network can be alleviated with
improved routing. It was found in [14] that for homogeneous
networks, o = 1 can be used in (1) for the design of IB
limits.

To further confirm this observation, we considered again
the above 7-node network with 84 X 2 virtual channels, A =
2 packets/s, and window sizes equal to 2 X path length. Pre-
viously, the 84 routes that we used were made up of the two
shortest paths between each source-destination node pair,
where ties in the selection of routes are broken by random se-
lection. For our experiment here, we selected a somewhat
different set of 84 routes. Again, shortest paths are selected,
but when there is a tie between routes having the same path
length we tried to select the route that provides a more bal-
anced utilization of communication channels. Table II shows
the number of virtual channels using each communication
channel in the network. The traffic distribution in Table II is
somewhat more balanced than the traffic distribution in Table
L.

TABLE 11
UTILIZATION OF COMMUNICATION CHANNELS IN 7-NODE
NETWORK WITH IMPROVED ROUTES

COMMUNICATION NO. OF VIRTUAL COMMUNICATION NO. OF VIRTUAL

CHANNEL CHANNELS CHANNEL CHANNELS
(1,2) 7 ( 4,6) 13
(1,3) 7 (5,2) 15
(2,1) 7 (5,6) 14
(2,3) 14 (5,7) 7
(2,5) 15 ( 6,4) 13
(3,1) 7 ( 6,5) 14
(3,2) 14 (6,7) 7
(3,4) 13 (7,5) 7
(4,3) 13 (7,6) 7

The throughput rate versus N7 curves for the network using
the original set of routes and the improved set of routes, both
with and without the use of IB limits for congestion control are
shown in Fig. 10. Observe from Fig. 10 that with improved
routing the throughput performance is better for the network
without the use of 1B limits. If IB limits are used, the network
throughput performance is also improved and the maximum
applicable « is 1.0 (for 150 s of simulated time) instead of 0.7
before the routes were improved.

A Different Network Configuration

To illustrate that the performance characteristics and design
strategies above are not unique to the network and traffic
configurations of Fig. 2 and Table I, similar experiments were
repeated for an 8 node network, shown in Fig. 11, with 11
full-duplex links. As before, the two shortest routes (ties broken
by random selection) between each source-destination pair
of nodes are used. There are 112 distinct routes altogether. Two
cases have been considered corresponding to each route used
by 1 virtual channel and 2 virtual channels. The number of
virtual channels supported by a communication channel ranges
from 8 to 16 (assuming 1 virtual channel per route), as shown
in Table 111. The simulation results for this network are similar
to those shown in Figs. 3-9. (See [22].)

V. DISCUSSIONS

The aggregate network throughput rate has been our sole
measure of network performance. Two other useful perfor-
mance measures are the following:

1) the distribution of virtual channel throughput rates,
and

2) the average delay of packets admitted into the net-
work.

Although we have not shown them, both measures (and
various others) are available from our simulator.

The average network delay should be interpreted differently
for two different network operating conditions. First, if the
network has sufficient channel and buffer resources for its load
(i.e., N7 within the regions of high throughput rate in Figs.
3-5), then the average network delay increases as the network
throughput rate increases, such as predicted by queueing
theory under the assumption of infinite buffer capacity [17],
{19]-[21].

Second, if the network does not have sufficient buffer ca-
pacities for its load, then the following behavior was observed.
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Fig. 11. An 8-node network.
TABLE 111
UTILIZATION OF COMMUNICATION CHANNELS IN 8-NODE
NETWORK
COMMUNICATION NO. OF VIRTUAL COMMUNICATION NO. OF VIRTUAL
CHANNEL CHANNELS CHANNEL CHANNELS
(1,2) 11 (5,6) 11
(1,6) 8 (5,8) 14
(1,7) 13 (6,1) 8
(2,1) 11 ( 6,5) 11
(2,3) 11 (6,7) 11
(3,2) 11 (7,1) 13
(3,4) 11 (7,6) 11
(3,8) 14 (7,8) 16
(4,3) 11 (8,3) 14
(4,5) 11 (8,5) 14
( 5,4) 11 (8,7) 16

When N7 is decreased, the network throughput rate decreases
due to more and more packets being rejected by the network.
However, the average network delay for those packets ad-
mitted into the network may actually decrease. In this case the
network throughput rate is a more meaningful measure of
network performance than average delay.

Network Design Strategies

In general, the set of virtual channels constitutes the network
load requiring the use of the network’s channel and buffer
resources. The routing, flow, and congestion control protocols
allocate and regulate such demands on the network.

Let us review the key variables affecting the performance
of packet networks.

The rate A represents the load on a virtual channel. The
effect of A was considered in Fig. 3. A may be controlled by the
network access interface protocol for network users.

The number and distribution of virtual channels are not
easily controlled for networks in which virtual channels are
established and terminated by individual node pairs. If, how-

741

ever, a central controller is used to authorize the creation of
new virtual channels, then overloads due to too many virtual
channels can be prevented. (See Fig. 4.) However, a central
controller may not be desirable for various reasons.

Virtual channel window sizes are useful for controlling the
throughput rates of individual virtual channels. Fig. 5 shows
that a means of network congestion control is to adaptively
reduce virtual channel window sizes. The implementation of
such a strategy requires either a central controller or a dis-
tributed algorithm that can effectively coordinate the actions
of individual nodes. (Such an algorithm is not presently
available. We encounter here the same difficulty as the one in
the design of an effective algorithm for redistributing empty
containers in an isarithmic protocol.)

We found that IB limits are effective for controlling short-
term overloads on a network (due to time or statistical load
fluctuations). We also found that the uniform assignment
strategy of using the same IB limit at each node with

IBL = o/ H

where H is the mean path length of packets and < 1 is an
effective and robust method of network congestion control.
Load fluctuations due to changes in the virtual channel loads,
number of virtual channels, and virtual channel window sizes
can be handled using IB limits designed with an appropriate
choice of . The value of « depends upon two considerations,
namely, the severity and time duration of the overload being
designed for. We found that networks using IB limits with «
= 0.4, for example, could withstand extremely severe overloads
for a simulation duration of 150 s. (See Figs. 6-9.) If an
overload persists, even smaller IB limits should then be
adopted.

If the network load has changed, it is desirable to improve
the routing to reduce the variance in communication channel
utilizations. (This is the same objective as that of optimal
routing to minimize average network delay [17].) We found
that improved routes will enhance the effectiveness of 1B limits
for network congestion control. (See Fig. 10.)

We found that IB limits are effective and “inexpensive” for
controlling occasional short-term overloads on a network.
However, if increases in the network load are on a long-term
basis, then instead of relying on IB limits the network should
be equipped with more resources (channels, buffers) to handle
the larger load.
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