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Abstract

In a system proposed by Plaxton, Rajaraman and Richa (PRR), the expected cost of ac-
cessing a replicated object was proved to be asymptotically optimal for a static set of
nodes and pre-existence of consistent and optimal neighbor tables in nodes [8]. To im-
plement PRR’s hypercube routing scheme in a dynamic, distributed environment, such as
the Internet, various protocols are needed (for node joining, leaving, table optimization,
and failure recovery). In this paper, we first present a conceptual foundation, dalkeat

trees for protocol design and reasoning about consistency. We then present the detailed
specification of a join protocol. In our protocol, only nodes that are joining need to keep
extra state information about the join process. We present a rigorous proof that the join
protocol generates consistent neighbor tables for an arbitrary number of concurrent joins.
The crux of our proof is based upon induction on a C-set tree. Our join protocol can also
be used for building consistent neighbor tables for a set of nodes at network initialization
time. Lastly, we present both analytic and simulation results on the communication cost of
a join in our protocol.
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1. Introduction addresses) t@(logn) nodes in the network. These tables

The main goal of popular peer-to-peer systems, such asconstitute the network’s routing infrastructure. With addi-

Napster [7], Gnutella [4], and Freenet [3], is object (file) tional distributed directory information, PRR tends to sat-

sharing. Objects are stored in user machines and transferrefif"fy each object request with a nearby copy. Gicensis-

from one machine to another upon requests. In this paper:[e”t(def'n't'on in Section 3) andptimal(that is, they store

we view such a system conceptually as a networhkagfes nearest neighbors) neighbor tables, PRR guarantees to lo-

Each node, representing a user machine, can send messag‘é@te an object if it exists, and the expected cost of accessing

to every other node in the system using the Internet. a repli_cated object is asymptotically optimal [8]. .

In these systems, objects are generally replicated, with Tc_’ wgple_nk:entdthe hypercube routln% schzrdne n ﬁ dfy-l
multiple copies of the same object stored in different nodes.amic, 'Stk:: ute. environment, we need to address the fol-
Objects are addressed by location-independent names, Wiﬂlpwmg.pro ems: o _
location-independent routingsed to forward one node’s 1. Given a set of nodes, a join protocol is needed for the

query for an object to some node storing a copy of the ob- nodes to initialize their neighbor tables such that the
ject. Four desirable properties of a location-independent  tables areconsistent (In what follows, a “consistent
routing infrastructure for these systems, presented by Hil- ~ network” means a set of nodes with consistent neigh-
drum, Kubiatowicz, Rao, and Zhao in [5], are the following bor tables.)
(slightly rephrased): 2. Protocols are needed for nodes to join and leave a con-
P1 Deterministic Location: If an object exists anywhere sistent network such that the neighbor tables are still
in the network, it should be located. consistent after a set of joins and leaves. When a node
P2 Routing Locality: If multiple copies of an object exist fails, a recovery protocol is needed to re-establish con-
in the network, a query for the object should be for- sistency of neighbor tables.
warded to a nearby copy. Also, routes should have low 3. A protocolis needed for nodes to optimize their neigh-
stretcht bor tables.

P3 Load Balance: The load of storing objects (or object  Solving all of these problems is beyond the scope of a
locations) and routing information should be evenly single paper. In this paper, we focus on designing a join
distributed over network nodes. protocol for the hypercube routing scheme. Given a con-

P4 Dynamic Membership: The network should adapt to sistent network, and a set of new nodes joining the network
joining and leaving nodes while maintaining the above using our protocol, we prove that the join process will termi-
properties. nate and the resulting neighbor tables of both existing and

Napster employs a centralized directory of object loca- NeW nodes are consistent (assuming reliable message deliv-
tions and clearly does not satisfy P3. The system is also€ry and no node deletion). In particular, our proof holds for
not fault-tolerant since the directory server is a single point an arbitrary number of concurrent joins
of failure. Gnutella and Freenet were designed to have dis- Contributions of this paper are the following:
tributed directory information. However, neither of them o We analyze the goal of the join protocol and present a
satisfies P1. conceptual foundation, callgg+set treesfor protocol

In two recent research proposals, Chord [11] and design and reasoning about consistency.

CAN [9], the main operation is name resolution, i.e., map- o We design a join protocol for the hypercube routing
ping a name (object ID) to a node that stores a copy of the  scheme, and present a detailed protocol specification.

object (or the location of the object). Each system was de-  |n our protocol, only nodes that are still in the join pro-
signed to satisfy P1, P3, and P4. However, these systems do  cess need to keep extra state information about the join
not Sat|Sfy P2 because they are not concerned with forward- process. The join protoco| can also be used for network
ing a query directly to a nearby object. Furthermore, whilea jnitialization, where initially the network has only one
name can be resolved within a small number of application- node. Other nodes then join the network by executing
level hops’ the actual distance of each hop through the In- the join protocol.

ternet, from one node to another, may be very large.

Of interest in this paper is the hypercube routing scheme
used in PRR [8], Pastry [10], Tapestry [12], and SPRR [6].
Each node maintains a neighbor table storing pointers (IP

e We present a rigorous proof that the join protocol pro-
duces consistent neighbor tables for an arbitrary num-
ber of concurrent joins. The crux of our proof is based
upon induction on a C-set tree.

1stretch is the ratio between the distance traveled by a query to an ob- @ We present both analytic and simulation results on the

ject to the minimum distance between query origin and the object. communication cost of a join in our join protocol.

2The number i) (log n) for Chord andO(dn/4) for CAN, wheren . . . .
is the number of nodes in the system ahi$ the number of dimensions The join protocol presented in this paper provides a so-
chosen for CAN. lution to problem 1, and part of the solution to problem 2,



discussed above. Moreover, the conceptual foundation pre< < d — 1, to denote théth digit in z.1.D, with the Oth digit

sented in this paper can be used for designing protocols forreferred to as theaghtmostdigit.

leaving, failure recovery, and neighbor table optimization. The routing schemes of PRR [8], Pastry [10],

Note that since we are only concerned with consistency inTapestry [12], and SPRR [6] can all be viewed as exten-

this paper, the assumption of optimal neighbor tables is re-sions of the hypercube routing scheme in this paper. For

laxed when we design our join protocol. Interested readersthese schemes, a query of an object is routed to a node that

can referto [5, 2] for methods of exploiting node proximity matches the objectin the largest number of suffix (or prefix)

and optimizing neighbor tables. digits* The schemes differ in the technique each uses to re-
PRR includes algorithms for dynamically maintaining solve the final routing hop when there are multiple nodes

directory information when objects are inserted, deleted, that match an object in the largest number of suffix (or pre-

and accessed [8]. However it does not have node join andfix) digits. These schemes also differ in how they replicate

leave protocols. Pastry, Tapestry, and SPRR all have joinobjects and how they provide fault-tolerant routing.

and leave protocols. The issue of neighbor table consis- )

tency after concurrent joins and leaves was raised but not-1- Neighbor table

addressed in SPRR [6]. Pastry uses an optimistic approactthe neighbor table of each node consistsidévels with

to control concurrent node joins and leaves because the aup entries at each level. (In what follows, we useigh-

thors believe “contention” to be rare [10]. A join protocol hor tableandtableinterchangeably.) The entyyat levels,

was presented for Tapestry with a correctness proof [5]. Thep < j < b—1,0 < i < d — 1, referred to as the {j)-entry,

join protocol is based upon the use of multicast. The exis- in the table of noder contains link information to nodes

tence of a joining node is announced by a multicast mes-whose IDs and:./D share a common suffix with digits,

sage. Each intermediate node in the multicast tree keepaind whoseth digitis j. ° These nodes are said to beigh-

the joining node in a list (one list per entry updated by a borsof z.° If multiple nodes exist with the desired suffix of

joining node) until it has received acknowledgments from the ¢, j)-entry, then a subset of these nodes, chosen accord-

all downstream nodes. This approach has the disadvantaggg to some criterion’” may be stored in the entry with the

of requiring many existing nodes to store and process ex-nearest one designated as fiignary(, j)-neighbor Each

tra states as well as send and receive messages on behalf @bde also keeps track of itseverse-neighborsNodez is

joining nodes. We take a very different approach in our join g reversej j)-neighbor of nodey if y is the primaryf, j)-

protocol design. We put the burden of the join process on neighbor ofz. Figure 1 shows an example neighbor table,

joining nodes only. in which only primary-neighbors are shown. (Also, IP ad-
The balance of this paper is organized as follows: In Sec- dresses of neighbors are omitted.) The number to the right

tion 2, we briefly describe the hypercube routing scheme. Inof each entry is the desired suffix for that entry. An empty

Section 3, our conceptual foundation for protocol design is entry indicates that there does not exist a node in the net-
illustrated. In Section 4, a detailed specification of our join work whose ID has the desired suffix.

protocolis presented. In Section 5, we present a consistency  Neighbor table of node 21233 ( b=4, d=5)
proof of the join protocol as well as an analysis of the pro-

t I . t t InS t 6 d h A 01233 | 10233 | 0233 | 31033 | 033 22303 |03 01100 |0
0Col'S %on:]n.]unlca |0n| fCOS - N ic I.O.n l ’ We ISCUSS” ow 11233 | 11233 | 21233 | 1233 | 03133 | 133 13113 |13 33121 |1
to use the join protocol for network initialization, as well as v 210w | |22 28 235 ooms |25 | 120 |2
several protocol enhancements. We conclude in Section 7. ~|awss| omss s8] |38 | 21288 |33 | 2123 |,
2. Background: Hypercube Routing Scheme level 4 level 3 level 2 level 1 level 0
Consider a set of nodes and a set of objects. Each node or Figure 1. An example neighbor table

o_bject has_ an identifier (ID), which _is afixed-length ran_dom 2.2. Routing scheme

binary string. (These IDs are typically generated using a o

hash function, such as MD5 or SHA-1.) Node and object "When nodez sends a message to nogeit first forwards
IDs are drawn from the same 1D space which can be thoughtt€ Mmessage tas, a primary-neighbor of at level-0 that

of as aring. 4PRR routing uses suffix matching, while the other schemes use prefix
To present the hypercube routing scheme, we will follow matching.
notation and terminology used for PRR [8] Each node’s ID 5We count digits in an ID from right to left, with the Oth digit being the

. - . rightmostdigit.
is represented by digits of baseb. For example, a 32-bit 6The link information for each neighbor consists of the neighbor’s ID

ID can be represented by 8 Hex digits= 16). Hereafter, and its IP address. For simplicity, we will use “neighbor” or “node” instead
we usez.ID to denote the ID of node and usep[i], 0< of “node’s ID and IP address” whenever the meaning is clear from context.
“In PRR, for example, nodes with minimum communication costs are

3This paper is the first in a series of papers we write to address thesechosen. Extra neighbors in an entry are used to facilitate object location [8]
problems. or for fault tolerant routing [12].




shares the rightmost digit witp. u; then forwards the  Definition 3.3 Suppose a set of noddd, = {z1,...2m},
message to its primary-neighbor at level-1 that shares them > 2, join a network. Lett? = min(t’;l,...,t’;m) and
rightmost two digits withy. This process continues until ¢ = max(t; ,...,t; ). If for each noder, z € W, there

the message reachgs For example, a message sent from exists a hodg, y € W andy # z, such that their joining
node 21233 to destination node 03231 is first forwarded periods overlap, and there does not exist a sub-interval of
to the primaryQ, 1)-neighbor of 21233, which is 33121 in  [t*t¢] that does not overlap with the joining period of any

Figure 1, then to the primary(3)-neighbor of 33121, say, node inW, then the joins areoncurrent.

13331, and so on, until it reaches 03231. In this paper, thepefinition 3.4 Suppose a set of nodds] = {z1,m}
primary(, z[z])-neighbor ofz is chosen to be itself. Asa  ;, > 1 joina network(V, A/(V)). Forany noder, z € W,
result, whene sends a messagegdollowing the primary- if Vapeo1] o) # 0 @nd Vg zi) = 0,1 < k < d — 1,
neighbor pointers, instead of starting at level-0, it starts at thenV ,,_1]...[0) iS thenotification set of z regardingV,
level-k, wherek is the length of the longest common suffix denoted meNotify. If Vi) = 0, theanNotify isV.

of z.ID andy.ID.
v Y Definition 3.5 Suppose a set of nodd§] = {z1,...2m},

) m > 2, join a network(V, N'(V)). The joins aréndepen-
3 Conceptual Foundation dent if for any pair of nodest andy, z € W,y € W,
In this section, we analyze the goals and tasks for a join® #y, V0 Vmefy =0.
protocol to produce consistent neighbor tables. We first an-Definition 3.6 Suppose a set of nodds] = {z1,...2m},
alyze the case of a single join, which is straightforward and m > 2, join a network(V, A(V))). The joins aredepen-
presents intuition of the protocol design. Then we discussdent if for any pair of nodes: andy, = € W,y € W,
multiple joins and present the concept@set trees x # y, one of the following is true:

Since in this paper, we are only concerned with consis- o y/Notify VyNotify £ 0.

tency, we relax the gssumptloncoxﬁtlmalnelghbortables|n o Ju,u € W,u # & Au # y, such thatvNotify
the hypercube routing scheme. In what follows, we use the V Notify gndV/ Notify — 1/ Notify
termneighborto mearprimary neighbor Thus, to simplify “ Y “
our presentation, we assume that there is only one neighbobPefinition 3.7 Consider two nodest andy, in network
in each table entry. Table 1 presents notation used through{V, N/ (V)). If there exists a neighbor sequer(eg, ..., us,),

out this paper. k < d, such thatug is z, uy is y, andu;41 is Ny, (7, y[7]),
i € [k], theny is reachablefrom z (within & hops), orz
Notation Definition canreachy, to be denoted by — y);.
14 the seq0,..,£ 1}, is a positive integer Definition 3.8 Consider a networkKV, V'(V)). The net-
d the number of digits in a node’s ID K N . . if f d
b the base of each digit work, or N(V), is consistentif for any nodez, z € V,
z.table the neighbor table of node each entry in its table satisfies the following conditions:
jrw digit j concatenated with suffix o AR
Nz (3,7) the node in th€i, j)-entry ofz.table, also referred @) I Vigli-]..ofo) # . B, then Nz.(z,]) it ¥,y €
to as the(4, j)-neighborof nodez, i € [b], j € [d] VJ"w[Fll---m[?]' l<ic<d - 1,5 € [o]; if V; # 0,
Jw] the number of digits in suffix thenN,(0,5) =y,y € V;,j € [b].
?suf\;c(‘u,);m) the longest common suffix af; andws (b) If ij[iil]nw[o] = (, thenNz(i,j) =null,1 <i<
V,N(V a hypercube network is the set of nodes in the _ . e N R
network, N (V) is the set of neighbor tables d—1,j €[] if V; = 0, thenN,(0,7) = null, j € [b].
Vi, asuffix sebf V, which is the set of nodes iw,
each of which has an ID with the suffix...lo If condition (a) in Definition 3.8 is satisfied, thek'(V)
V] the number of nodes in s&t is false negative fred.e., if a node exists in the network, it

is reachable from any other node. If conditi@h in Defini-

tion 3.8 is satisfied, theW (V) is false positive fregi.e., if

a node does not exist in the network, then there should not
exist a path that tends to lead to it.

Table 1. Notation

3.1 Definitions and assumptions

Definition 3.1 Lett’ be the time when nodebegins join-
ing a network, and¢ be the time when: becomes an S-
node (to be defined in Section 4). The period frdrto ¢¢,
denoted byt?, ], is thejoining period of z.

Lemma 3.1 In a network(V, N'(V')), any node is reach-
able from any other node iff condition (a) of Definition 3.8
is satisfied by the network.

Definition 3.2 Suppose a set of nodd§, = {z1,...2m },

m > 2, join a network. If the joining period of each node In designing our protocol f0f_ nodes to join a network
does not overlap with that of any other, then the joins are (V;V(V)), we assume that (i)’ is not empty andV (V')
sequential is consistent, (ii) each joining node, by some means, knows



a node inV initially, (iii) messages between nodes are de-
livered reliably, and (iv) there is no node deletion (leave or
failure) during the joining period of any node.

Under the assumption that there is no node deletion dur-

ing joins, condition(b) in Definition 3.8 can be satisfied

3.3 Operations of multiple joins

If multiple nodes join a network sequentially (i.e., only

when the join of one node ends will another node start
joining), then when a node joins, any node that joins ear-
lier has already been integrated into the network. Hence,

easily, since once a node has joined, it always exists in they,q joins do not interfere with each other. Also, if multi-

network. Hence, the goal of the join protocol is to construct

neighbor tables for new nodes and update tables of existingnodes have about the network do not

nodes such that conditigia) in Definition 3.8 is satisfied.

In a distributed peer-to-peer network, global knowledge is
difficult (if not impossible) to get. Therefore, a node should

utilize local information to construct or update neighbor ta-

bles. Our join protocol is designed to expand the network
monotonically and preserve reachability of existing nodes

so that once a set of nodes can reach each other, they alﬁave about the current network may conflict.

ways can thereafter. Hence, starting with a consistent net
work, (V, N'(V)), and a seW¥ of joining nodes, the goals
of the protocol are the following:

e Goal 1 Vz, Vy, z € W,y € V, eventuallyz andy
can reach each other.

e Goal 2 Vz1, Vo, 21 € W, 22 € W, eventuallyz;
andzs can reach each other.

3.2 Operations of single join

Whenz joins, it is given a nodeqg, go € V. First,z con-
structs its own table by copying neighbors from nodeg in
level by level. It starts with copying level-0 neighborsggf
and filling them into level-0 of its own table. Among these
level-0 neighborsg finds nodey;, ¢1[0] = z[0]. Then,z
copies level-1 neighbors @f; to construct its own table at
level-1, and searches for a noglg ¢2[1]g2[0] = z[1]z[0].
This process is repeated untilcould not find a nodey:
that shares the rightmosat+ 1 digits with it (k must exist
and is at mostl — 1 sincez.ID is unigue in the network).
z then adds itself into its table. At this point,is already
able to reach any node in.

Next, the table entries i/ (V) that should no longer
be empty because of the join af need to be updated.

ple nodes join a network concurrently and the views these
conflict” with each
other (hamely, independent joins), then intuitively the joins
also do not interfere with each other, because the sets of
nodes these joining nodes need to notify do not intersect and
none of the joining nodes needs to store any other joining
node in its table. The most difficult casedencurrent and
dependent joinswhere the views different joining nodes
For exam-
ple, if node 10261 and node 00261 join concurrently, then
before they know each other, each of them may think of it-
self as the only node with suffix 261. If handled incorrectly,
the views of the joining nodes may not converge eventually,
which would result in inconsistent neighbor tables.

Cozer \ 10261 Cros1

(b) (c)

Figure 2. C-set tree

We first analyze the desirable results of multiple joins by
using an exampled(= 5, b = 8). Suppose a set of nodes,
W = {10261, 47051, 00261 join a consistent network
(V,N(V)), V = {72430,10353,62332,13141,317%01
Then, at the end of joins, for any y € V, to reach 10261,
there should exist a neighbor sequengg {1, ..., us), such
thatug isy, us is 10261, and the IDs af; to u4 have suffix
1, 61, 261, and 0261 respectively. Sint&V) is consis-
tent,y must have stored a neighbor with suffix 1, which can
be any node if; (the set of nodes i with suffix 1). Let

Hence the nodes that have such entries need to be notifiedhe set of {, 6)-neighbors of nodes iff; be Cs;, the set of

Since there exist nodes In that share the rightmostdig-
its with  but no node shares the rightmdst- 1 digits
with z, Vyir_1]...z[0] IS NOt empty, howevew, ;). .o is.
Hence nodes iV, [;_1]....[0) N€ed to be notified and their

(2, 2)-neighbors of nodes i@s; beCs6; and so on. We call
these set€-setsand the sequence of sets frdmto C1 261

a C-set path As shown in Figure 2(a), for nodes in to
reach 10261, each C-set in the path should be filled with

(k,z[k])-entries need to be updated. Conceptually, nodesnodes inW with the desired suffix. Similarly, for any,

in Vy[x-1]...z0] form a forest whose roots are the level-
neighbors ofc. By following neighbor pointersg traverses
the forest and notifies all nodes Wy;,_1)....[0) €ventually.
After z receives all of the replies from these nodes, it stops
its join process.

During z’s join, the consistency of the original network
(V,N(V)) is preserved because noded/inwill fill z into
a table entry only if that entry is empty.

y € V, toreach 00261, none of the sélg;, C261, Co261
and Cyg261 Should be empty. Generally, from any node in
V to each node iV, there is an associated C-set path, and
all the paths form a tree rooted i, called aC-set tree
as shown in Figure 2(c). Note that C-set trees are concep-
tual structures used for protocol design and reasoning about
consistency. They ameot implementedh any node.

The above example is a special case of multiple joins,



where the notification sets regardilg(noti-sets in short)
of all nodes inW are the same (namely; in the exam-
ple). Generally, the noti-sets of all nodesiin may not be
the same. Then, nodes#i with the same noti-set belong

sibling C-set, ther: stores a node with the suffix of
that sibling C-set in its tabl.
If condition (1) is satisfied, then itset (V, W), each leaf
node whose suffix corresponds to a node’s ID must include

to the same C-set tree and the C-set trees for all nodes ifhat node. Therefore, the union of all C-sets:int(V, W)

W form a forest. In the above example if = {10261,
00261, 67320, 11445 then 10261 and 00261 belong to a
C-set tree rooted af;, 67320 belongs to a C-set tree rooted
atVp and 11445 belongs to a C-set tree roote#l’ attach

is W. If condition (2) is satisfied, then all entries.M (V')

that need to be updated are updated. If condition (3) is satis-
fied, then for any node i, it can reach every other node

in W. Hence, these three conditions, together with each

C-set tree can be tl’eated Separately. In the balance Of th|%|n|ng node’s Copying neighbors from nodesWn ensure
subsection, our discussion is focused on a single C-set treegnat the network is consistent after the joins.

Definition 3.9 Suppose a set of nodés, = {z1, ...,z },
m > 1, join a consistent networky, A'(V')), and for any
noder, z € W, VNotify = V,,, where|w| = k. Then the
C-settree templateassociated witH” and W, denoted by
C(V,W), is defined as follows:
e V, is the root of the tree (the root is not a C-set);
o If Wi,., # 0,11 € [b], then se’y, ., is a child of V,,
andl; - w is the associated suffix 6, .,,;
o W, 1w #0,2<j<d—k,l,.]; € [b], then set
Ci;..1,w isachild of seCy; ;. 4.0

4 Specification of Join Protocol

In our protocol, each node keeps its own status, which could
becopying waiting, notifying, andin_systemWhen a node
starts joining, its status is set twpying Each node also
stores the state of each neighboffasr S in its table, where
S indicates that the neighbor is in stainssystemwhile T’
means it is not yet.

A node with statusn_systemis called anS-node oth-
erwise, it is aT-node The phase in which a node, is
in statuscopying waiting or notifyingis called c-phase, w-

GivenV andW, the tree template is determined. Fig- phase or n-phase, respectively. In c-phasegpies neigh-
ure 2(b) shows the tree template for the above example. Theyors and constructs most part of its table. In w-phase,
task of the join protocolis to construct and update neighbor waits until it is filled in the table of an S-node, which in-

tables such that paths are established between nodes;
ceptuallynodes are filled into each C-set@(V, W). For

dicates that conceptually; is filled into a C-set of a C-
set tree. In n-phase; seeks and notifies nodes that are

different sequences of protocol message exchange, differenfy the subtree rooted at the parent C-set of the orie
nodes could be filled into each C-set, which would resultin fjjjed into. Whenz finds no more node to notify, it changes
different realizations of the tree template. Figure 2(c) shows status toin_systemand becomes an S-node. Figure 3 de-
one realization of the tree template in Figure 2(b). Observegcripes the state variables of a joining node. Variables in

that since for any node, N,(i,z[i]) = z, i € [b], once
z is filled into a C-set, it is automatically filled into those

the first part are also used by nodeslin where for each
nodey, y € V, y.status = in_systemy.table is popu-

descendants of the C-set in the tree, whose suffix is also gated in a way that satisfies the conditions in Definition 3.8,

suffix of z.ID. For instance, if both 13141 and 31701 store
10261 in (, 6)-entry, then conceptually 10261 is filled in
Ce1 and consequently, 10264 Cyg1, Co261 and Clo261 -
Ce1 is calledthe first C-set 10261 belongs.to

Given a setWW of nodes joining a consistent network
(V,N'(V)) and nodes i belong to the same C-set tree,

and N, (i, j).state = S if Ny(i,7) # null for all < and .

Figure 4 presents the join protocol messages. Figure 5 to

Figure 14 present the pseudo-code of the protocol, in which

z, y, u andv denote nodes, and;j andk denote integers.
When any nodez, setsN,(i,j) = y, y # z, = needs

to sends aRvNghNotiMsg(, N..(i, j).state) to y, andy

we denote the C-set tree realized at the end of all joinsgngyld reply toz if N, (i, ).state is not consistent with

ascset(V, W) (formal definition ofcset(V, W) is in Sec-
tion 5.1). By the end of joins, the following conditions
should be satisfied by neighbor tables of node¥in W
for them to be consistent:

(1) cset(V, W) has the same structure wi€h(V, W) and
none of the C-sets iaset(V, W) is empty.

(2) For each nodg, y € V,, (root of the C-set tree), for
each child C-set oV, in cset(V, W), y stores a node
with the suffix of that C-set into its neighbor table.

(3) For each node, =z € W, the C-set whose suffix is
z.ID is a leaf node in the tree. For any C-set along
the path from this leaf node to the root, if it has any

y.status. For clarity of presentation, we have omitted the
sending and reception of these messages in the pseudo-
code.

4.1 Action in statuscopying

In c-phaseg constructs its table level by level until it stops
at level%, k € [b], where after copying levet-neighbors
of nodegy, = could not find a nodeg;; that shares the

8For instance, in Figure 2(c), fron®pp261 to Vi, there are two
branches with suffix 10261 and 51 respectively. Hence, by the end of joins,
00261 should have stored a node with suffix 10261 and a node with suffix
51 in its table.



State variables of a joining node Action ofz on joining (V, N'(V')), given nodeyo, go € V:
z.status € {copying waiting, notifying, in_systenj, i: an integer, initially Op, g: a node, initiallygo.
initially copying s € {T, S}, initially S. // s records the status of noge
Nz (i,7): the ¢, )-neighbor ofz, initially null.
Ng(i,7).statec {T', S}. z.status = copying
R (i,7): the set of reversé(j)-neighbors ofe, initially empty while (g # null ands == S) { // copy levels neighbors of
for (j=0;5 < b; j++) {
x.noti_level: an integer, initially 0. Nz (%,5) = Ng(i,7); Nz(i,7).state = Ng (3, j).state;
Q. a set of nodes from whicl waits for replies, initiallyempty
Qn: aset of nodeg has sent notifications to, initiallgmpty p=9; 9= Np(i,z[i]); s = Np(¢, x[i]).state; i++;
Q;: aset of nodes that have sena JoinWaitMsg initially empty }
Qsr, Qsn: aset of nodes, initiallempty for (: = 0;¢ < d; i++) {Nz (3, z[@]) = x; Ng (¢, z[i]).state = T}
z.status = waiting;
Figure 3. State variables if (g == nul) {
SendJoinWaitMsgto p; Qr» = Qrn U {p}; Qr = Qr U {p};
Messages exchanged by nodes: Yelse[ // g #null ands ==T
SendJoinWaitMsgto g; Qn = Qn U {g}; Qr = Qr U {g};
CpRstMsgsent byz to request a copy of receiver’s neighbor table }

CpRIyMsg¢.table), sent byz in response to £pRstMsg
JoinWaitMsg sent byz to notify receiver of the existence ef
whenz.status is waiting.

JoinWaitRIyMseX, u, z.table), Sent byz in response to upon receivingloinWaitMsgand JoinWaitRlyMsg respec-
aJoinWaitMsg r € {negative, positivk u: a node.

Figure 5. Action in status copying

JoinNotiMsgg.table), sent byz to notify receiver of the tively.
existence ofe, whenz.status is notifying
JoinNotiRlyMsgk, z.table, f), sent byz in response to Action ofy on receiving JoinWaitMsg from:
aJoinNotiMsg r € {negative, positiv, f € {true, falsg.
InSysNotiMsgsent byx whenz.status changes tin_system k=|csuf(z.ID,y.ID)|;
SpeNotiMsgg, y), sent or forwarded by a node to inform receiver if (y.status == in_system {
of the existence of, wherez is the initial sender. if (Ny(k,z[k]) # null A Ny (k, z[k]) # z ) {
SpeNotiRlyMsgf, y), response to 8peNotiMsg SendJoinWaitRlyMsg(negativelyy (k, z[k]), y .table) to x;
RvNghNotiMsgy, s), sent byz to notify y thatz is a reverse } else{ // it must be thatVy (k, 2[£]) is null
neighbor ofy, s € {T', S}. Ny(k,z[k]) = ; Ny (k,z[k]).state =T,
RvNghNotiRIyMsg{), sent byz in response to vNghNotiMsg SendJoinWaitRlyMsg(positiveg, y.table) to x;
s = S if z.status isin_systemotherwises = T. }
YelseQ; = Q; U {z};

Figure 4. Protocol messages
Figure 6. Action on receiving JoinWaitMsg

rightmostk+1 digits with it, orz finds such @41 butgs 1

is still aT—_noFie In the former case; sends g]oinWaitMsg Action ofz on receiving JoinWaitRIlyMsg(u, y.table) fromy:
to gx, while in the latter caser sends aloinWaitMsgto
gr+1. Meanwhile,z sets its status tevaiting. Figure 5 Qr =Qr — {y}: k= |csuf(2.ID,y.ID)|;

depicts the action in c-phase. (For clarity of presentation, :; E,{Vzikpg’s[,’;]v);f y) No(k, y[k])-state = 5;

we have omitted the sending ofGpRstMsgfrom z to g, ©.status = notifying z.noti_level = k;

and the reception of @pRIyMsgfrom g to .) Ro(k,z[k]) = Re (K, z[k]) U {y}:

}elsd // a negative reply, needs to sendanWaitMsgto u
L L SendJoinWaitMsgto u; Qn = Qn U {u}; Qr = Qr U {u};
4.2 Action in statuswaiting

}
CheckNgh_Tablefy.table);

'I_'he J_oinWaitMsg:z: sends togy, _(or gk_Jr_l) serves as a no- if (z.status == NOtfYING A Qr == ¢ A Qur == @)
tification to g5, (or gx+1) thatz is waiting to be stored in Switch. To_S_Node();

its table. Ifg; (or gx4+1) has already stored nodg in the

table entryz can be filled into by the time it receives the Figure 7. Action on receiving JoinWaitRlyMsg

message, it sends a negative reply twith u; and its own
table. z then sends anothdpbinWaitMsgto ;. This pro-
cess may be repeated (for at mdgimes) until some node As shown in Figure 8, in n-phase,ffinds a nodey such

fills z into its table and sends a positive reply. Note that  that|csuf(z.ID,y.ID)| > z.noti_level, z sends aloin-

a node can only reply to when it is an S-node; otherwise, NotiMsgto y if it has not done so. Note that whensends

it has to delay its reply. On receiving a positive reply,  out aJoinNotiMsg it needs to include:.table in the mes-
changes status twtifying Meanwhilez setsz.noti_level sage. On receiving th&oinNotiMsgfrom z, y fills z into

to |esuf(z.ID,y.ID)|, wherey is the node that sends the its table if the corresponding entry is empty and sends a
positive reply toz. Figure 6 and Figure 7 present actions JoinNotiRlyMsgthat includesy.table to z. = then checks

4.3 Action in statusnotifying



y.table level by level to send mordoinNotiMsgif neces-
sary. Also, ifz finds a node in y.table that can be filled
into an empty entry, it stores in that entry. Figure 9 and
Figure 10 present the actions on receiviognNotiMsgand
JoinNotiRlyMsgrespectively.

CheckNgh.Tablefy.table) at :

for (1 =0;¢ < d, i++){
for (j =0;5 < b; j++) {
if (Ny (3, 5) # nullA Ny (4, 5) # 2){
u=Ny(¢,5); k=|csuf(z.ID,u.ID)|;
if (N (k, ulk])==null) {
Ny (k,ulk]) = u; Nz (k,u[k]).state = Ny (3, j).state;

if (z.status == notifying A k > z.noti_level A u & Qn){
SendJoinNotiMsgg.table) to u;

Qn=Qnu {u}, Qr=QrU {u}v

Figure 8. Subroutine: Check _Ngh_Table

Action ofy on receiving JoinNotiMsg{.table) from z:

k=lcsuf(z.ID,y.ID)|; f =falsg
if (N, (k, z[k]) == null) {
Ny (k,z[k]) = @; Ny(k, z[k]).state = T

if (Nz(k,y[k]) # y A y.status == in_system f = true;
if (Ny(k, z[k]) == z)

SendJoinNotiRlyMsg(positivey.table, f) to x;
elseSendJoinNotiRlyMsg(negativey.table, f) to z;
CheckNgh.Tableg .table);

Figure 9. Action on receiving JoinNotiMsg

Action ofz on receiving JoinNotiRlyMsg( y.table, f) fromy:

Qr=Qr — {y}; k=|csuf(z.ID,y.ID)|;
if (r == positive Ry (k, z[k]) = Re(k,z[k]) U {y};
if (f ==trueAk > z.noti_level Ay & Qsn){
SendSpeNotiMsgé,y) to Ny (k, y[k]);
an = an U {y}, QS’I“ = QS’I“ U {y},

}
CheckNgh.Tabley.table);
if (Qr ==¢ A Qsr == @) Switch.-To_S_Node();

Figure 10. Action on receiving JoinNotiRlyMsg

In what follows, we use “notification” to refer to either
a JoinWaitMsgor a JoinNotiMsg So far, three cases for
a nodex to know any other node;, have been presented:
(i) = copiesy during c-phase, (iix receives a notification
from y, and (iii) x receives a message from which in-
cludesz.table, andy is in z.table. There is one more case,
as shown in Figures 9 and 10: Suppose in stattifying,
x sends aloinNotiMsgto y. Wheny receives the message,
if y is an S-node and finds that, (k, y[k]) = ui, where
k = |esuf(z.ID,y.ID)| andu; # y, theny sets a flag

in its reply. Seeing the flag in the reply,sends éSpeNo-
tiMsg to u; to inform it abouty if  has not done so and

k > x.noti_level. If u; has setu. instead ofy as the cor-
responding neighbor, it forwards the message4o This
process stops when an informed node stores or has stored
y in its table and sends a reply 0 (This process can be
repeated at most times.) Figure 11 and Figure 12 depict
the actions on receivingpeNotiMsgand SpeNotiRlyMsg
respectively.

Action ofu on receiving SpeNotiMsg(y) from v:

k=|csuf(y.ID,u.ID)|;
if (N (k, y[k])==null) {
Nu(kvy[k]) =y Nu(kv y[k])'State = S'

}
it (Nu(k,y[k]) # y) SendSpeNotiMsgt, y) to Ny (k, y[k]);
elseSendSpeNotiRlyMsgf, y) to z;

Figure 11. Action on receiving SpeNotiMsg

Action ofz on receiving SpeNotiRlyMsg(y) from u:

Qsr = Qsr— {y}; if (Qr==¢ A Qsr==¢) Switch.To_S_Node();

Figure 12. Action on receiving SpeNotiRlyMsg

4.4 Action in statusin_system

When z has received replies from all of the nodes it has
notified and finds no more node to notify, it changes status
to in_system Next, z informs all of its reverse-neighbors
and nodes irQ;, which have sent it doinWaitMsg that it

has become a8-node Figure 13 and Figure 14 present the
pseudo-code for this part.

Switch To_.S Node() atz:

z.status = in_system
for (i =0;¢ < d; i++) { Nz (3, z[t]).state = S; }
for eachw of z's reverse neighbors, SemiSysNotiMsgto v;
for eachu, u € Q;{
k=|csuf(z.ID,u.ID)|;
if (Nz(k,u[k])==null) {
Nz (k,ulk]) = u; Ny (k,u[k]).state =T
SendJoinWaitRlyMsg(positivey, z.table) to u;
}elseSendJoinWaitRlyMsg(negativai; (k, u[k]),z.table) to u;

}

Figure 13. Subroutine: Switch _To_S_Node

5 Protocol Analysis

In this section, we present a consistency proof of the join
protocol, and analyze the communication cost of each join.
Here we only present important lemmas and proof outlines.
Proof details can be found in Appendix A.



Action ofy on receiving a InSysNotiMsg from

k=|csuf(y.ID,z.ID)|; Ny(k, z[k]).state = S,

Figure 14. Action on receiving InSysNotiMsg

5.1 Correctness of join protocol

Intuitively, in cset(V, W), Ci,., is the set of nodes in
Wi, .., each of which is stored as &,({;)-neighbor by at
least one node i, by timet¢; Cy,;,., is the set of nodes
in Wi,, .., each of which is stored as & ¢ 1, [2)-neighbor
by at least one node ifi, ., by timet®, and so on. Next, we
prove a few propositions aboetet(V, W) and N (V UW),
given that nodes i’ belong to the same C-set tree. Propo-

We present two theorems. Theorem 1 states that when a séiitions 5.1, 5.2 and 5.3 state that condition (1), (2) and (3),
of nodes use the join protocol to join a consistent network, Stated in Section 3.3, are satisfied at titherespectively,
then at the end of the joins, the resulting network is also con-While Proposition 5.4 concludes that by titfenodes in the
sistent. Theorem 2 states that each joining node eventuallyg@me C-set tree as well as node¥’ican reach each other.
becomes an S-node. We begin by presenting Lemmas 5.1'hen, Proposition 5.5 extends the result to nodes in differ-
to 5.5. Recall that¢ denotes the time when a joining node ent C-set trees. Our proofs of these propositions are based

z becomes an S-node. In what follows, we és#& denote
max(t§ ,...,tg ).

Lemma 5.1 Suppose node joins a consistent network

(V,N(V)). Then, attime¢, (V U {z},N(V U {z})) is
consistent.

Lemma 5.2 Suppose a set of node®/ = {zi,...2m},
m > 2, join a consistent networkV, N'(V')) sequentially.
Then, at time¢, (V U W, N (V U W)) is consistent.

Lemma 5.3 Suppose a set of node®/ = {zi,...zm},
m > 2, join a consistent networkd/, N'(V')) concurrently.
If the joins are independent, then at titfe (V UW, N (V U
W)) is consistent.

Lemma 5.4 Suppose a set of nodeB/ = {z1,...2m},
m > 2, join a consistent networkd/, N'(V')) concurrently.
If the joins are dependent, then at tinfe (V U W, N (V U
W)) is consistent.

To prove Lemma 5.4, first consider any two node8in
z andy. If V,Vetifv = v Notifv thenz andy belong to the

same C-set tree rooted BfV°*/v, otherwise they belong to

upon induction on C-set trees. With these propositions, we
can prove Lemma 5.4, Lemma 5.5 and finally prove Theo-
rem 1. Note that Propositions 5.1 to 5.4 make the following
assumption:

Assumption 5.1 (for Propositions 5.1 to 5.4)

Asetof nodedyV ={zi,..., 2}, m > 2, join a consistent
network (V, N'(V)) concurrently and for any, = € W,
VNotify =V, |w| = k.

Proposition 5.1 f Wy, 1,.0 #0,1<j <d—k,11,..]; €
[b], thenCy; . 4,0 # 0.

Proposition 5.2 Let u be a node inV,,. If W;,., # 0,
l; € [b], then there exists a node = € Wy, .,, such that
Ny (k, 1) = z by timet®.

Proposition 5.3 Forany nodec, z € W, if Wy.;, 1.0 # 0,
wherel € [b]andl;...l;-wisasuffixofe.ID,1 < i < d—k,
thenN,(i +k,1) =y by timet®,y € Wiy, 1y.0; if Wi, #
0,1 € [b], thenN,(k,l) =y, y € Wi,

Proposition 5.4 For any two nodes andy, x € V U W,
y € VUW, (z — y)q by timete.

Proposition 5.5 Suppose a set of nodé¥, = {z1,...2m },

different C-set trees. We consider nodes in the same C-set” > 2, join a consistent network/, N(V')) concurrently.

tree first. We next present the definitionatt(V, W), the

Let G(V,,) = {z,z € W,V Ntifv =V, }, G(V,,,) =

C-set tree realized at tims. The definition is based on a  {¥:¥ € W, VNV = V,,,}, w1 # ws. Then by time?,

snapshot of neighbor tables at tinfe Then we prove that

o Vz,Vy,z € G(V,,),y € G(V,,), (x — y)a.

the three conditions stated in Section 3.3 are satisfied by

cset(V, W) and neighbor tables of nodeslihu .

Definition 5.1 Suppose a set of nodés¥, = {z1, ...,z },
m > 1, join a consistent networky/, A'(V')), and for any
nodez, z € W, V,Notify =V, |w| = k. Then the C-set
tree realized at time®, denoted agset(V, W), is defined
as follows:

e V,, is the root of the tree.

e C},., is achild ofV,,, whereCy, ., = {z,z € Wi,., A
(Fu,u € V, A Ny(k,l1) =)}, 11 € [b].

e Cj;. 1,.wisachildofCy,_, i, .., whereCy; 4, =
{z,z € le...lrw A (Fu,u € Cljfl...lyw A Ny (k +
i—Ll)=2)}2<j<d—-kl,.lje[b.

Proof of Lemma 5.4: First, separate nodes iV into
groups{G(V.,;), 1 < i < h}, wherew; # w; if ¢ # j, such
that for any node: in W, = € G(V,,,) iff VNotifv = v/, ,
1 <7 < h. Then, by Propositions 5.4, 5.5, and Lemma 3.1,
the lemma follows. |

Lemma 5.5 Suppose a set of node®/ = {z1,...2m},
m > 2, join a consistent networld/, N'(V)) concurrently.
Then attime®, (V U W, N(V U W)) is consistent.

Proof of Lemma 5.5: First, separate nodes ¥ into
groups, such that joins of nodes in the same group are de-
pendent and joins of nodes in different groups are mutually
independent, as follows (initially, lét= 1 and put an arbi-
trary nodez, z € W, in G1):



e Foreachnodg,y € W— U;Zl Gy, if there exists a ~ 5.2. Communication cost

nodez, z € Gy, such that(V,Norfv n v Neotify = ()

: , , Among the messages exchanged during a node’s join,
or (Ju,u € W— U;;ll Gj, (VNotty < v Notifv) p\

CpRstMsg JoinWaitMsg JoinNotiMsg and their corre-
(V. Netify c Y Notify)) puty in G; sponding replies could be big in size since a copy of a neigh-
e Pick any noder’, 2’ € W— U;zl G;, putz’ in Gypq, bor table may be included, while messages of other types
increment and repeat these two steps until there is no (INSysNotiMsg SpeNotiMsg SpeNotiRlyMsg RvNghNo-
node left. tiMsg, andRvNghNotiRlyMspare small in size. We ana-
Then, by Lemmas 5.4 and 5.3, the lemma holds. lyze the number of big messages in this section. The anal-
yses for numbers of small messages are presented in Ap-
pendix A.2.

For each message of tyggpRstMsg JoinWaitMsg or
JoinNotiMsg there is one and only one corresponding reply.
Proof of Theorem 1: According to their joining peri-  Hence, it is sufficient to analyze the number of messages for
ods, nodes iW can be separated into several groygs;, these three types. Theorem 3 presents an upper bound of
1 <4 <1}, such that nodes in the same group join concur- the total number o£pRstMsgand JoinWaitMsgsent by a
rently and nodes in different groups join sequentially. Let joining node,z. Next, letJ be the number odoinNotiMsg
the joining period ofG; be [t’gi, &1 < i <[, where sent byz. The expectation of when onlyz joins is given
t%,- = min(t’,z € G;) andtg, = max(t;,z € G;). We by Theorem 4, and an upper bound of the expectation of
number the groups in such a way tigt < ’%m- Then, J whenz joins concurrently with other nodes is given by
by Lemma 5.1 and Lemma 5.5, we conclude that at titme ~ Theorem 5.

(VUW,N(V UW)) is consistent. [ |

Theorem 1 Suppose a set of nodég, = {z1,...2.,,},m >
1, join a consistent networkV, '(V)). Then, at time?,
(VUW,N(V UW))is consistent.

Theorem 3 Suppose a set of nodég, = {z1,...xn}, m >

Theorem 2 Suppose a set of nodég, = {z1,...2.,,},m >
1, join a consistent networl/, N'(V')). Then, each node,
x € W, eventually becomes an S-node.

1, join a consistent network, N'(V))). Then, for anyz,
x € W, the number o€pRstMsgandJoinWaitMsgsent by
x is at most + 1.

We present a proof outline here. Our proof is based UPONTheorem 4 Suppose node: joins a consistent network

the assumption of reliable message delivery and no node<V N(V))

deletion during joins. First, consider a joining nodejn c-
phasez eventually enters w-phase because it sends at mos
d CpRstMsgEach receiver of €pRstMsgeplies toz with

no waiting.

Second, consider a joining node, in w-phase. In this
phasex sendsloinWaitMsgto at mostd nodes. We next
show that after sending doinWaitMsg z eventually re-
ceives a reply. If the receiver of IbinWaitMsg y, is an
S-node, thery replies with no waiting. Ify is not yet an
S-node, then it is a joining node in n-phase and will wait
until it becomes an S-node before replyingsdo Thus, to
complete the proof of this theorem, it suffices to show that
any joining node in n-phase eventually becomes an S-node

Last, consider a joining node, in n-phase. There are
two types of messages sent bin this phaseJoinNotiMsg
andSpeNotiMsg z only sendsloinNotiMsgto a subset of
nodes inV U W that share the rightmostdigits with it-
self,i = z.noti_level, and each receiver of JinNotiMsg
replies toz with no waiting. Also,z only sendsSpeNotiMsg
to a subset of nodes i that share the rightmost- 1 dig-
its with it.°> EachSpeNotiMsgs forwarded at mosf times
before a reply is sent tg, and each receiver of the message
can reply toz or forward the message to another node with
no waiting. Therefore; eventually becomes an S-node.

91n simulations, we observed that a joining node rarely seriseiNo-
tiMsg.

, |[V| = n. Then, the expected number of Join-
NotiMsg sent byz is Yo #Pi(n) — 1, where Pi(n)
is Zf;nl(n’B) C(B’k)g((bbjjlb:)l7”7'“) forl <i<d-1,

whereB = (b — 1)b¢~1~* and C (B, k) denotes number of

k-combinations ofB objects, Py(n) is % and
Pi_1(n)is1— 422 P;(n).

7=0
Theorem 5 Suppose a set of nodel/ = {zi,...2m},
m > 2, join a consistent networkV, N'(V')). Then for
any nodex, x € W, an upper bound of the expected num-
ber of JoinNotiMsg sent by is Zf;ol(”;;m)Pi(n), where
n = |V|, and P;(n) is defined in Theorem 4.

Proofs of the above theorems are presented in Ap-
pendix A.2. Here we only present the intuition for proving
Theorem 4. SupposgN°tifv = V. Since onlyz joins,

x needs to sendoinNotiMsgto all nodes inV,,, except the
one it sendsloinWaitMsgto. LetZ = |V,,| andY = |w|.
Hence E(J) = E(Z — 1), whereE(Z) = E(E(Z]Y)) =
ST HE(Z|Y =1i))Py(Y =14). It can then be proved that
E(Z|Y =i) = % andPy (Y =1) = Pi(n).

Figure 15(a) plots the upper boundifJ) when a set of
nodes join concurrently, where= |V| andm = |W|. We
have implemented our join protocol in detail in an event-
driven simulator. Figure 15(b) shows simulation results of
the number ofloinNotiMsgsent by each joining node. We
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Figure 15. Number of JoinNotiMsg sent by a joining node

use the GT-ITM package [1] to generate network topolo-
gies. The topology used in Figure 15(b) has 8320 routers.

There are two simulation setups. In one setup, 4096 nodes
(end-hosts) are attached to the routers randomly, 3096 of

which form a consistent network initially and the remain-
ing 1000 nodes join concurrently. In the other setup, 8192
nodes are attached, and 1000 nodes join a consistent ne
work formed by the other 7192 nodes. (In the simulations,
all joins start at the same time.) For the simulations shown
in Figure 15(b), average number dbinNotiMsgsent by
joining nodes are 6.117, 6.051, 5.026, and 5.399, respec
tively, while the upper bounds by Theorem 5 are 8.001,
8.001, 6.986, and 6.986, respectively. Also, results in Fig-
ure 15(b) indicate that the majority of joining nodes send
a small number ofloinNotiMsg Other simulation results
show the same trend.

6 Discussions
6.1 Network initialization

The join protocol can be used for network initialization. To
initialize a network withn nodes, put one node, in V,
and construct.table as follows:

e N,(i,z[i]) = =, N, (3, z[i]).state = S, 1 € [d].

e N,(i,7) =null,i € [d], j € [b] andj # z]].
Next, the other, — 1 nodes join the network by executing

the join protocol, each is givento begin with. Eventually,
a consistent network is constructed.

6.2 Message size reduction

In the join protocol, some types of messages need to includ

e Moreover,z can include abit vectorin the JoinNo-
tiMsg it sends to nodg, as suggested in [5]. Each bit
corresponds to an entry intable, with ‘1’ meaning
that the entry is already filled and ‘0’ meaning the op-
posite. Then, in its reply te, y only needs to include
neighbors in level-entries that correspond to a ‘0’ in
the bit vector,0 < ¢ < z.noti_level, as well as all
level<’ neighborsg.noti_level <i' <d —1.

t-

6.3 Neighbor table optimization

There are several ways to optimize a node’s neighbor ta-
ble. One is to copy neighbors from nearby nodes. For ex-
ample, instead of copying level-0 neighborsggf nodex

can choose a node that is closest to it from amgngnd
neighbors ofy, (or even neighbors of neighbors f), and
copy level-0 neighbors of that node to construct its own ta-
ble at level-0. As suggested by [2], copying neighbors from
nearby nodes help exploit node proximity in the underlying
network. z can also optimize its table after its join process
by running some algorithm (for example, the nearest neigh-
bor algorithm presented in [5]) to locate nearest neighbors.
In presenting our join protocol, we previously assumed that
once a table entry is filled, it will not be modified there-
after. This assumption was made to ensure that reachability
of each node is preserved. If neighbor tables can be opti-
mized without sacrificing the reachability of any node, then
consistency of neighbor tables will not be affected by neigh-
bor replacements.

7. Conclusions

For the hypercube routing scheme used in several proposed

€eer-to-peer systems [8, 12, 10, 6], we present a new join

acopy of the sender’s neighbor table. Several enhancements ¢ that constructs neighbor tables for new nodes and

can be made to reduce the size of such a message:

e When noder sends aloinNotiMsgto nodey, it does
not need to include its whole table in the message.
Only including levels, i = x.noti_level, to level%,

k = |esuf(z.ID,y.ID)|, is enough.

10

updates neighbor tables in existing nodes. We present a
rigorous proof that the join protocol produces consistent
neighbor tables after an arbitrary number of concurrent

joins. Furthermore, we present a conceptual foundation, C-

set trees, for reasoning about consistency. We plan to use



this conceptual foundation to design protocols for leaving,
failure recovery, and neighbor table optimization. The ex-
pected communication cost of integrating a new node into
the network is shown to be small by both theoretical analy-
sis and simulations.
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A Proofs of Propositions, Lemmas and The-
orems

A.1 Correctness of Join Protocol

In this section, we present our proofs of propositions, lem-
mas and theorems stated in Section 5. The notation used in
our proofs is shown in Table 2. Also, in what follows, when
we mention thahodey stops at levelr at the end of c-
phasej € [b], we mean that (i) after copying levglneigh-
bors ofu;, y could not find a node that shares the rightmost
j + 1 digits with it, or (ii) after copying level{— 1) neigh-
bors fromu;_,, y finds thatu; shares the rightmogtdigits
with it, butu; is still a T-node. Thirdly, recall that notation
(z — y)q, introduced in Section 3, denotes thatan reach
y within d hops. By the definition(z — y), indicates that
there exists a neighbor sequettas, ..., ug) such thaty is
z, uq IS y, andu;1 is Ny, (¢, y[i]), ¢ € [d]. Observe that
uj =2,0 < j <k k= |esuf(z.ID,y.ID)|. Hence,
it is sufficient to say that ifz — y)4, then there exists a
neighbor sequencgiy, ..., uq), k = |esuf(z.I1D,y.ID)|,
such thatuy, = z, uq = y, andu;y1 IS Ny, (¢,y[i]) for
E<i<d-1.

Again, we use “notification” to refer todoinWaitMsgor
aJoinNotiMsg We also use the following abbreviations for
protocol messages:

CP for CpRstMsg
CPRIyfor CpRIyMsg
JW  for JoinWaitMsg
JWRIyfor JoinWaitRIlyMsg
JN for JoinNotiMsg
JNRIy for JoinNotiRlyMsg
SN for SpeNotiMsg
SNRIyfor SpeNotiRlyMsg
RN  for RvNghNotiMsg
RNRIlyfor RvNghNotiRlyMsg
Notation Definition
N y the action thate sends aN or aJWto y
T L"> y the action that: sends aNto y
A y the action that: sends aWto y
xSy the action that sends &CPto y
z[k — 1]...2[0] | the rightmost digits ofz.ID;if k = 0, then it
denotes the empty string
A(z) theattaching-nodeof z, which is the node that
sends a positivdWRIyto
ts the timez changes status fo_systemi.e., the end
of z’s join process,
te max(til,...,tgm)

Table 2. Notation in proofs
In our proofs, we assume reliable message delivery and

no node deletion during the joins. We also assume that the
actions specified by Figures 6, 7, 9, 10, 11, 12 and 14 are



atomic. The following facts, which are easily observed from
the join protocol, are used frequently in the proofs.

Fact 1 Messages of typ€P, JW, andJN are only sent by
T-nodes.

Fact 2 If nodez sends out aJWRly at timet, thenz is
already an S-node at time

Fact3 If A(x) u, then z.notilevel h and
Ny(h,z[h]) = z, whereh = |csuf(z.ID,u.ID)|. Also,

x changes status from waiting to notifying immediately af-
ter it receives aIWRIy from w.

Fact 4 A joining node,z, only sends aNto y if z is in
status notifying andesu f (z.ID,y.ID)| > z.noti_level.

Fact5 If z 2% y happensy will send a reply that includes
y.table to z immediately. Moreover, eaciN sent byz in-
cludesz.table.

Fact 6 = sends a message of typ®/ or JN to y at most
once @ does not send both types of messageg.to

Fact 7 By timet:, z has received all of the replies for mes-
sages of typ€P, JW, JN, andSN it has sent out.

Proposition A.1 Suppose a set of nodesW
{z1,...;zm }, m > 1, join a consistent networld’, N'(V')).
Consider noder, z € W. Letu = A(z) and let¢ be the
timewu sends its positive replyWRIy, to z. Suppose one of
the following is true, wherg € V.U W andy # x:

oz 1% y happens;
* y=u.
Then if at timet, (y — =z)q, 2 € V U W, and

lesuf(z.ID,z.ID)| > z.noti_level, thenz % z even-
tually happens.

Proof: Since time, y can reachy, there must exist a neigh-
bor sequenceyu,, upi1, ... ug), h = |csuf(y.ID, z.I1D)|,
such thatuy is y, ug is z, and w1 IS Ny, (1, z[i]) for
h < i < d — 1. Note that the ID of each node in the se-
quence has suffiy[h — 1]...y[0] (which is the same with
z[h — 1]...2[0]).

Next, we prove the following claimf z 2 u; happens,

h <i<d-—1,thenz % u;,, eventually happens

Let & = =z.noti_level. To prove the claim, we first
need to show thafcsuf(z.ID,u;.ID)| > k, h < i <
d — 1. Thus, bothy.ID and z.ID have suffixz[k —
1]...z[0] (which is equal toy[k — 1]...y[0] and z[k
1]...2[0]). Let hyy = |esuf(z.ID,y.ID)| and hy, =
lesuf(z.ID,z.ID)|. Thenhg, > k (by Facts 3 and 4) and
hz, > k (by Fact 4). Consequently, > min(hgy, hes) >
k. Since all the IDs ofu;, h < ¢ < d — 1, have suffix
y[h — 1]...y[0], they all have suffiy[k — 1]...y[0], which is
the same withe[k — 1]...2[0] according the the above anal-
ysis. Hencelcsuf(z.ID,u; ID)| > k, h <i <d.
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We then can prove the claim. Suppases u; happens.
If u;41 = u;, then the claim holds trivially. ;41 # u;,
then lett; be the timeu; sends its reply te. If u; = u, then
t; = t; If u; # u, however, the notificatiom sends tay; is
JN, thent; > t, because can not send outdlN before time
t (by Fact 4). Thust; > t. Since the neighbor sequence
betweeny andz already exists at time, at¢;, Ny, (i, 2[i])
is already filled withu; ;. Thus, fromu;’s reply, z knows
u;+1 and will send aJN to u;4; if it has not done so (see
code in Figures 7 and 10). Hence, the claim holds for any
i,h<i<d-1.

Then, given thatt % uy, (u, = y) happens, and by

induction oni, h < i < d — 1¢, we conclude that =% z
eventually happens. Moreover,will not change status to
in_systenif it has not received the reply from Hence, the
time z sends a notification te is beforet?,. |

A.1.1 Single Join

Lemma 5.1 Suppose node joins a consistent network
(V,N(V)). Then, at times, (V U {z}, N(V U {z})) is
consistent.

Proof: Suppose/,i—1)...0[0] 7 0 andVy ). z0) = 0, 1 <
k < d— 1. (Such ak must exist since:.I D is unique, thus
at leastV,(g_1]...z[0] = 0 is true.) Since/;_1)...o10] # 0.
Vali=1]...al0] # Oforallz, 1 <:i<Ek.

Initially, = knowsgy, go € V. z then requests to copy
level-0 neighbors ofyy. If & > 0, thenV,q # 0, thus
Ny, (0,2[0]) # null. Letg; = Ny (0,z[0]). Next,z re-
quests to copy level-1 neighborsg@f Similar to the above
argument, ift > 1, z will find g2, go = Ny, (1, z[1]).
The process is then repeated for level-2, level-3, and so on,
and eventually stops at levél-whereNy, (k, z[k]) = null
sinceVy(x)...o[0) = 0. At this time,z’s c-phase ends. Con-
sider an {, j)-entry in z.table, 0 < i < k, j € [b] and
J # zfi]. I Vigp—1).200 7 0, then given(V, N (V))
is consistent, we know thaVy, (i, ) # null, whereg; is
the noder has requested for its levélreighbors. By set-
ting N, (¢,7) = Ng,(¢,7), it follows that N, (¢, 5) # null.
Also, beforex turns into an S-node, it sef$, (i, z[i]) = =.
Hence, by timeg¢, table entries irx.table satisfy condition
(a) in Definition 3.8.

Next, consider:’s w-phase and n-phase. In w-phase,
sends aJWto g;. Since onlyz is joining, by the timeg;,
receives the messagg, knows no other nodes that have
suffix z[k]...z[0]. g then storese in its table and sends
back a positive]JWRIy which enables: to proceed to n-
phase. Let the timg;, sends its reply ta be timet. Given
that (V) is consistent, at timg g5 can reach any node
v € Vyk-1]..z[0) @ndv # gi. Then by Proposition A.1,

z 2 v eventually happens. Therefore, by tinfe all
nodes inV,;_1)...z[0] have been notified by and will set



N, (k,z[k]) = =. Now consider anyi( j)-entry inv.table,
veV,ield je ]l If (VU{z})ju-). oo # 0
0<i<k(ori=k,j#x[i]), thenVy;_15. .0 # 0, thus
Ny(iy5) = 4,y € Vijizay..opo) I (VU{2})j0[i—1]...000] 7
0,i = kandj = z[i], thenN,(i,j) = = by time t¢, as
proved above. {V U {z});.o[i—1]..0j0) # 0, i > k, then
Viwli-1]..v[0] # 0 (j - v[i — 1]...v[0] can not be a suffix of
x.ID), thus,Ny(i,5) = y, y € Vyji—1..0[0). Altogether,
Table entries inv.table also satisfy condition (a) in Defini-
tion 3.8 at timet¢. Therefore(V U {z}, N'(V U {z})) is
consistent at time*. |

Corollary A.1 Suppose a set of noddd] = {z1,...m },

m > 2, join a consistent networl, N'(V')). Then for any
nodex, x € W, if Vj,—1). 000 # 0,0 € [d], j € [b] and
Jj # =[i], then there exists anodey € Vj.,[i—1]...z[0], SUCh
that N, (i, j) = y attimett.

A.1.2 Multiple Joins

In this section, we prove Theorems 1 and 2. To prove Th
orem 1, we first prove the lemmas and propositions stated in

Proof: Proof by contradiction.
W/)i\liotify ) (V U W/)g]ﬂ\gotify ;é @

SupposeV,°ifv = V., (V.U WYl = vV,
VJouy = vV, and (V.U W) = V.. Thenw;
is a suffix ofw; andw; is a suffix ofw;. (Supposev;
is z;[k — 1]...21[0], £ < d, then inV U {z;}, z; is the
only node with suffixz;[k]...z[0]. Also, supposev; is
:cz[k' — 1]5171[0], k' < d, then inV U W' U {CEZ}, T is
the only node with suffix:;[£']...z[0]. Hence k' is no less
thank.)

Then, by Lemma A.1, eithep; or w’ is a suffix of the
other, since it is assumed tha’ U W')Yo!v n (v U
W) Notify £ (). Without loss of generality, suppos# is
a suffix ofw;.. It then follows thaty; is a suffix ofw;.. Since
wj is also a suffix otv’, eitherw; or w; must be a suffix of
the other, which contradicts with Lemma A.1. |

Assume thgl” U

Corollary A.2 Suppose a set of nodé¥, = {z1, ..., Ty },

e_join a consistent networly/, N'(V)). For any two nodes;

and:vj, z;, €W, Tj € W, z; 75 zj, if V;:,Otify n le;fotify =

Section 5.1, as well as some auxiliary lemmas and proposi-?: then(VUW'U{z;}) %% n (VUW' U{z:}) " = 0,

tions. To simplify our presentation, we define a suffix/y
to be empty ifi = 0.

Lemma 5.2 Suppose a set of noddd] = {z1,...zm},
m > 2, join a consistent networkV, V'(V')) sequentially.
Then, at time¢, (V U W, N (V U W)) is consistent.

Proof: Proof by induction. SincéV, N/(V)) is consistent,
by Lemma 5.1, the corollary holds whgn= 1. Assume
the corollary holds foy, 1 < j <n, i.e., by timet; , (Vu
{z1,...,z; }, N(VU{z1,...,2;})) is consistent. Then;,
joins at timet},_ , wheret} > t¢ . Thus, whene;,
joins, (V U {z1,...,z; , N(V U {z1,...,z;})) is already
consistent and there is no other joins during+’s joining
period. By Lemma 5.1, by the end #f1 s joining period,
(Vu{zy,..ziz1 ), N(V U {21,...,zi+1})) iS consistent.
Therefore, the lemma holds. |

Lemma A.1 Suppose two nodes,andy, join a consistent
network (V, N'(V)), V,Notifv = v, and VNo'lv = V.
Then the joins of andy are independent iff neithey; nor
ws is a suffix of the other.

Proof: V,,, is the set of nodes i with suffix w;. Like-
wise, V,,, is the set of nodes iV with suffix w,. Let
w = csuf(wi,ws). If neitherw; norw, is a suffix of the
other, thenv # w; andw # w,. Thus,V,,, NV, = 0. By
the definition, the joins of andy are independent. W

Lemma A.2 Suppose a set of noded] = {z1,...,zm },
join a consistent networly/, N'(V)). For any two nodes;
andz;, x; € W, z; € W,z # xj, if V,Jorilv q v Jotdy =
0, then(V UW')Yotify 0 (V UW') Yotifv = §, whereW’ C
W, x; € w’ andmj g w'.
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whereW' C W, z; ¢ W' andz; ¢ W'.

Lemma A.3 Suppose a set of node8] = {z1,...,zm },
join a consistent networkV, N'(V')) independently. For
any nodex, x € W, if ‘/j-m[ifl]...m[()] =0,0<i<d-1,
j € [b]andj # z[i], then(V UW');.o1,—1]...o[0] = 0, where
W' CwW.

Proof:
nodez, x € W, such thatV;.,;;_1]. .0 = 0, however,
(VUW")jali-1)..0l0] # 0, j # x[i]. Then there exists a
nodey, y € W' such thay.ID has suffixj - z[¢ — 1]...z[0].
Thus,z[i — 1]...2[0] = y[i — 1]...y[0] andj = y[4].

Next, suppos&,V°ifv = z[k; —1]...z[0] andV, N =
y[k2—1]...y[0]. (Recall that this indicatels,x, _1....[0] # 0
and Vg, 1]..y00) 7 0.) By Lemma A.1, neithee[k; —
1]...2[0] nory[ks — 1]...y[0] is a suffix of the other.

If ko > kq, then.’]f[kl — ].]I[O] 7& y[kl — ].]y[O]
(otherwisez[k; — 1]...z[0] is a suffix ofy[k, — 1]...y[0]).
On the other handy[i — 1]...2[0] = y[¢ — 1]...y[0]. Thus,
ki > i. GivenVyp, 1)..000) 7 0 andk; > 4, it follows
that V(;_1)...00) # 0. However,Vy; ). 40 # 0 and
Viali=1]...z0] = 0 (€. Vypi—1)..yj0] Z 05 Vjyli=1]...y70] 7 0
andj = y[i]) indicates that/, """V = V,; 1) .10- Hence,
ks = i. However, giverks > k; andk; > i, we have
ks > 1, which contradicts wittk, = 1.

Similarly, if k&1 > ko, thenz[ks — 1]...2[0] # ylk2 —
1]...y[0]. Again, it must beky > i sincez[i — 1]...z[0] =
y[l — l]y[O] Given Vy[szl]...y[()] # ¢ and ke > 1,
it follows that Vyj;_15..h0) # 0. Therefore,V ¥oiifv =

Vyli-1]..y0)s SINCE Vigiaj. g = 0, 5 = yli], but
Vyli=1]..yi0) # 0. Thus,k; = 4, which contradicts with
ko > 1. [ |

Proof by contradiction. Suppose there exists one



Corollary A.3 Suppose a set of nodé¥, = {z1, ..., 2., },

join a consistent networKV, N (V)). Let G(V,,) =

{:L“,:L“ e W, VmNOtify = le}, G(VWz) = {y,y €

w, VyNOtify = Vo). IfVy, NV, = 0, then for any
nodez, z € G(le), if ‘/Jm[zfl]w[()] = @,j ;é :E[Z], then
(VUG(Vis))jali-1]...zfo] = 0.

Lemma 5.3 Suppose a set of noddd] = {z1,...2m},
m > 2, join a consistent networkd/, N'(V')) concurrently.
If the joins are independent, then at tittfe (V UW, N (V U
W)) is consistent.

Proof: Consider any node, z € W. If Vj ;[i_1)..0
(hence(V U W);.afi—1)..af0) # 0), 4 € [d], j €
j # z[i], then by Corollary A.1, at time®, N,(i,j) = v,
wherey € Vj.ii—1...200)- If Viafi—1]...20) = 0, J € [b] and
j # z[i], then by Lemma A.3(V U W);.41-1]...a00] = 0,
henceN, (i, ) remains empty. LastlyN,(i,j) = z, ¢ €
[b] andj = z[i]. Therefore, entries im.table satisfy the
consistency conditiort?

Suppos&/ Moty =V, | |w,| = k. Then, similar to the

argument in proving Lemma 5.1, it can be shown that by a nodeu, u € V U W, such that by time®, z j

timet¢, z has notified all of the nodes i, , which in turn
have updated the corresponding entries in their table.
The above results are true for anyx € W. Hence, for
any node i, v € V, it (VUW),.i-1)...050] # 0,1 € [d],
J € [b]' thean(iaj) RIS (V U W)j-v[ifl]...v[()] by
timet©. Therefore, by time¢, for any node in the network,
the consistency condition holds. We conclude t{iatu
W, N (V UW)) is consistent at time?. [ |

Proposition A.2 Suppose a set of nodesy =
{z1,..., Tm }, m > 2, join a consistent networld’, N'(V)).
For any two nodes: andy, z € W andy € V U W, if

z % y happens, then at timg, (y — z)q.

Proof: Initially, let ; = 0 andug = y. Let the timeu;
sends its reply ta bet; (if = % w;, thent; is the same
with the timeu; receives the message framif x 2w,
thent; is the same with the time; receives the message
from z if y is an S-node at;, or timet¥!). Also, leth =
lesuf(z.ID,y.ID)|.
(1) If at time ¢, Nul(hl,m[hz]) null, h;
|esuf(z.ID,u;.ID)|, thenu; will set N, (h, z[h]) =
z. Hence(y — z)4, since a neighbor sequence from
ytoz, (uo (y), u1, ...,u;, ), EXIStS.
(2) If at timet;, Ny, (h;, z[h;]) = v, v # z, then from
u;'s reply, z findswv in wu;.table. Letw;41 = v and
lesuf(z.ID,w;y1.ID)| = hiy1. Let the timez re-

ceives the reply frony bet!. If x 7 ug, thenz isin n-
phase at time;’ and sinceh;+1 > h; > z.noti_level,

10By saying that entries in.table satisfy the consistency condition, or
the consistency condition holdsa&twe mean that condition (a) in Defini-
tion 3.8 is satisfied by each entryintable.
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x needs to send 3N to u;41; If A u;, thenz is in
w-phase at time} and needs to send.; aJW. In ei-

ther caseg & u;+1 happens. Incrementand repeat
steps (1) and (2).
We claim that steps (1) and (2) be repeated at nidistes,
because
e Atroundi, h; > h;_1.
e Ateachround, h; < d — 1. Thereason is that.ID
is unique in the system, therefore, any other node can
share at mosf — 1 digits (rightmost) withz.

Hence, there exists a node;, 1 < i < d — h, such
Ny, (hi,z[hj]) = z, hj = |csuf(z.ID,u;.ID)|. There-
fore, eventually, there exists a neighbor sequence froon
z, which is @o (v), u1, ..., u;, ). Moreover, at time¢, «
must have received all replies it expects, which include the
reply fromu;. Hence, at time¢,, y can already reach. W

Proposition A.3 Suppose a set of nodesW =
{z1, ...y T }, m > 2, join a consistent networld’, N'(V)).
Let x and y be two nodes in/. Suppose there exists

- U

has happened, ang % « or y = u has happened. If
lesuf(z.ID,y.ID)| h and z.noti_level < h, then
by timet,,, tzy = max(t;,tg), there exists a node,
ze (VU W)z[h]...z[O]r such thatV, (h, z[h]) = z.

Proof: To prove there exists a node z € W4).. 40
such thatV, (h, z[h]) = z by timet,,, it is sufficient to
show that by time,,,, y gets to know at least one node in
Wain)...z[0]- (y Stores the first node it knows and ignores the
others.) Observe that > k andz[h] # y[h].

e Case 1:|csuf(u.ID,z.ID)| > h.
u =30251,z =20251,y =10151.)

In this caseu € (V U W)gn)...20]- By the timey
sends a notification ta or sends &P to u, y already
knowswu. Thus, either there already exists a ndge
such that: = Ny (h, z[h]), or Ny (h, z[h]) = w.

e Case 2:|csuf(u.ID,z.ID)| = h. (For example,
u =30151,z =20251,y =10151.)

Consider what happens afterreceives the message,
either aCP or a notification, fromy. We analyze the

casey % u first. Letuy = u, and leti = 0 initially,
then the following process may be repeated:
— Suppose€|csuf(u;.ID,y.ID)| = h;, i > 0.
If at the timew; receives the message from
it sets or has sedv,, (hi,ylhi]) = y, then let
f = ¢ and the process ends; if has already
setN,, (hi,y[hi]) = v, v # y, thenu,; replies to
y with v. Next,y needs to send a notificationto
if it has not done so, i.ey % v will happen (or
has happened). Then, increméand letu; = v.

(For example,



Similar to the argument in the proof of Proposi-
tion A.2, it can be shown that the above process will
terminate, i.e., eventually is stored by a node,

0 < f < d— hp. Hence, we get a chain of nodesgg(
U, ...,uf), Whereuo =u andui+1 = Nui (hz,y[hl])
for0 <i < f—1,h; =|csuf(u;.ID,y.ID)].

Similarly, if y > u, then there also exists a chain of
nodes, o, u1, ..., Un), Whereuy = u, such thaty
requests neighbor tables from to u;, 0 < j < m,
wherew; 11 = Ny, (4,y[é]) for0 < i < j — 1, and
then notifies (by sending\) u;, w;+1, and so on until

it is stored byuy, whereu; 1 = Ny, (hs,y[hs]) for
j<i< f—1,h;=|esuf(u;. ID,y.ID)|. Note that
in this case, itis possible that = u; 1 for0 <i < j.

In summary, there exists a chain of nodes, @1, ...,
ug), 0 <m < d— hg, such thaty = v andu;1 is a
neighbor ofu;, as described above, and eitheés u;
ory % u; happensp < i < f. Note thatu; needs
to replyy with u;.table no mattery 5 wu; ory = wu;
happens. Moreovet,;.ID, 1 <i < f, also has suffix
y[h]...y[0], wherey[h — 1]...y[0] = z[h — 1]...2[0] and
y[h] # z[h], thus, |csuf(z.ID,u;.ID)| = h. Let
usr1 = y. We call such a chain of nodesyo( u1,
. Uf, Up41), contact-chainfy, uo) (actually, once the
chain is established, it is the same with the neighbor
sequence from to y). We then prove the following
claim:

Claim A.1 (Property of contact-chain, uo))

Consider contact-chaim( ug), whichis o, u1, ...,uf,
uyy1). If aftery receives all of the replies from, to

u; and copies nodes from neighbor tables included in
the repliest* N, (h, z[h]) is still empty, them %
happens eventuallg, < 7 < f + 1.

Proof: ( of Claim A.1) We prove the above claim
by induction oni. In what follows, we say that link
(uj, uip1) €Xists at time, if u; has storeds; 41 in its
table by timet.

Base step: If after y receives the reply from, and
copies nodes fromyg.table, Ny (h, z[h]) is still empty,
then it indicates thaiv,,, (h, z[h]) = null at the time
ug sends out the reply tg. Thus, it must be that,
does not copy a node with suffix z[A]...z[0] during
its c-phase (otherwise, would copyz from ug, since
whenug replies toy, ug must have already finished its
c-phase). Let; be the timeuy sends its reply tg, and
> be the timeug receives the notification from.

Then it must bet; < t2, as shown in Figure 16.
Otherwise, at timés, ug knows z and at timety,

11see the code in Figures 5 and 8.
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e Case 3: |esuf(u.ID,z.ID)|

yﬁ/—>t
U‘t‘b/—}zﬁ

’
X ——— >

— timeaxis
- > amessage
Figure 16. Message sequence chart for Proposition. A.3

Ny, (h, z[R]) could not be empty, hencéV, (h, z[h])
could not be empty aftey receivesu,’s reply. More-
over, link (ug,u;) already exists at time;, other-
wise, ug will set y instead ofu; as the corresponding
neighbor. Consequently, linfug, u1) exists at time.
Hence, fromug’s reply that includes.table, x knows
u1. On receiving the reply fromy, if z is in n-phase
at this point;z will notify «, if it has not done so, since
|esuf(z.ID,uy.ID)| = h andh > z.noti_level; If
is in w-phase, then the reply fromy must be a posi-
tive JIWRIy(otherwise needs to continue sendidgV
to a node that shares more thadigits with it, which
indicatesz.noti_level > h), andz then proceeds to

n-phase and sendsJl to u;. In either caseg 2 u;
eventually happens.

Inductive step: Assume the claim holds for gJl 0 <
j <1i,whered < i < m—1. We next prove that if after
receiving replies fromu tou;4+1,0 <7 < f — 1, and
copying nodes from their neighbor table$, [k, z[h]

is still empty, thenz % u;,» eventually happens.
By assuming that the claim holds for all0 < j < 4,

we know thatz % u;+1 happens. Also, according to
the construction of contact-chain,), we know that

y 2 uipq (0ry 5 uiyr) happens.

Similar to the base case, lgt be the timeu;,; sends
its reply toy, andt, be the timeu;;; sends its re-
ply to z. Then it must be that; < t,. Also, we
know that link(u;+1, u;12) already exists at timg as
well as at timel,. Hence, when;; replies tox with
uit1-table, z kKnowsu; o and will notify u; » if it has

not done so. Thus; % ui1+2 eventually happens. ll

Having proved the claim, it is trivial to show that if af-
ter receiving all the replies fromg to s, Ny (h, z[h])

is still empty, then eventually %+ y happens (which
is before timet; and thus before time,,). In
other words, either that knows a node ifW;x)...2(]
throughu;, 0 < i < f, or thaty receives a notifica-
tion from z eventually. Therefore, by tim&,, there
exists a noder, z € (V U W),)...200 Such that
Ny(h,z[h]) = 2.

< h (for example,
u =30161,z =20251,y =10151).

Let |csuf(u.ID,z.ID)| = k', thenz[h'] = y[h],
sincez[h — 1]...2[0] = y[h — 1]...y[0] andh’ < h.
In this case, the notificationsends ta: must be alW,



sinceh’ < z.noti_level indicatese can not send dN Proposition A.4 For each noder, z € W, there exists a

to u. Moreover,h' < z.noti_level also indicates that  C-setCj; . ,.., 1 < j < d — k, such that by time®, z €

u sends a negative reply tg otherwisez.noti_level Ci;..1,-0, Wherel;...l; - wis a suffix of.I.D.

would be set tdv' (see the code in Figure 7). Then it

could be thatV, (h', z[h']) = y or Ny, (h',z[h']) = v, Proof: Consider an arbitrary node, z € W. Suppose

wherev # z andv # y. at the end of c-phase, the nodefias senCP to are gy,
g1, -, andgr, k < k' < d — 1, where at each step;

g thafW it h K 4 will set requests level-neighbors ofg;, 0 < i < k'. Moreover,
sends ano 0 y. Thus,y knowsz and will se g = Ny_.(i — Lali — 1)) for L < i < k' Note that

Ny (h, z[h]) = « if it has not filled that entry. g € Vior0<i<k whleg € Wfork < i < k'
If N.(h',z[h']) = v, howeverwy # z andv # y, Also, g, € V,, sinceg; shares rightmost digits (w) with
then letv; = v (lesuf(v1.ID,z.ID)| > h'). Let z. If k' > k, by the definition of C-setgr1 € Cyi].a,

i = 1 initially and repeat the following process until  giy2 € Cyfit1]a[k]-ws -+ ANAGrr € Copr—1).. 2[k]-w-
lesuf(vi.ID,z.ID)| > h: Let gr11 = Ng,, (k',z[k']). According to the algo-
— Let h; = |esuf(v;.ID,x.ID)|. If h; > h rithm, z stops sendin@P either because thaj, 4, is an
then according to Case 1 or Case 2, the propo-empty pointer, _orthagk,ﬂ is a_T—node. First, consider the

sition holds (substitute with v; in the proof in ~ ¢@S€ thal, 1 is an emptyl pomlter. Hence, fropy’s re-
Case 1 or Case 2). K; < h, then, similarly, ply, aCPRIy, z finds N, , (k¥', z[k']) = null and then sends
it can not beN,, (i, z[hi]) = z. Hence, either ~&JW10 g We havle shown tha: € Cap1).. afk)w-
N, (hi, z[hi]) = y or thatN,, (h;, z[hs]) is set to Letu; = gw, ki =k , and let; = 1 initially. Repeat the
a node other thag. If Ny, (hi, z[hi]) = y, then following process untiti; setsN,, (k;, z[ki]) = .

z 2 y eventually happens; otherwise, et ; = o If u; setsNy, (ki,z[ki]) = «, thenz € Cup) ko

Ny (hisalhil) ( lesuf(viss ID,@.ID)| > sinoews € Calsut]slily 800 Nui (s, ollil) = o

|esuf(v;.ID,z.ID)|), incrementi and repeat € process terminates. df setsN., (ks, z[ki]) = v,
v # x, thenv € Cyp,).. .0k u: then sends a neg-

If N,(h',z[h']) =y, then fromu’s reply,z findsy and

this step. ative JIWRIyto z andz needs to send anothdw to

u v. Letu;y; = vandk;i1 = |esuf(z.ID,u;y1.1D)],

As mentioned in Section 5.1, to prove Lemma5.4,acase  thenN,,,, (h,z[h]) = u;y1 for 0 < h < ki1 (be-
in which a set of nodes join a consistent network concur- causeu; .1 D has suffixz k;, —1]...z[0]), therefore,

rently and the joins are dependent, we first consider nodes uit1 € Cglr;yi-1)...2k]-w- INCrement and repeat the
in the same C-set tree and prove that nodes in the same C-set  process.

tree and nodes iff can eventually reach each other (stated As argued in Proposition A.2, the process will terminate
in Proposition 5.4). Then, we prove Proposition 5.5, which gincer’ < &, < ki1 < d — 1. Eventually, there exists a
states that nodes in different C-set trees can eventually reacodey;, 1 < i < d—#/, such that; setsN,, (k;, z[ki]) = =
each other. Based on Proposition 5.4 and Proposition 5.54n( therefores € Colhi]...a[k]-w

we present our proof of Lemma 5.4. By replacingu; = g With u; = g+1 in the above
Proofs of the following propositions and corollaries are arguments, we can get the proof for the case thatops

based on induction upanet(V, W) (the C-settree realized  sendingCP becauseyy 11, grr+1 = N, (K, z[k']), is a

at timet® given that nodes il all have the same noti-set), T.ngde. m

as defined in Section 3. Propositions 5.1 to 5.4, as well

as Propositions A.4 to A.8 make the same assumption asProposition 5.1 If Wi, ;... # 0,1 < j < d -k,

Definition 5.1, namely: lj,...,ly € [b], thenCy; . # 0.

Assumption 5.1 (for Propositions 5.1 to 5.4 and Propo- Proof: Prove by contradiction. Assumié. ;.. # 0,
sitions A.4to A.B howeverCj; ;.. = 0. Consider anode, z € Wi, ., .-

A setof nodesy = {z1, ...,z }, m > 2, joinaconsistent By Proposition A.4, by timeg*°, there exists a C-set that
network (V, N'(V)) concurrently and for any, z € W, includesz. Suppose the C-set &, ;,..,, then it can not
V.Notify =V, |w| = k. bei < j. Otherwise, by the definition; also belongs to

setCy; .1, ., Sincel;...0; - wis a suffix ofl;...I; - w (both

For clarity of presentation, we do not repeat the above of them are suffixes af.7D). Thusi > j. Again, by the
assumption in the propositions and corollaries that use it.definition, z € C;, .., implies there exists a node_;
Note that propositions and corollaries after Proposition 5.4 such thatu;_; € Cj,_,..1,.. andN,,_, (i — 1 + k,1;) =

do not make the above assumption any more. z. Consequently, there must exist a nage, such that
Uj— € Cli—Z---ll"U andNuFZ(i -2+ k‘,l,;l) = Uj_1,
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and so on. Eventually, we get that there must exist a nodezx only notifies nodes with suffi¥,...I; - w andh > j, it

U j such thatuj € Clj...ll-w andNuJ. (] + k,l]‘+1) = Uj+1,
whereu;1 € Ci,,,.1,.0. Hence,Cy;. 4., # 0, which
contradicts with the assumption. ]

Proposition A.5 Consider any node,, z € W. If z €
Clj+1...ll-w andm g Clj...ll'u)l ]- S .7 S d_ k - ]" then
(a) there exists a node, u € Cj;...1,., such thatV, (j +

k,l;11) = z andu is the node that sends a positive

JWRIyto z (i.e. A(z) = u);
(b) z.noti_level = j + k.
If z € Ci, .., then
(a) there exists a node, u € V,,, such thatv,(k,l1) = =
andA(z) = u;
(b) z.noti_level = k.
Proof:
Proposition A.4, at the end of w-phasexgfwe can find a
chain of nodes,dy, ..., gk, ..., g (u1), w2, ..., us), where
k < k' < d -1, such thatr requests level-neighbors
fromyg;, 0 < i < k', sendslWtou;, 1 < j < f, and
finally receives a positiv@WRIlyfromuys, 1 < f < d — k'

Note thatu s will not reply tox before its status changes to

in_system?*2

Then, by the definition otset(V, W), uy belongs to
a C-set, since each node in the chain, exagptis a
neighbor of the node proceeds it in the chain.
lesuf(ug.ID,2z.ID)| =h+k 0<h<d-1-Ek. Hence,
r € Cpyppyroitywr Wherelp 1.0 - w = z[h + K]...z[0],
lpodi-w=wuglh+k —1]..uz[0], andlp 1 # uslh + k.
After z receives the positivéWRIyfrom u, it knows that
uy has setNy, (h + k,lp41) = =, hencer € Cy, ;. 1, .0

Thus,z setsz.noti_level = h + k and proceeds to n-phase

to sendINto nodes with suffix:[h + k& — 1]...z[0] (See code
in Figure 7).

First, observe thath > j. Otherwise, sincer €
Clysr..1wo itis also true that € C,, . 4,0, B > h + 1.
It then impliesz € ;.. 4,.», which contradicts withr ¢
Cij.yw-

Next, we show thak < j, i.e.,|csuf(us.ID,z.ID)| <
j—+ k. We prove this claim by contradiction. Assurhe- j.
Sincez only sendsINto nodes with suffix[h+k—1]...z[0]
(i.e. suffixly...l; - w), other nodes can only knowthrough

Following the same argument as in the proof of

follows that z will not notify y. Then it must be thay
knowsz through another node, wherez resides the sub-
tree rooted aC’, .. ;,.,. There are three possible cases: (i)
y copiesz from z during c-phase; (iiy knowsz through
a reply (aJWRIlyor aJNRIy) from z or aJN from z; (iii)
y receives é&SNinforming it aboutz, which is sent or for-
warded byz. Case (i) is impossible, sind€, (j + k,1j+1)
must bez itself (z.1.D also has the suffik.y;...l; - w) andy
will set N, (j + k,1j+1) = 2. Case (ii) is impossible either,
because it indicates thgt knows z earlier than it knows
z andy would setN,(j + k,l;+1) = 2z, notz. (See the
code in Figures 7, 9 and 10.) Now consider case (iii)z If
sends or forwards 8Nto y, then|csuf(z.ID,y.ID)| >
|esuf(z.ID,z.1D)|, since bothe.ID andy.ID have the
same desired suffix of an entry mtable. However, we
know that|csuf(z.ID,y.ID)| < |csuf(z.ID, z.ID)|, be-
causgcsuf(z.ID,y.ID)| = j+k,|csuf(z.ID,z.ID)| =
h + k andh > j. Therefore, case (iii) is also impossible.
Thus, we conclude that < j.

Combining the two resultsy > j andh < j, we get
h = j. Henceuy € C; . 4,., andz.noti_level = j + k. A

Proposition 5.2 Letw be a node inV,,. If W;,., # 0,
l; € [b], then there exists a node = € Wy, .,, such that
Ny (k, 1) = z by timet©.

Suppose

Proof: By Proposition 5.1, it¥;.,, # 0, C;.., # 0. Letz be
a node inC., (thusz is also inW,.,,). By Proposition A.5,
there exists a nodg, y = A(z) andy € V,,. Thus, if
u =y, Nu(k,l) = z. Next, consider the case # y.
Proposition A.5z.noti_level = k. Hence,z would notify
nodes with suffixc[k — 1]...z[0], wherez[k — 1]...z[0] =
w. SinceN (V) is consistent before joins, there exists
a neighbor sequence betwegmand any other node ifr,, .

By Proposition A.1, foranw, v € V,,, v # y, & 2 v

eventually happens. Therefore;% u eventually happens.
Whenu receives the notification from, if N, (k, 1) = null,
thenu setsN,,(k,[) = z if it has not filled that entry. B

Corollary A.4 Letu be anodeirV,,. If W;.,, # 0,1 € [b],
then there exists a nodg = € W.,,, such that by time®,

z 2> u has happened.

these nodes. (Note thatwould not be a neighbor at any
level lower than level# + k — 1) in tables of these nodes, proposition A.6 For any C-set,Ci;. 1y, IN cset(V, W),

since these nodes will fill themselves into the correspond-1 < j < ¢ — l1,...J; € [b], the following assertions hold:
ing entries.) Given that € Ci,,,..1,.. andz & Cy;. 1,0
, there must exist one nodg y € Cj;..4,.. andy # =,
such thatV, (j + k,l;11) = z by timet® (by definition of
cset(V,W)). Hencegx andy share suffix;...[; - w. Since

(@) If |Cy;..1,.0| > 1, then for any two nodes; and y,
x e Clj...h'u)y y e Cl]‘...ll-wa z # yy by tlmetl‘ya

tsy = max(tS,tc), atleastone of % y andy 2 z
has happened. Moreover, at timg,, (z — y)q and
(y = z)a

(b) For eachz, © € Ci; . tywr If Wi,y iy # 0,

J

[ € [b] and! # [, then there exists a nodg y €

12The chain of nodes could also bg( ..., gk, .-, Grr, Grr 1 (ut), ua,
watm), 1 <m < d— k' —1, wheregy; is still a T-node whenz
copies and constructs its table at le¥él- The proof in this case is quite
similar, so we omit it here.
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Wi, _y..0h-w, SUCh thatV, (k + j — 1,1) = y by time
te.
Proof: Part(a) of claims that it € C;..;,.., then it can

* Laly € Cy a0
x la2y e (. 0

— 1.bIn this case, we need to prove part(b) of the

reach another node in the same C-set by the time both of proposition holds. Consider the following two

them are S-nodes. Part(b) claims that i€ Ci;. ;,..,, then
for any sibling C-set of’;.;,_,..1,.., = eventually stores a

node with the suffix of that sibling C-set. We prove the

proposition by induction orj.

Base step:j = 1. Consider nodes andy, z € (i, .,
andy € Ci,, I € [b], 1 € [b] (I may or may not
be the same witli;), andz # y. By the definition of
cset(V, W), by timet¢, there exists a node,, u, € V,,,
such thatv,,, (k, 1) = z. Likewise there exists a nodg,,
u, € V,, such thatv,, (k,l) = y. By Proposition A.5,
z.noti_level = y.noti_level = k. Also, by Corollary A.4,

z 2 u, happens. Likewisey % u, happens.

(i) Supposel = Iy, i.e., z andy belong to the same
C-set. Then at the time, receives the notification from
z, Ny, (k,11) is set toy already (otherwisey, would set
Nu,(k,l1) = =z, sincez.ID also has the suffiX; - w).
Then, fromu,’s reply, 2 knowsy and will notify y, since
lesuf(x.ID,y.ID)| > |l;-w| > k. Hencex 2 y happens.
Then, by Proposition A.2, by timé&, (y — z)4. Similarly,

y % z eventually happens and by tings (z — y)a. Thus,
part(a) holds whenp = 1.

Yy — =t Yy

(a) (b)

Figure 17. Message sequence chart for base case

(i) Suppose # [;. Lett; be the timeu, receives the
notification fromy, and¢s be the timeu, receives the no-
tification fromz. If t; < t3, as shown in Figure 17(a),
then at timet,, eitheru, setsN,, (k,l) = y or u, has set
N, (k1) =v,v € W, andv # y. In either case, at time
ta, Ny, (k,1) # null and fromu,’s reply, z knows node
N, (k,l) and setsN, (k,l) = N, (k,1). If t1 > t2, as

shown in Figure 17(b), thepmknowsz from u,’s reply and
will notify z if it has not done soz then setdV, (k,1) =y

if it has not filled that entry. Hence, part (b) also holds when

j=1.

Inductive step: In this step, we prove that if the proposition

holds atj, thenitalso holdsat+ 1,1 < j <d—k — 1.
Consider node;, z € Cy,,,..1,.». Thenz may or may

not belong ta’;; . ;,..,.. We call the case ¢ Cj;. ;,., Case

1, and call the case € Cj;..;,.., Case 2 We consider the

two cases separately.

e Case liz € Cy,,,..1,.w ANz € C; 4, -

— l.aln this case, we need to prove part(a) of the

proposition holds. IfCy,, ...,.| > 1, then con-
sider any nodg, y € Ci,,,...1,.» andy # x:

18

cases:

* 1013y, y € Cri;y0 NY 0150005
* 1.b.2Vy, Yy € Cl~l]-...l1-w =y E Clj-..ll'tc)'

e Case 2.z € (y,,,..1,.w ANdx € C; 1, 0.

i+1-
— 2.aTo prove part(a) of the proposition holds,
consider any nodg, y € Cy,,,...1,. andy # :
* 2a1y € Clj...ll'w;
x 2.a.2y € Cl]-...ll-w-
— 2.b To prove part(b) of the proposition holds,
consider the following cases:
* 2013y, y € Criyi0 ANY € Clytyws
* 20.2Vy,y € Cri; 0 >y €0l iy

First, we prove the following claim:

Claim A.2 Suppose Proposition A.6 holds at1 < j <
d-—k—-1 Ifz e C.0i0 ¥ € Crijoiyw, I € [b],
howevery ¢ Cj; . i1,., andy & Cy;..1,.». Then at least one

ofz & y andy % z eventually happens.

Proof: By Proposition A.5, there exists a nodg, u, €
Ci,..1,.w, Such thatu, = A(z). Likewise, there exists a
nodeu,, u, € Cy;..1,.», Such that, = A(y). Figure 18(a)
and (b) illustrate the relationship of the four nodes, where
in Figure 18(a)! = [; 41, and in Figure 18(b), # ;1.

(v u) (v u) Y At
A
W N
P4 WM@
NN
(a) (b) (c)

Figure 18. C-sets and message sequences, case l.a.l
and case 1.b.1

Let the timeu,, sends the positivéWRlIyto x bet,, and
the timew, sends the positivdWRlyto y be ¢,. With-
out loss of generality, suppogg < t,, as shown in Fig-
ure 18(c). Then at tim¢,, bothw, andu, are already S-
nodes (by Fact 2). Since it is assumed that the proposition
holds atj, by part(a) of the proposition, by timg, u, and
u, already can reach each other. Hence, by the yme-
ceives the reply fromv,, u, andu, can reach each other.

By Proposition A.1,y % u, eventually happens. Sup-
poseu, receives the notification from at timet,, clearly,
toa > ty, hencet, > t,. Then, fromu,’s reply, y knows

z and will notify z if it has not done so. Thug; % =z



eventually happens. Likewise,tif < t,, thenz EA y even-

tually happens. Hence, at least oneyo+‘1> z andz y
eventually happens. |

Based on the claim, we next prove that in case 1.a.1,

part(a) of the proposition holds gt+ 1, and in case 1.b.1,
part(b) holds aj + 1. We use the same notation®f, u,,

t, andt, as above in proving the proposition in these two

cases.

caseu, knowsv from u,’s notification that includes
u,.table. Sinceu,, is still a T-node on receiving,’s
notification, it needs to notify if it has not done so.
Also, z knowswv from u,’s reply and needs to notify
too. Now consider the contact-chairy(v). Similarly

to the argumentin case (N, (j + k, [;+1) must still

be empty after it receives replies from all other nodes

in the chain. Hence, by Claim A.1, eventuaﬂyi} Uy

e Case l.a.1l. Without loss of generality, suppbsec
t,. By the proof of Claim A.2y 2y 2 eventually hap-
pens. By Proposition A.2x — y)q by timet;. Next,
we need to showy — z)4 by timet,,,, which we will

prove by first showing that 2> uy happens during's
n-phase.

x g <
y
&
N

(a) (b

Figure 19. Message sequence chart for case 1.a.1

By assuming that the proposition holdsjatve know
that at least one af, % u, andu,, % u, happens.

(i) First, supposex, 2y u, happens. Let, be the time
u, sends its reply ta,. Then, it must be tha, < ¢,
(by Facts 1 and 2). Also, it must bg > ¢,, as shown
by Figure 19(a). Otherwise; would be included in
u,'s reply tou, andu, would setN,,, (j + k,1j4+1) =

x, which contradicts wittV,,, (j +k,1;41) = y. Then,
consider thecontact-chaing,, u,) (as defined in the
proof of Proposition 5.2, Case 2)ud, u1, ..., uf,
Ugy1), Whereug = ug, upi1 = Uy, andugqq i

a neighbor ofu; for all i. (Actually, this chain of
nodes is also the neighbor sequence frapmto u,,.)
Then after receiving replies from all;, 0 < i < f,
Ny, (j + E,lj41) must still be empty (no node except
u, knowsy before timet,, hence,u, can not copy
y from any other node). By Claim A.1, eventually,

z 2 u, happens.

(i) Second, suppose, uy happens. Let, be the
timeu, receives the notification from,, andt, be the
time u, receives the reply from,,. Clearly,t. < t4.
Moreover, by Facts 1 and 2; < t,. Figure 19(b)
depicts the order of the events. If at timg u, is
already an S-node, then by Proposition A.1, eventually

z 2 uy happens. If at,, u, is notan S-node yet, then
consider timet, again. Sinceu, has already known
u, att., eitheru, stores (or has stored), in its table
att., or thatu, has set another node, v # u,, at
the corresponding table entry. In the first casayill
know u, from u,’s reply and notifyu,. In the second

19

happens. Therefore, if, % u, happense 2 w, will
happen.

Hence, no matter whether, EN Uy OF Uy EN uy hap-

pens,z % wu, will happen. Then, by the time,
receives the notification from, it must already set
Nu, (5 + k,l;41) = y (otherwise, it would fillz into
that entry). Henceg knowsy fromu,’s reply and will
notify y if it has not done so. By Proposition A.2, it

then follows thaty — z)4 by timet€.

If t; > t,, by reversing the role af andy in the above
arguments, we can get the same conclusion. Therefore,
part(a) holds aj + 1 in case 1.a.1.

e Cases 1.b.1 Consider a nogey € Ciy;..q,.. and

y & Ci;..1,.o. By Claim A.2, at least one of % =

andz 2 y eventually happens. Hence, by the time
x receives the notification from (or the timez sends

a notification fromy), x knowsy. Then, by timet®,

N, (j+k,1) can not be empty. Therefore, part(b) holds
atj + lincase 1.b.1.

Next, we consider cases 1.a.2 and 1.b.2, where
Cijpr.yw btz & Gy, 4, .0, howevery € Cpy;. 4,. and
y € Ciy..1,.0, 1 € [b]. (Incase 1.b.2, we consider an ar-
bitrary nodey, y € Ciy;..1,.0.) Letu, = A(z), thus
uz € Cy;..1,.» (by Corollary A.5).

Sinceu, andy both belong toC;. 4, .., at least one of

uy 2> y andy % u, eventually happens (by assuming that
the proposition holds af). Let ¢; be the timeu, sends
the positiveJWRIyto z, andt, be the timeu, receives the

notification fromy if y % u, happens, otherwise, let be
the timeu, sends a notification tg.

e Case l.a.2. In this cask,= [;;1, as shown in Fig-

ure 20(a). Theny, - y can not happen, because if
it happens, the time, sends a notification tg is ear-
lier thant, andu, would setN,,, (j + k,1;41) to be

y instead ofz. Hence,y % wu, happens, which in-
dicatest; < to, otherwise, at timé,, u, would set
Ny, (§ + k,lj+1) = y. Figure 20(b) depicts the order

of events. Hence, whem, replies toy with wu,.table,
z is included inu,.table. Then,y knowsz from u,’s

reply andy > z will happen. By Proposition A.2,
(z — y)a holds by timet; (and hence by time,,,



wheret,, = max(tg,t;)). Next, we need to show that

by timet,,, (y = z)q.

i
|
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Figure 20. C-sets and message sequences, case 1.a.2
Sincey % z, y knowsz.

— If y storesz in its table, then it follows trivially
(y — z)q by timet;.

— If y has already set as the corresponding
neighbor (i.e.,Ny(hsy, 2[hay]) = 2, hzy =
lesuf(z.ID,y.ID)|), then fromy’s notification
that includegy.table, x knowsz. Let the timez
receives the notification from be ¢;. Note that
z share more digits withx thany does.

(i) If at time t3, z is still a T-node, therx will
notify z if it has not done so. By Proposi-
tion A.2, by timet¢, z can reachz. Then, by
time ¢, there exists a neighbor sequence from
z to z, say, @n, Upt1, Upt2, -, ), Where

h = |esuf(z.ID,z.ID)|, up = 2z, andup-41 =
Nu,, (h',z[h']) for b < A" < d. Therefore, by
time ¢, there exists a neighbor sequence frpm
to z, which is @, up, up41, ..., ).

(ii) If at time t¢3, z is already an S-node, then
by the algorithm, after receivings reply,y will
send aSN(y, z) to z to inform z (see the code in
Figures 9 and 10). If already sets; as the cor-
responding neighbot; # z, it would then for-
ward SNy, z) to z;. The message is forwarded
until eventually some node stores or has already
storedz and sends &NRIyto y. Note that each
receiver of the message shares at least one more
digits with z than the sender (or forwarder) of
that message does. Hence, by titfigby Fact 7,

y has received th&NRIyby ¢7), a neighbor se-
guence £, z1, ..., ) exists, thus a neighbor se-
guence exists from to z, which is @, z, 21, ...,
Therefore, in either caséy — z)4 by timet,,,.
Hence, part(a) of the proposition holds in case
l.a.2.

e Case 1.b.2. In this casé,# [;+1, as shown in Fig-
ure 21(a). Consider any nodey € Cp; .1, We
use the same notation af,, t; andt, as in the proof

of case 1.a.2.

If t1 < to, thents is the time that,, receives the noti-
fication fromy, as shown in Figure 21(b). (By Facts 1
and 2, ifty is the time that, sends a notification to
y, thents < t1.)
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Figure 21. C-sets and message sequences, case 1.b.2

Then,y knowsz from w,’s reply and will notify z.
Hence, by time,,,,, bothz andy has known each other.
Hence,N,(j + &, ) can not be empty by timg,,,, and
neither canV, (j + k,1;41) be empty.

If ¢, > t, andy 2 u, happens, then Proposition A.3
can be utilized Recall that € Cj,, ;.10 ¥ €
Cii;.tywr I # ljy1. Hencecsuf(z.ID,y.ID)| =
j + k. Moreover, by Corollary A.5gz.noti_level =
Jj + k andy.noti_level < j + k — 1. Also, we
know u, € Cj,. .1,.0 andu,[j + k] # lj11 (oth-
erwise, N, (k + 7,0;+1) IS ug itself, notz), thus
lesuf(z.ID,u,.ID)| = j + k. Given the above

facts and thatt % w, happens £ sends aJW to
uz), by Proposition A.3, there exists a node z' €
Wi, 1.0, SUCh thatN,, (5 + k,1;11) = 2’ by time
tzy. Likewise, there exists a nodé, y' € Wi, .10,
such thatV,(j + k,1) = y' by timet,,,.

If ¢, > t, andu, > y happens, as shown in Fig-
ure 21(c), then, at times, u, is still a T-node (by
Fact 1).

— If attime ¢, u, setsN,,_ (5 + k,l) = y, then at
time t;, y is already inu,.table. Hence, from
uz's reply, z copiesy and will also notifyy (see
the code in Figure 7). Hence, by timg,, neither
N,(j + k,l) norNy(j + k,1;41) is empty.

— Ifattimets, Ny, (j+k,1) = z,2 # y, andy is al-
ready an S-node at time, then fromu,’s reply,

z copiesz. Thus, by time,,, N,(j + k,1) = 2.
Next, we prove that there exists a nodev €
Wiis1.. 1w, SUCh thatVy (7 + k,1j41) = v by
time ¢,,. Observe that at time¢, bothu, and
y are S-nodes, and by assuming the proposition
holds atj, we know that by time;, u, andy
can already reach each other. Then, by Proposi-

tion A.1,z - y eventually happens, which guar-
antees that by,,, Ny (j + k,1;11) is not empty.
—If at time &3, N, (j + k1) = 2, z #
y, however, y is still a T-node at timet;,
then similar to the above caser copies
z from wu,'s reply. Thus, by timet,,,
N,(j + k,1) = z. Next, considerN,(j +
k,l;+1). Fromu,'s notification, which includes
ug.table that already includeg, y knows z.
Sincey is still a T-node andy.noti_level <
lesuf(y.ID,z.ID)|(|csuf(y.ID,z.ID)| > j+
k andy.notilevel < j — 1+ k), y will no-
tify z if it has not done so. Similarlyz will



notify z (lesuf(z.ID,z.ID)| = j + k and

z.notilevel = j + k). Hence, bothy ENg

andz % 2 will happen. By Proposition A.3,

there exists a node’, z' € Wi,,,. 4,.», such

that N, (j + k,1j41) = 2’ by timet,,,.
Therefore, part(b) holds in case 1.b.2.

Finally, we consider cases 2.a.1, 2.a.2, 2.b.1 and 2.b.2.

e Case 2.a.1. This case is symmetric to case 1.a.2, hence
by reversing roles of andy in the proof of case 1.a.2,
we can prove that part(a) holds in case 2.a.1.

e Case 2.a.2. In this case, bathandy also belong to
Ci;..1,.»- By assuming the proposition holdsatwe
know that at least one af andy will send a notifica-
tion to the other and by timg,,, they can reach each
other. Hence part(a) holds trivially in case 2.a.2.

e Case 2.b.1. Consider a nogey € Cp.;.1,.. and
y € C;..1,.»- Thenz andy can reach each other by
tey, tzy = max(tg,ty), by assuming that the proposi-
tion holds atj. Consequently, neithéy, (j + &, 1) nor
Ny(j+k,1j+1) could be empty at time,,,. Therefore,
part(b) holds in case 2.b.1.

e Case 2.b.2. Consider an arbitrayyy € Cri;..1;.0-
Then, by reversing roles afandy in the proof of case
1.b.2, we can prove that part(b) holds in case 2.b.2. (In
the proof of case 1.b.2, we have proved that by time
tzy, NeitherN, (I + k,1) nor Ny (I + k,1;41) is empty.)

Corollary A5 If 2z € Cy;..1,.0 @ndCry;_ .y # 0,1 <
j <d-—k 1 € [bandl # [;, then at least one of the
following assertions is true:

1. There exists anodg y € Ci, ,...1;.0, such that %
x has happened b .

2. Lety = Ny(j — 1+ k,l). Thenz storesy in z.table
before timett.

Proof: Proof of the corollary is implied by the proof of
Proposition A.6. To prove that the second assertion is true,
it is sufficient to show that knows a node iW;.;;_,. 1;.»
before timet¢.

First, consider the base casec (i, ... Lety be a node
in Cp.,,, 1 € [b] andl # [;. In the proof of Proposition A.6,

we have shown that in this case bgthi» zandz y will
happen. Hence, the corollary holds in the base case.
Next, consider node, z € C;..1,.,,2 < j <d— k.

e Supposer € Cy;_, .4, Letu, be the attaching-node
of z, u, € Cy;_,.1,.o. Then, consideC.;;_, . 1, .,
I € [blandl # 1.
If there exists a nodg, such thay € Cy;_,...1,.. and
y & Ci;_,..1,.w, then letu, be the attaching-node of
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y. Moreover, lett, be the timeu, sends its positive
reply JWRlyto z, andt, be the timeu, send its posi-
tive reply JWRIyto y. Then, according to the proof of
Proposition A.6 (in the part of considering cases 1.a.1

and 1.b.1 together), i, < t,, theny % z will hap-
pen; ift, > t,, thenz % y will happen. Ify % =

happens, the corollary holds; 4f % y happens, then
z knowsy, y € Wi.i,_,..1,.», before timetg. Thus, in
either case, the corollary holds.

If for each node inCy;_,..1,.., it also belongs to
Cl,-_l...lywv then piCk any nod@, Yy € Cl~l,-_1...l1~w
(the corresponding case in the proof of Proposition A.6
is case 1.b.2). By part(a) of Proposition A.6, either

uy 2 yory % u, happens.

—If y & u, happens, let the time, receives
the notification fromy bet;. If t, < t;, then

y knows z from wu,’s reply andy % z will
happen. Ift, > t;, then sinceu, knowsy at
time ¢t1, N, (j — 1+ k,l) # null at¢;, hence
Nu,(j — 1+ k,1) #null att,. Then, fromu,’s
reply,z knows a node, z = N, (j — 1 + &,1)
andz € Wl-lj71...l1-w- ThUS,NZ-(j -1+ k,l) 75
null by timet¢.

— If u, & y happens, then whem, replies toz,
N, (7 — 1+ k,1) # null and hencez is able to
store a node in itsj(— 1 + &, [)-entry by timet,.

Supposer € C,_,..1,... Consider any non-empty C-
Setycl-lj_l...ll-wa l e [b] andl # ll.

If there exists a nodg, y € Ciy;_,..5,.0 @andy €
Ci;_,..1,-w, then by part(a) of Proposition A.6, either

Yy Jgorz y happens. Hence, the corollary holds.

If every node inCjy;_,. ;.. does not belong to
Ci;_,..1h-w  thenpickanodg, y € Crq;_,..1,.w. (The
corresponding case in the proof of Proposition A.6 is
case 2.b.1.) Let, be the attaching-node @f. By

part(b) of Proposition A.6, either, % = orz % u,
happens. Let, be the timeu, replies toy, andt,

be the timeu,, sends its notification te if u, %
happens, otherwise, l&f be the timeu,, receivesz’s
notification.
— If u, & = happens, thety, < t,. (i) Ifattimet,,
z is already an S-node, then by part(a) of Propo-
sition A.6,u, can reachr at timet,. By Propo-

sition A.1,y % z will happen. (ii) If at timet,,,
z is still a T-node andVy,, (j — 1 + k,1;) = =,
theny knowsz from u,’s reply andy 2% z will
happen. (iii) If at timet,, = is still a T-node
anduy Ny, (j — 1+ k,l;) = 2, ' # =z, then



from u,’s notification, which includes,,.table,
x knowsz' and will notify 2’ if it has not done

so, i.e.,z 2 z' eventually happens. Likewise,
from u,’s reply, y knowsz' and will notify z'

too, i.e.,y > z' eventually happens. Con-
sider thecontact-chaing’, z), as defined in the
proof of Proposition A.3, then by Claim A.1, ei-
ther that by the timer receives replies from all
other nodes in the chaim, has stored a node in

(j — 1 + k,[)-entry, or that eventually % z
happens.

If % u, happens, and if, < t,, thenz knows

y from u,’s reply (which is before time¢). If

ty > tz, then similar to the above argument (in

the case that, 2y z happens), if at time,, =
is already an S-node, then’s z will happen; if
tz > ty, eithery 2, z happens, or has stored a
node in § — 1 + &, [)-entry by the time it receives
all the replies from node in contact-chaifi(z),
wherez’ = N, (j —1+k,l;) andz’ #z. W

Proposition A.7 Supposez € Cj;,,.1,.» and z ¢
Ciyotyown 1 <j <d—k—1,11.1;41 € [b] (or sup-
posez € Cy,.,). Wi, 1,0 #0,1<i< 4,1 € [band
I # ligq1 (Orif W, # 0,1 € [b] andl # [;) then there
exists anode, y € Wi, 1;.0, SUch thatV, (k +4,0) =y
by timet¢ (or there exists a nodg, y € W,.,, such that
N, (k,l) = y by timet®).

Proof: By Proposition 5.1, ifW,;,. ;.. # 0, then
Cii;..1,w # 0. Observe that since ¢ Cy;_,..1,..,  Can
not be in any C—seClj,,,,ll.w, j' < 7 — 1, either. (Recall
that we have definef...l; to be empty ifi = 0.)

We know thatz initially is given nodegy, go €
V, to start joining. Considercontact-chaing, go),
(90591, -y Gk oy Glet-f5 UL, -, Un, ), Where z requests
level<’ neighbors fromg;, 0 < ' < k+ f(or0 < i <
k+ f —1, in the case where after requesting lekel-f — 1
neighbors frony s, « finds thatgy ¢ is still a T-node),
sends aWto g ¢, finds thatu; is stored bygy ¢ in the
corresponding entry, and sends anothafto «; and so on,
until it is stored byu; and receives a positive reply from
up. Note that nodegy to g5 are inV, and in particular,
gr € Vo,

With nodegyy, to z, we can create suffix-chaingy,, x) as
follows (intuitively, if up11, 1 < h' < h — 1, shares more
than one digits withe thanuy, does, then we insert several
up between them, so that at the end, we get1 nodes in
suf fiz — chain(gx, ), wherej = 1 is the same number
with that of C-sets from root t¢’;;  , .1, ..,):

e Put nodesy;, to gi4s to suffix-chaing, z) and pre-

serve the order of the nodes.
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e Initially, let A 1 and f’ 1, then re-
peat the following process untilf’ = j: |If
lesuf (upr . ID, gy fr.I1D))| E + f', then let
e+ +1 = up and increment botlf’ andA’; Oth-
erwise, letgi+ 41 = g+ and only incremeny’.

Then, we gesuffix-chaingx, z)=(gr, gr-+1, - Gr+j) -

Moreover, for eacly;; in the chain, either 5 Gt j'

orz % gr+;» happens. Sinceg, € V,,, by the definition
of cset(V, W), gr+1 € Ci,.w, gk+2 € Ciyiy.» @nd so on.
In general,gi1;; € Cl]_,___ll.w, 1 < j' < j-1. Hence,
Ir+i € Oy ity 0
By Proposition A.6, there exists a nodg y €

Cii;_y..1,w» SUch thatN,, .. (k + i,1) = y by time ¢°.
By Corollary A.5, either thay,; setsN,, . (k +i,1) =
y before timet;k“, or that there exists a nodg 2 €

Cii;_,..1,-w, SUch thatz EN gr+i eventually happens. If
Gr+i SEISNy, , (k +i,1) = y beforet; ., then no matter

9k+i
& 5 gpys orz 5 gi4; happens, the timgy.; replies toz
is no earlier thamew. Hencez knowsy from g;,;'s reply
and will setN, (i + k — 1,1) = y if it has not filled that en-
try. In the second case, by Proposition A.3, there must exist
anodev,v € Wy, ;. .1,.w,SuchthatV,(i+k—1,1) = v at

timet¢ (because % g;.; happenss % gpri Orz < gt
happens, and.noti_level < k + i).

Similarly, we can prove that it € Cy,., andW,.,, # 0,
I € [b] andl # Iy, then there exists a nodey € W,.,,,
such thatV, (k, 1) = y by timete. |

Proposition 5.3 Forany noder, z € W,if Wy, 1,0 # 0,
wherel € [b]and!;...l;-wisasuffixofe.ID,1 < i < d—k,
thenN, (i + k,1) = y by timet®,y € Wiy, 1,0 if Wi, #
0,1 € [b], thenN,(k,l) =y, y € W,.,.

Proof:  Suppose(;;.. 1, ... is the first C-setr belongs to,
thenz also belongs taﬁ’,j,,,,ll.w,j <ji">d-k If1<

i < j, by Proposition A.7, ifW,.;, .1,.. # 0, then there
exists a nodg, such thatV, (i + k,1) = y by time¢¢. If

j <i<d-k—1,then by part(b) of Proposition A.6, there
exists a nodg, such thatV, (i + k,1) = y by time¢¢. If
Wi # 0,1 € [b], then by [ ]

Proposition A.8 For each noder, z € VU W, if (V U
W)j.zli1)..20] Z 0,4 € [d], j € [b], then there exists a
nodey, y € (V U W) .4i—1]...z[0], SUCh that by time®,
N, (7”.7) =Y.

Proof: If j = z[i], thenN,(i,j) = « for all 7. In what
follows, we assumg # z[i], ¢ € [b]. First, pick any node
z,xeW.

13For example, if node 00261 has requested level-0 neighbors from
30701, level-1 from 30701, level-2 from 10261, and then notifies 10261
and is stored by 10261 @$;0261 (4, 2), thensuffix-chain(30701,002613
as follows:( 30701, 30701, 10261, 10261, 00261).




oelf 0 < ¢ < k, then by Corollary A1, if
Vi.ali=1]..ol0] 7 0, then by timet® there exists a node
Y,y € (VUW)jsli—1]...z[0]» SUCh thatV, (i, j) = y.

e lf i = k andVj,_1)..200 # 0, then again by
Corollary A.1, there exists a nodg, y € (V U
W)j.ali-1]..o[0], Such thatN,(i,j) = y by time
t¢. Ifi =% (VU W)j-z[z’fl]...z[o] # (), how-
ever, Viai—1)..z2j0) = 0, then Wj.aliz1]..al0) #
(. By Proposition 5.3, there exists a nogey €
W;.a[i-1]...c[0]» SUCh thatV, (i, j) = y by time¢°.

e lf £k < i < d-1, then (V U W)]z[z—l]z[o] =
Wi .ali-1]...2[0]- By Proposition 5.3, if
Wi.ali-1)..2l0) # 0, then there exists a nodg,

J
Y € Wj.zli—1]...2[0], SUCh thatV, (7, j) = y by timet®.

Second, consider nodes ¥ Pickz, z € V. If (VU
W);j.ali-1]...af0) 7 0 @ndV o;_1)...010] 7 0, then given that
N (V) is consistent, there exists anagde € V;..(;_1]...z[0]
such thatN,,(i,7) = y. If (VU W);.,1-1)...200) # 0 and
Vi.ali-1]...ol0] = 0, then it must be that € V,, andz[i —
1]...z[0] = w. By Proposition 5.2, there exists a nogle
Y € Wj.g[i—1]...a[0) SUCh thatV, (i, j) = y. |

Proposition 5.4 For any two nodeg andy, z € V U W,
y e VUW, (z — y)q by timete.

Proof: By Lemma 3.1 and Proposition A.8, the proposition
holds.

o If i = ky andVj,i-1)..000 # 0, then by Corol-
lary A.1, by timet®, N (i,5) = 2, 2 € Vj.g[i-1]...z[0]-
olf iy < ¢ < d -1 and (V U GV,,) U
G(Vios))j-ali-1]...af0) 7 0, howeverV; .ii_11.. a0 =
0, then (V. U G(Vi,))jali-1)..al0] =
(by Corollary A.3), hence, it could only be
G(Vi,)j-ali=1]...ajo] # 0. Then, by Proposition 5.3,
by timet®, Ny (i,7) = 2, 2 € G(Vo,)j.ali-1]...2[0]-
|

Proposition 5.5 Suppose a set of nodé¥, = {z1,...2, },
m > 2, join a consistent networkd/, N'(V')) concurrently.
LetG(V,,) = {z,z € W,V Notllv =V, }, G(V,,,) =
{y,y € W,V,\otily =V, }, w1 # w,.2* Then by time*,

o Vz,Vy,z € GV,,),y € G(Vo,), (z = y)a.

Proof: If neitherw; nor ws is a suffix of the other, then
Vo, NV,, = 0 (by Lemma A.1). Hence, for any,
z € G(Vo,), and anyy, y € G(Vi,), (z — y)a (DY
Lemma5.3)1

Next, suppose one of; andw, is a suffix of the other.
By Lemma 3.1, to provéz — y)4, it is sufficient to prove
that V' (VUG(V,,, )JUG(V,,,)) is consistent by timé*. First,
consider nodesiifr. Clearly, to maintain the consistency of
the network, only nodes ii,,, and nodes ir/,,, needs to
update some of their table entries. By Proposition 5.2, for
eachu,u € V,,,,if G(V,,)j.w; # 0, thenthere exists anode

So far, the propositions we have proved are all abouta set?s v € G (Vi,)j-w» SUCh thatVy, (k1, j) = v. Similarly, for
of joining nodes that belong to the same C-set tree. Next,€achu, u € Vi, if G(V.,);0, # 0, then there exists a
we consider the case where the joining nodes belong to dif-Nodev, v € G(V., ) j.w., SUCh thatVy (k2, j) = v.

ferent C-set trees.

Proposition A.9 Suppose a set of nodé¥, = {z1,...z,, },
m > 2, join a consistent networkV, N'(V)) concur-
rently. LetG(V,,) = {z,z € W,VNotilv = Vv 1},
G(Vi,) = {y,y € W, VN0V =V, }, whereV,,, NV, =
p. For any nodez, z € G(V,,), if (V UG((V,,) U
G(Vioy))jali-1]...z[0] # 0, then there exists a nodg y €
VUGV,,)UG(V,,), such thatV, (i, j) = y by timet®.

Proof: If j = z[i], thenN,(i,j) = z for all . In what
follows, we assumg # z[i], i € [b]. SinceV,,, NV, =0,
neitherw; norws, is a suffix of the other. Consider any node
z,z € G(V,,).

eFor 0 < 1 < Kk, if (V UGWV,,) U
G (V) jali—1]...z[0] # B, then it must
be Vigi-1).a0p # 0. Otherwise, since
G(Vir)jali-1].2l) = O (G # =[], hence

J - z[i — 1]...z[0] is not a suffix ofw,), it has to be
G (Vi) joali-1]...a0] 7 0. HoweverV; ,ii_1...z0) = 0
and G (Vi) j.afi—1)...s[0) 7 0 indicatesws is a suffix
of z[7 — 1]...z[0], thus a suffix ofu;. A contradiction.
HenceV;.o[i—1]...o[0] # 0. Then, by Corollary A.1, by
timet¢, N, (i,j) =2,z € I/j.gv[i_l]___z[o].
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Without loss of generality, suppossg is a proper suffix
of wy. Letk; = |wyi| andky = |w2|. Then it follows that
ky <k andV,,, C V,,.

For any noder, z € G(V,,,), if j = z[i], ¢ € [b], then
Nz (i, j) = @ if j # ali]:

o If 0 < i < kyandVj,p;1...00 # 0, then by Corol-
lary A.1, by timet®, Ny (i, ) = 2, 2 € Vj.z[i—1]...2[0]-
(Note that for0 < i < ks, if Vj.4;1)...20) = 0, then
(V U G(le) U G(sz))j~m[i—1]...m[0] = @)

o If i = ko and Vj.ypi—1)..0j0) = 0, however,(V U
G(V,) U G(Vi))jafi-1]...af0] 7Z 0, then it must be
thatG (Vi) j.afi—1]..o[0) = 0 (becausg # z[i]), how-
ever,G(Vo, ) j.ali—1]...z[0) 7 0. SUupposey is the node

YFor example, if V. = {30701,11361} and W =
{00261,30451,74261}, then G(Ve1) = {00261,74261} and
G(V1) = {30451}, wherew; = 61 andws = 1. Intuitively, this means
that if only 00261 (or 74261) joins the network, then it needs to notify all
the nodes inVs1, and if only 30451 joins the network, then it needs to
notify all the nodes ;.

15Even if nodes i/ join dependently, it is possible that there exist two
nodesz andy, z € W,y € W, such that/; ' n v,V " — ¢ 1n such
a case, there exists a nodez € W, such thatl;" > n v,V = ¢
and Vv, v n v Netv -+ ¢, By Definition 3.6 the joins of, y andz are
dependent.



x is given to start joining. Then consider the nodes
send<CPto, the firstk; +1 nodes ar@o, g1, ..., Gy -+
Jr.» Wheregy, € V,,, andgy, € Vi, (9%, 0 < k < ky,
shares rightmost digits withe, andz[k1]...z[0] is w2
according to our assumption). Henee/% g, hap-

pens. Moreover, by Proposition 5.2, there exists a nodeat timet®.

2,2 € G(Viuy)jalks—1]...[0]» SUCh that: EN gk, hap-

pens. Hence, by Proposition A.3, there exists a node

2,7 € G(ng)j-m[szl]...z[o]v such thath(kg,j) =
z' by timete.

olf ko < ¢ < d -1 and (V U G(V,,) U
G(Viy)jali-1)..0o) # @, then it must be that
G(Vio,)j-ali-1)..aj0] 7 0. By Proposition 5.3, by time
% Ny ( )_Z z € G( W1)] -z[i—1]...z[0]"

For any node), y € G(V,,), if j = y[i], ¢ € [b], then

Ny(i,7) = y;if j # y[i]:

o If 0 < i < kyandVjy;_1y.410 # 0, then by Corol-
lary A.1, by timet®, Ny (i, j) = z, 2 € Vj.y[i—1]...4[0]-
(Again, for0 < i < ka, if Vjypi_1]..40) # 0, then
(VUG Vi) UG (Vo)) joyli—11...y001 = 0.)

o If i = ko, (VUG(V,,)U G(sz))j-y[ifl]...y[o] #
0, however, V;.;;_1]..40 = 0, then it must be
G(Vior)jyli-1).ypo] = 0 @NAG(Visy)joyfi-1)...4f0] #
0. Otherwise, if G(V.,);.y[i-1]..400 # 0, then
there existsz, ¢ € G(V,,), such thatz[k;] =
j. By assumingw, is a proper suffix ofw;, we
have z[ks]...z[0] = j - y[ka — 1]...y[0]. However,
VNt = Vi, _1)...z00), k1 > k2 by the assumption,
indicates that/,x,)..zj0) # 0, i-€., Viyliz1]..y[0] #
@. A contradiction. Having proved that in this
case, G (V) jyli—1]..yjo] # 0, by Proposition 5.3,
we conclude that by time¢, N,(i,j) = 2z, z €
G (V) jyfi-1]...yf0)-

olf ko < ¢ < d -1 and (V U G(V,,) U
G(Vio))jyli-1]..yo) # 0, then it must be
G (Vi) jyli—1]..yfo) = 0 @NAG (Vios)jyfi—1]...y10) # 0-
By Proposition 5.3, by time®, N,(i,j) = 2z, z €
G (Vioa)jyfi=11...u10]-

|

Lemma 5.4 Suppose a set of noddd] = {z1,...2m},
m > 2, join a consistent networld/, N'(V)) concurrently.
If the joins are dependent, then at tinfe (V U W, N (V U
W)) is consistent.

Proof: First, separate nodes i into groups{G(V,,,),

1 <4 < h}, wherew; # wj if i # j, such that for any

nodez in W, z € G(V,,) if and only if VNotfy = V|

1 <7 < h. Consider any two nodesandy. Then, by time

te,

e If z andy are bothinV, orz € V andy € G(V,,,),

1 <¢ < h, or bothz andy belong toG(V,,,), then by
Proposition 5.4¢ andy can reach each other.
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e lfz e G(Vo,) ye G(V,;), 1 <i<h, 1<j<h,
i # j, then by Proposition 5.5; andy can reach each
other.

Therefore, any two nodes INUW can reach each other by
timet©. By Lemma3.1{V U W, N (V UW)) is consistent
|

Lemma 5.5 Suppose a set of noddd] = {z1,...2m},
m > 2, join a consistent networkd/, N'(V')) concurrently.
Then attime®, (V U W, N(V U W)) is consistent.

Proof: First, separate nodes iY into groups, such that
joins of nodes in the same group are dependent and joins
of nodes in different groups are mutually independent, as
follows (initially, let ¢ = 1):

e Foreachnodg,y € W— U;Zl Gy, if there exists a
nodez, z € Gy, such tha(V,Norfv n v Notifv £ ()
or (Ju,u € W— UiZ] Gy, (VNotfy C VNotily) A
(V. Notify Vf"””fy)) puty in G;;

o Pickany noder’, z' € W~ Uj_, Gj, putz’ in Gi1,
increment and repeat these two steps until there is no
node left'®

Then, we getgroup§5;, 1 < ¢ < [}. Itcan be checked that
forany noder, z € G, 1 < i <[, VNotifv q y Notify = ¢,
yeG;,1<j<landi#j.

Consider any two nodesandy.

e If bothz andy areinV,orz € V,y € G, or bothz
andy are inG;, then by Lemma 5.4; andy can reach
each other by time*.

o Ifx € Gy ye Gy i#j, thenV Notify ny Notify — (),

By Proposition A.9,z andy can reach each other by
time ¢©.
Therefore, any two nodes InU W can reach each other by
timet¢. By Lemma 3.1{V U W, N(V UW)) is consistent
at timet©. ]

Theorem 1Suppose a set of nodéd¥, = {z1,...2, }, m >
1, join a consistent networkV, N'(V))). Then, at times,
(VUW,N(V UW)) is consistent.

Proof of Theorem 1:
theorem holds.

If m = 1, then by Lemma 5.1, the

18For example, supposE = {72430, 10353, 62332, 13141, 31301
and W = {23241, 00701, 47051, 4730 First, let G, = {23241.
Nodes inW — G are then checked one by one. Lebe the node that
is being checked. (if71 = {23241, y = 00701. Then there exists a
nodez, x = 23241 ¢ € Gi1), and a nodeu, u = 47051 & € W),
such thati % ¢ VNt andy Vot ¢ yNotity (y Netify —
v Nty — vy, ViV — V1), Hence, 00701 is included i@. (ii)
G1 = {23241, 0070}, y = 47051. Then there exists a nodez =
23241 ¢ € Gy), such thatY Y NV, Noifv £ ¢ 47051 is also included
in Gp. (i) G1 = {23241, 00701, 47051 y = 47230. Neither of the
condition mentioned above is satisfied. Thyss not included inGy. (iv)
Put 47230 inG'2, and there is no more node left. Eventually, node®in
are separated into two grougs; andGa.



If m > 2, then according to their joining periods, nodes
in W can be separated into several groys;, 1 <i <[},
such that nodes in the same group join concurrently and
nodes in different groups join sequentially. Let the join-
ing period of G; be [t} ,t& ], 1 < i < [, wheret},
min(t},z € G;) andty, = max(tZ,z € G;). We num-
ber the groups in such a way thigt, < tbam- Then, if
|G1| > 2, by Lemma5.5, attimeg, , (VUG1, N (VUGH))
is consistent; if|G1| = 1, then by Lemma 5.1(V U
G1,N(V U Gy)) is consistent at timeg, . Similarly, by
applying Lemma 5.5 (or Lemma5.1) e, ...,G;, we con-
clude that evetually, at tim¢, (V U W,N'(V U W)) is
consistent. [ ]

Theorem 2Suppose a set of nodéd¥, = {z1,...2, }, m >
1, join a consistent networl/, N'(V')). Then, each node,
x € W, eventually becomes an S-node.

Proof: For each node, x € W, there are three phases be-
fore it becomes an S-node: c-phase, w-phase and n-phas
We then prove that will proceed from c-phase to w-phase,
from w-phase to n-phase, and evetually n-phase will end.

Our proof is based upon the assumption of reliable message

delivery and no node deletion during joins. Observe that
among all the messages a joining node may s&Rj JW,

JN, andSNneed to be replied. The other types of messages 5-

do not require replies and thus do not prevefitom enter-

e

an S-node before replying ta Thus, to complete the
proof of this theorem, it suffices to show that any join-
ing node in n-phase eventually becomes an S-node.

Last, consider a joining node, in n-phase. There are
two types of messages sent byn this phaseJN and
SNthat need to be replied.only sendsINto a subset
of nodes inV U W that share the rightmostdigits
with itself, i = z.noti_level, and each receiver of a
JN replies toz with no waiting. Also,z only sends
SNto a subset of nodes i that share the rightmost
i + 1 digits with it. EachSNis forwarded at mos#
time before a reply is sent to, and each receiver of
the message can reply toor forward the message to
another node with no waiting. Thereforegventually
becomes an S-node. -

A.2 Communication cost

The messages exchanged during a node’s join can be cate-
gorized into the following sets:
1. CPandCPRIly,
2. IWandJWRly
3. JNandJNRly,
4. SNandSNRIy
InSysNotiMsg
6. RNandRNRly

ing a new phase. where messages in sets 1, 2 and 3 could be big in size, since

they may include a copy of a neighbor table, while messages

e First, consider a joining nodeg, in c-phase. In  insets 4, 5 and 6 are small in size. In Section 5.2, we have
this phase,z copies neighbors from other nodes to presented the number (or expected number) for messages in
construct its own table by sendir@P and receiving  sets 1, 2 and 3 sent in a node’s join process. In this section,
CPRIy. The process of sending a request and receiv- e present proofs of Theorems 3, 4 and 5, and analyses of

ing a reply can at most bé rounds, since there are  numbers of messages in sets 4, 5 and 6.
only d levels in a table and at each rounds incre-

mented, whereindicates which level of neighbors are  Theorem 3Suppose a set of nodé¥, = {z1,...xm }, m >
requested. Moreover, once a node receives a copy-1, join a consistent networkV, N'(V))). Then, for anyz,
request, it replies ta with no waiting. Thereforeg x € W, the number of CpRstMsg and JoinWaitMsg sent by
eventually proceeds to w-phase. x is at mostd + 1.

Proof: Suppose at the end of c-phasehas built its table
up to levels. Then, the number &P sent byx in c-phase is
at most; + 1 (recall that we number the levels from Ode-

Second, consider a joining node,in w-phase. In this
phasegz sends oudW. Suppose: stops at levek at the
end of c-phase, then can at most send odt— k& JW

before it receives a positiv/VRIy because each time

it sends one mordW, the receiver shares at least one
more digit withz than the previous receiver. (When it
sends anothelW, it has received the reply to its pre-
vious JW.) We next show that after sendingJ&V, =
eventually receives a reply. If the receiver oi\, y,

is an S-node, thep replies with no waiting. Ify is not
yetan S-node, then it is a joining node in n-phase (or is
about to enter n-phasé)and will wait until it becomes

1"This is because that sinaecopiesy from another node’s neighbor
table,y is already stored by that node, which can only happen at the end
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1). In w-phaseg sendsIWto u1, us, and so on until a node
u; sends a positive reply te. For eachu;,2 < j' < j,d—
1 > |esuf(z.ID,uj.ID)| > |csuf(z.ID,uj_1.ID) >
i. Hence,z can at most send — i JW during w-phase.
Therefore, the total number &P andJW sent byz is at
mostd + 1. |

Theorem 4 Suppose node joins a consistent network
(V,N(V)), V]| = n. Then, the expected number of Join-

NotiMsg sent byz is Y97 & P;(n) — 1, where P;(n)

of y's w-phase or iny’s n-phase.



is Yo CBRCO I n=b) for 1 < i < d -1,

whereB = (b — 1)b% 1~ andC(B, k) denotes number of

d d—
k-combinations ofB objects, Py(n) is %_1;)") and
Py i(n)is1— X520 Pi(n).

Proof: Supposd/N°tfv = V. Thenz needs to notify all
the nodes irV/,,. By Proposition A.5, there exists a nodg,
u, € V,, such that, is the attaching-node of (A(z) =
uz). Then,z sends aWto u,, however;z sendsINto any
other node inV,, (by Proposition A.1, for any node ik,
other thanu;, z will send aJN). Hence, the number afN
z sends gV, | — 1. LetY = |w| andZ = |V,,|. We denote
the probability thaty” equalsj given |V| = n as Pj(n),
j € [d]. Then,Pj(n) = P(V, # 0 A V.0 = 0), ie.,
Pj(n) = P(Vz[j—l]...z[o] £OA Vz[j]...z[o] = @) Then,
d—1
E(Z) = E(E(Z]Y)) = Y (E(Z]Y =i))P(n) (1)
=0

We derive E(Z|Y = 1)) first, givenY = ¢, V,
Veli—1]...zj0]- Since in a hypercube network, the node IDs
are distributed randomly in the 1D spaf¢], the expect
number of nodes il whose IDs have suffix[i — 1]...z[0]
is r. Hence E(Z|Y =) = 3.

Next, we computé’(n), ¢ € [d — 1]. In general, IDs of
nodes ini’ can be drawn from? — 1 possible values. That
is, for anyy, y € V, y.ID could be any value from 0 to
b — 1 exceptz.ID. If i = 0, thenV,q) = 0, i.e., there is
no node inV whose ID has suffix:[0]. Then, IDs of nodes
in V are drawn from(b — 1)b?~! possible values (for any
nodey, y € V, y[0] could be any value ifib] other than
z[0], andy[j] could be any value ifb], 1 < j < d —1).

Hence, ( pd _ pd—1 )
n
Po(n) = AR
(")

If 1 <i<d—1,thenV,_q). 40 # 0 andVy. [0 =
0. That s, at least there is one nodelinwith suffix z[j —
1]...z[0] but there is no node i with suffix z[3]...z[0].
Then, for then IDs of nodes inV” k out of them are drawn
from (b — 1)b¢~1~¢ possible values (for any nodg y €
Vari—1]...z[0]» ¥[i] could be any value ifb] exceptz[i], and
digits y[d — 1] to y[i + 1] could be any value ifp]) , 1 <
k < min(n, (b — 1)b%~1~%), and the other — k IDs are
drawn fromb? — b%—* possible values. Hence,

B b? — pd—i
min(n,B) k n—k

P =3, (bd—1>
whereB = (b — 1)b¢—1-%,

k=1
Finally, fori = d — 1, since each ID is unique;.I D
is different than the ID of any node ifr. Therefore,
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Vela—1..2[0) = (0 is always true, independent of whether
Vzld—2]...z[0] IS €mpty or not.

P(Vara—1)..zi0] = O A Vara—2...zf0) # 0)
P(Vyra—1)...zi0] = 0)P(Vaa—2]...a[0) # 0)
P(Vyid—2]...200) # D)

L — P(Vya—2]...z0) = 0)

1= P(Vypo =0

V(Vaio] 0 A Vaajao) = 0) V ...
V(Vera=3)...zf0) Z O A Vaja—2...z0) = 0))

d—2
1-> " Pi(n)
=0

Plug P;(n) into Equation 1, we geE(Z).
number ofJN z sends during its join i€(Z) — 1.

Pd—l (n)

The expected
|

Theorem 5 Suppose a set of nodeB/ = {zi,...2m},

m > 2, join a consistent networkV, A’(V)). Then for
any nodex, x € W, an upper bound of the expected num-
ber of JoinNotiMsg sent by is 3", (%£2) P;(n), where

n = |V|, and P;(n) is defined in Theorem 4.

Proof: Consider any node, z € W. LetJ be the num-
ber of JN sent byz when it joins with other nodes con-
currently. Supposd&/ Nty = V. LetY = |w| and
P;(n) be the probability that” equalsi, i € [d], given
V| n. No matter how many nodes join concurrently
with z, z.noti_level > Y. Moreover,z only sendsIN to

a subset of nodes whose IDs have sufffx — 1]...z[0],

k = x.noti_level. These nodes are a subset of nodes with
suffix w. LetZ = |(V UW),]|. Hence,J < Z, which is
true for every joining node. Therefor&(J) < E(Z). To
computeE(Z), we have

d—1
E(Z) = E(E(Z|Y)) = ) (E(Z|Y =))P;(n)
=0
whereE(Z|Y = i) = %™ andP;(n) is defined in Theo-

rem 4. |
Next, we present an upper bound of the expected number
of messages in set §NandSNRIly We say that aisNis
initialized by z, if it is in the form of SN, y), wherey
could be any node other than Such a message is initially
sent out byz to inform the receiver about the existence of
y. It may be forwarded a few times before a reply is sent
back tox. For examplez may send &8N, y) to u1, uy
forwards the same messageutsy andu, sends a reply to
x without further forwarding the message. In this example,
there are BN, y) and oneSNRIy¢, y) transmitted in the
network.

Corollary A.6 Suppose a set of noddd, = {z1,...&m },
m > 2, join a consistent networld, N'(V')). Then for any



nodez, z € W, an upper bound of the expected number of
messages in the form of Si) or SNRIy, y) sent byz,

y #1830y (52 (d — i — 1)) Pi(n), wheren = |V| and
P;(n) is defined in Theorem 4.

Proof: Consider any node, z € W. Supposéd/ Notify =
Vo, 1 = |w|, andj z.noti_level, thenj > 1. Let
X = {y, SN@,y) is sent out byr during its join}. Then,
for a particulary, y € X, SN, y) is only sent out byz
once. Anyy, y € X, must share suffix[j]...z[0] with .
SinceV,(...zj0) = 0 (by definition of VYo%) andj > 1,
Vz[j]...z[o] = (). Hence, it could only be th@te Wz[j]...z[o]a
which is a subset of nodes ¥, ;). ,0]-'® The expected
number of nodes iV, (;.. ,[0] iS 5%, thus,E(]X|) can at
most be; %7 For eactSNsent out byr, it can be forwarded
at mostd — 7 — 2 times (which includes the first time that
it is sent out byz), thus less tha — i — 2 times. This is

. ; . .
m=500, b=16, d=40
m=1000, b=16, d=40
< m=500, b=16, d=8
m=1000, b=16, d=8

0% x +
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Figure 22. Theoretical upper bound of the expected num-
ber of SpeNotiMsg sent by a joining node

n+m
bz

Theorem 5, this upper—boundEf;OI( )P;j(n), where

because that the first receiver of the message shares at leagt; (n) is defined in Theorem 4.

J + 2 digits with y (both IDs ofy and the first receiver must
have suffixy[j + 1]...y[0], y € X), the last receiver of the
message shares at mdst1 digits withy, and each receiver
along the path shares at least one more digit withan the
previous receiver does. Lastly, for ea8N, y sent out by
z, there is one corresponding repBNRIyt, y), from the
last receiver of th&N(, y).

LetY = |w|, Z = |Wm[j]-w|v (i.e.,Z = |Wz[]]z[0]|)a
andP;(n) be the probability thal” equals given|V| = n,
i € [d]. Then,

d—1
E(Z)=E(E(Z|Y)) = Y (E(Z]Y =))P;(n)

=0

where E(Z|Y = i) =44 (d —i — 2+ 1) and Pj(n) is
defined in Theorem 4. |

Figure 22 plots the upper bound 8Nsent by a joining
node, givenn andm. In the simulations we conducted,
however, we did not observe a®Nthat was sent out by a
joining node.

To get the expected number of messages in Set3ys-
NotiMsg suppose/,Notifv = V. Then according to the
join protocol, only a node with suffix may fill z into its
neighbor table. (If a node’s ID does not share any digits
with w, then clearly it will not choose as a neighbor; if
a node,y, shares a suffixw’ with z, |o'| < |w|, then by
Corollary A.1,N,(k',z[k']) = z,z € V, k' = ||, thusz
is not stored iny’s table, either.) LetR denote the number
of reverse-neighbors af. At the end of its join, to each
reverse-neighbor; needs to send knSysNotiMsg Hence,
the total number of messages in set RisSince the ID of a
reverse-neighbor of has suffixw, the number of nodes in
V U W with suffix w is an upper-bound aR. As defined in

18There are several extra conditions that constegirom sending &8N
however, we ignore those conditions in deriving an upper bound.
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The number of messages in the last set, set 6(ith),
becauser needs to inform each neighbor thatbecomes
a reverse-neighbor of it, by sendingriN SomeRN may
be replied (when the status of the receiver kept:hg not
consistent with the status of the receiver). Actually, some
RNcan be piggyback’ed with some other messages, such as
JWRIyandJNRIly. Hence, the number of messages in set 6
that is sent by a joining node is at mQsib.



