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Abstract—Wireless video traffic has grown at an unprece-
dented rate and put significant burden on wireless networks.
Multicast can significantly reduce traffic by sending a single video
to multiple receivers simultaneously. On the other hand, wireless
receivers are heterogeneous due to both channel and antenna
heterogeneity, the latter of which is rapidly increasing with the
emergence of 802.11n and 802.11ac. In this paper, we develop
optimized layered integrated video encoding (LIVE) to guarantee
reasonable performance to weaker receivers (with worse chamh
and/or fewer antennas) and allow stronger receivers to enjoy
better quality. Our approach has three distinct features: (i) It
uses a novellayered coding to naturally accommodate the het-
erogeneity of different video receivers; (i) It uses aroptimization
framework to optimize the amount of time used for transmission
and the amount of information to transmit at each layer under
the current channel condition; and (iii) It uses an integrated
modulation, where most video data are transmitted using soft
modulation to enjoy efficiency and resilience while the most
important video data are transmitted using a combination of soft
modulation and conventional hard modulation to further enhance
their reliability. To our knowledge, this is the first approach
that handles MIMO antenna heterogeneity in wireless video
multicast. We demonstrate its effectiveness through extensv
Matlab simulation and USRP testbed experiments.

I. INTRODUCTION

Receivers are sorted in an increasing order of their bartdwid
budget. Thei-th receiver group receives all the layers below
or equal toi, and opportunistically receives partial information
of the higher layers. The layered coding provides perfoicean
guarantees to all the receivers by ensuring that each erceiv
gets some video information reliably and the amount of such
reliable information is determined by its bandwidth budget
(ii) LIVE is optimized We develop an optimization framework
to determine how much information to transmit at each layer
based on receivers’ bandwidth budget and channel condition
(iif) LIVE integratesboth soft and hard modulation, where
soft and hard modulation differ in that an analog signal is
represented as a real number in the soft modulation, and as a
discrete constellation point in the hard modulation.LINE,
most data is transmitted using soft modulation due to it& hig
efficiency {.e, one signal can represent two real numbers)
and resilience to noisei.¢., noise introduces error instead
of complete corruption in a group of pictures). Meanwhile,
small amount of the most important video data is transmitted
using a combination of soft and hard modulation to further en
hance performance. Integrated modulation benefits botovid
multicast and unicast. Since our approach focuses on video
coding, it can be applied to different networks, such as WiFi
and cellular networks, by modifying their modulation.

Motivation: Wireless video traffic grows at an unprecedented We implementLIVE in both Matlab simulation and a

rate and puts significant stress on wireless networks. 8evetJSRP testbed, and compare its performance with MPEG4
wireless network congestion may arise as many users trgnd SoftCast [7], one of the latest wireless video multicast
to watch a popular video in the same area. Multicast is ampproaches. Our results show thaveE achieves significant
effective approach to reduce congestion by sending a singlgerformance improvement in both unicast and multicast con-
video stream to all of them. However, wireless receivers argexts. Specifically, in unicastIVE out-performs MPEG4 by
heterogeneous due to inherent heterogeneity in their éhann4.1-6.1 dB and SoftCast by 1.9-3.5 dB in terms of average
Receiver heterogeneity is increasing further due to amtennpeak signal-to-noise ratio (PSNR)e(, a standard video met-
heterogeneity. For example, with the emergence of 802.11ric) due to integrated coding. In multicast, the improvetmen
and 802.11ac, the numbers of antennas on the receivers cartreases to 4.6-9.3 dB over MPEG4 and 2.2-4.7 dB over
vary from 1 to 8. Multicasting to a group of heterogeneousSoftCast, which comes from further optimizing layered ogdi
receivers is challenging because we should ensure not onfgr multicast receivers. The benefit further increases whth
every receiver gets video with reasonable quality but digo t antenna heterogeneity at the clients. Note that 1 dB differe
receivers with better channel or more antennas enjoy bettén PSNR is already quite visible, and 3 dB difference indisat
performance instead of being bottlenecked by the weakeshat the video quality is doubled. These results thus gfearl
receiver. Simply multicasting at one rate to everyone haslemonstrate the effectiveness of our approach.
serious performance issues: either the receivers witherbett
channel or more antennas have to suffer the same poor quali§ontributions: Our main contributions consist of (i) a novel
as the weaker receivers or the receiver with better channdfyered coding to cope with the channel and antenna het-
or more resources can enjoy good performance while therogeneity at different video receivers; (i) aptimization
performance of weaker receivers can be arbitrarily bad. framework that determines the amount of time to spend and the
amount of information to send at each layer based on recgiver
Our approach: In this paper, we study video multicast in a pandwidth budget and channel conditions; (iii) iategrated
wireless network €.g, from an AP to clients). We propose modulationto achieve both efficiency and resilience; and (iv)
a novel method called Layered Integrated Video Encodingxtensive simulation and testbed evaluation to demormstrat
(LIVE) to enable efficient video dissemination while naturally their effectiveness.

accommodating the heterogeneity of different video rearsiv
with respect to their channel conditions and numbers of
antennas. To our knowledge, this is tfiest approach that
handles antenna heterogeneity in wireless video multicast

II. BACKGROUND AND RELATED WORK

Video coding: There has been considerable work on video
Our method has three defining characteristics:L(§&  coding for multicast. Among them, a series of works focus on
is layered Video content is divided into multiple layers. layered video coding, which sends the base layer to everyone



and enhancement layers to the receivers with better channtiat at the last stage it replaces traditional video congiwas
conditions é.g, [15], [2], [4], [11], [12]). Scalable Video with its own rateless video codec. The codec divides DCT
Coding (SVC) is one of the most widely used layered codingscoefficients into distortion groups based on their contidu
However, it has several limitations when applied to wirgles to the reconstruction error, allocates bits to distortioaugs
video multicast: (i) It is vulnerable to channel noise siec®rs  based on their importance, and encodes them using a rateless
in a few bits can lead to corrupting an entire group of picdure code, such as Raptor code. Since it requires rate selection,
(GoP) {.e., a set of successive video frames) [7]. In orderFlexCast is not applicable to multicast when receivers have
to ensure reliability, significant redundancy has to be ddde different data rates.

which significantly reduces efficiency. (i) SVC cannot ef-
fectively support heterogeneous MIMO antennas since high
layers are transmitted using more spatial streams and thano
decoded by the receivers with fewer antennas. In compariso
our approach allows receivers with heterogeneous anteonnas
all derive useful information from all the layers and the amio

e ParCast [10] enhances video transmission in MIMO-
OFDM channels by applying SVD precoding to improve the
IlyIIMO link quality and mapping important video components
to more reliable OFDM subcarriers. As FlexCast, ParCast als
focuses on video unicast. Since we mainly focus on video
multicast, we do not compare with FlexCast or ParCast. More-

of information they derive increases with their numbers of L )
antennas. (iii) SVC is not optimized. It is not clear how much©Ve" None of the existing works address antenna heteragene
\élhICh is our focus.

resources SVC should spend in sending different layers. Th
optimization is challenging because different layers may b
sent with different MIMO configurations and benefit differen lll. L AYERED CODING
sets of receivers. Multiple Description Coding (MDC) [5] is
another well-known video coding technique. Unlike layered
coding, it does not require strict ordering between différe
descriptions and allows each description to be decoded
itself. The more descriptions a node receives, the bettalitgu
it gets. However, this comes at the cost of significant codin
overhead, so it is rarely used in practice.

Motivation: Suppose a source broadcasts a video stream
to multiple receivers. Different receivers may have defer
bgumbers of antennas and/or experience different chanmel co

itions. One approach is to unicast a video stream to each
eceiver separately. This significantly reduces the videadity

ach receiver receives since each transmission can ongfiben
one client. Multicast is attractive since one transmissian

MPEG4 is the most popular video coding today. It codespotentially benefit multiple clients. But how to multicast t

the pixel values in a group of pictures (GoP) by applyingheterogeneous clients poses a significant challenge. ddsiti
Discrete Cosine Transform (DCT) [16]. Then it quantizes anding at the weakest receiver's rate significantly degradies t
compresses the DCT coefficients. As pointed out in [7], [1],video quality that the stronger receivers could have reckiv
its compression works well for a reliable channel but isifeag  while multicasting at the strongest receiver's rate can enak
in noisy wireless links since loss/corruption of a few bitsic  the performance of the weaker receivers arbitrarily bad: Ou
lead to decoding errors in an entire GoP. goal is to let receivers with better channel condition and/o
more antennas enjoy higher video quality and let receivéis w
on joint channel and video coding [7], [1], [10], [18], [14], weaker ch.annelland/or feV.Vef antennas still recgiv_e ’e;*m’”a
[13]. The work closest to ours is SoftCast [7]. It treats pixe vu?jeo guah@yfwhne leveraging multicast and avoiding sieqd
values in a GoP as a 3-dimensional matrix, and applies 3<°1" ant information.

dimensional DCT transform of the pixel value matrix. Af- g coding: The pixel values in a GoP is a 3-dimensional
ter DCT transform, the DCT coefficients form another 3- otrix. As SoftCast [7], we let a video source code the
dimensional matrix, where most entries are zeros or close E?ixel values in a GoP using 3-dimensional DCT. After DCT
zeros, and can be ignored without compromising the videanstorm, the DCT coefficients form another 3-dimensional
quality. Only large DCT coefficients need to be transmitted,\arix The DCT coefficients are grouped into chunks based
and they are usually clustered. SoftCast groups the DCY, iheir positions in the matrix and the chunks are sorted and

coefficients into chunks based on their positions in the matr .,nsmitted in the order of their energy. A bitmap (compeess
To minimize reconstruction error, SoftCast sorts the clsunk using run-length encoding) is used to inform the receivers

a decreasing order of the energy of DCT chunks and transmitss \yhich chunks are transmitted. Instead of transmitting th

as many chunks as possible to fill the bandwidth. raw DCT coefficients, the sender transmits linear combinati
Instead of transmitting raw entries in the chunks, Soft-of DCT coefficients. The receivers then reconstruct the DCT
Cast transmits linear combinations of these entries. Morgoefficients based on their received signals, which haweatin
specifically, let X denote the DCT components in a GoP, relationships with DCT coefficients.
where each row is a chunk. A SoftCast sender transmits
Y = CX, whereC is an encoding matrix. C can be Hadamard
matrix as used in SoftCast or any random matrix, which give
similar performance in our evaluation. After going througk
wireless channel, the signals arriving at the receiver iveso

Joint channel and video coding:There are significant works

The data is transmitted using soft modulation as in [7], [10]
Specifically, an analog signal is a complex number, inclgdin
fwo numbers: I-value (real) and Q-value (imaginary). These
two numbers each corresponds to a linear combination result
= ) 2. : of DCT coefficients ite., the magnitude of | or Q, denoted

Y = HCX whereH is channel coefficients. Sindé, H, and asY, follows Y = C'X, where X is DCT coefficients and

C are all known, the receiver decodeS using linear least ~q o jinear coefficients). The main benefits of soft coding
square estimator (LLSE) [9]. Our approach improves SoltCas o hard coding include () efficiency: one signal conveys
in that it is layered optimized and uses integrated coding. X

two real numbers whereas conventional hard coding requires
FlexCast [1] has the same processing as MPEG4 exceptultiple signals to transmit one real number, (ii) resitien



it gracefully degrades with transmission errors since nean 1, we would broadcast 500 DCT chunks so that the receiver
noise introduces errors 0 instead of decoding failures, and 1 gets 500 constraints involving 500 unknowns and the linear
(i) supporting heterogeneous MIMO. system is full ranked and can be accurately solved.

To understand (iii), we observe that in hard coding when  Throughout the paper, for ease of discussion, when a sender
a source uses spatial multiplex to transmit two streams, thgansmitsk™ spatial streams, we call it sends transmissions.
receiver with two or more antennas can correctly dECOdq}n the above example, a better approach to multicasting to
the streams. However, the receiver with one antenna cann@ie two receivers is to first broadcast /p1 transmissions
decode anything since it receives one signal, which is gnvolving the first N; chunks, wherep; is the fraction of
function of two unknown transmitted signals, and does nothe transmissions received by receiver 1. In this way, both
have sufficient information to decode to dlgltal Symbols. |nrecei\/ers (inc]uding the weaker receiver ]_) still receivés
comparison, soft coding does not require receivers to decodinearly independent constraints to accurately decodetdhe
immediately, but instead allows it to extract useful coaisits N; chunks. Then the sender broadcadts/p, transmissions
using such receptions and decode after accumulating all th@yolving the nextV, chunks so that receiver 2 can accurately
related constraints. In this case, it can extract a comstrai decode these chunks while receiver 1 decodes the Next
_ chunks with some errors due to an insufficient number of
hi1yr + ho1y2 = R, : -
constraints. We seledV; and N, such that they satisfy both
where hy; and ho; are the channel coefficients from the receivers’ bandwidth budget while optimizing the overadleo
first and second transmitter antennas to the receiver aamtenmuality across them.
respectively, and’s are the transmission signals on these two . .
antennas, and is the received signal. A channel coefficient !N general, we use layered video coding where each layer
is a complex number, whose magnitude represents the chanrf@fgets one receiver or a group of receivers with similanclea
attenuation and angle represents a phase shift. Even if t@ndition and antenna configuration to provide a guaramtee f
receiver with one antenna cannot decagdeand y, imme-  €ach receiver (group) while leveraging multicast as much as
diately, it still gets one constraint involving them and esse ~ POssible. To maximize the effectiveness of the layeredrmndi
them along with the other constraints to inferlf the receiver it iS important to optimize the amount of resources to spemd o
does not get enough constrainite( fewer than the number of €ach layer given the receivers’ resource constraints asone
unknowns), it can still make inference.§, using LLSE) but ~ conditions.
incurs inference error. The more constraints a receives, get

. This observation leads to our following layered soft coding
the lower the inference error.

We sort the receivers in an increasing order of their banttwid

Layered coding: When there are multiple receivers in a mul- Pudgets, B;, as determined by their channel quality and
ticast group, how should a transmitter send DCT coefficents NUmbers of antennas. The Weakest receiver receives thetlowe
A simple approach, as adopted by SoftCast [7], [10], is tolayfer accurately as We||. as hlgh_er layers with larger errors
select a common set of coefficients to transmit to everyond/hile the strongest receiver receives all the layers acelyra
and the transmissions are linear combination results afethe /N general, we seleav; coefficients to target theth receiver.
selected coefficients. The receivers that get more conggrai | he i-th receiver will receive the layers lower than or equal
can more accurately infer the coefficients, and the receivat 10 ¢ completely to accurately recover the tdp,_, ; N; DCT

get fewer constraints incur higher inference errors. Hawev COefficients, and also receive parts of the layers higher tha
when the numbers of constraints each receiver gets is rath@t€ to the broadcast nature of wireless medium to opportunis
different (which is common under heterogeneous link losdically recover more DCT coefficients. The latter recovesy i
rates or heterogeneous numbers of antennas at the regeivei@Portunistic because the receiver has fewer constretiais t

SoftCast cannot satisfy both strong and weak receiverseat tfh® number of unknowns and incur more inference error for
same time. these unknowns. While such inference is opportunistic, rit ca

_ ) ~still use LLSE to estimate the additional DCT coefficients
Consider a simple example where we have two receivergalbeit with errors) and get substantial performance benefi
receiver 1 gets only half the constraints as receiver 2 (whicthan simply ignoring these receptions since these reaeptio

happens when receiver 1 has one antenna and receiver 2 f?ﬁe some constraints, which limit the solution space.
two antennas, or receiver 1 has 50% losses while receiver

does not have losses). SoftCast can either transmit at the ra  The amount of information in the layers higher than

of the weaker receiver but this will unnecessarily slow downthat is received by the-th receiver is determined by its
the stronger receiver, or transmit at the rate of the strongechannel quality and number of antennas. For example, if all
receiver but this will cause trouble for the weaker receiverthe receivers have the same number of antennas and the
To see the latter, suppose the SoftCast sender determines tip receiver has a loss rate of 60% while the other stronger
compression ratio based on the stronger receiver (recjyer receivers have no losses, tiwh receiver receives 40% of the
and decides to broadcast the first 1000 DCT chunks to bothigher layers. If all receivers have no losses, #ik receiver
receivers. However, this compression ratio does not work we has one antenna, and the receivers whose indices are larger
for receiver 1 because it only receives half of the constgain than: have two antennas, theth receiver receives 50% of
(i.e, only half ). While it can still apply LLSE to reconstruct the higher layer.

X based on incomplete constraints, its estimation error ean b

arbitrarily large since there are an infinite number of Sohg  Summary: The layered coding provides performance guaran-
to satisfy the constraints and the LLSE result is one of manyees to all the receivers: theth receiver can at least get the

possible solutions. In fact, if we were to target only reeeiv top ZFM N; DCT coefficients accurately, and may use the



receptions from the layers higher thato further enhance per-
formance. In comparison, without layering, a weaker resreiv

6. Decode DCT coefficients: Upon receiving the data, the
receiver groups the received packets according to thedayer

does not have enough constraints to accurately recover any that they belong to. Then it uses all the received data for

coefficients, so its performance can be arbitrarily bad.

IV. OPTIMIZED LAYERED INTEGRATED
VIDEO ENCODING

In this section, we first give an overview of our scheme,
and then describe details of each step.
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Fig. 1. Flow chart.
A. Overview

Figure 1 plots steps involved at the transmitter and re
ceivers, where the steps are specified below.

layer i to infer the correspondingy; DCT coefficients.
Decode video: Each receiver puts the inferred DCT coeffi-
cients together into a single 3-D DCT matrix based on the
index information transmitted as part of control messages,
and performs inverse 3-D DCT to extract the current GoP.
It repeats the same process for the next GoP.

7.

Below we elaborate steps (3), (4), (5), and (6) since the
other steps are straightforward.

B. Optimize Layered Soft Coding

Optimization approach: Our goal is to determine what in-
formation to transmit at each layer to optimize the overall
video quality across all multicast group members subjetii¢o
bandwidth budgets of all receivers. More specifically, th&TD
coefficients are sorted in a decreasing order. Atithte layer,
the video source makes; transmissions involving the top
>i=1.1Nj+1-thtothe topy ., , N; DCT coefficients.
For example, the first layer has the tdf DCT coefficients,
the second layer has the next tdp DCT coefficients ite.,
from the topN; +1-th to the topN; + N»-th DCT coefficients),
and so on. Our goal is to determifié¢ and NV; for each layer

¢ such that the total video quality across all receivers, tksho
as ) U, is optimized subject to the bandwidth budget
constraints, wher/,. is the r-th receiver’s video quality.

1. Group/SOI’t receivers: The Sendel’ sorts I’eceivers in an We first present our Optimization framework, and then
increasing order of their throughput and labels them agjescribe how we approximaté. using a simple function later

G1, Go, ..., andG,,. If there are many receivers, the sender
can optionally cluster multiple receivers with the same pre

in this section. Our framework is general, and can support
other U,. functions and other ways of combining, across

ferred antenna configuration and similar throughput to thgeceivers, such as weighted sum of utility if receivers ase n

same group and sort the groups according to their averaggyually important and proportional fairness, log(U,.), which
throughput. Clustering receivers reduces the optiminatio captures both fairness and total utility.

problem size and speed up computation.

longing to different layers in the video may use different
transmission strategies. The sender and receivers alwa

use all their antennas for transmission and reception. The

main issue is to determine how many spatial streams t
transmit for each layer. The number of streams to transm
in the i-th layer should be no more than the minimum
number of antennas at the sender and all receivers in grou
i or above. The additional antennas at the sender are us
to achieve transmitter diversity and the additional andsnn

at any receivers are used to achieve receiver diversity.

many transmissions{) to make and how many DCT
coefficients (V;) to transmit at each layer.
. Transmit video data using integrated video coding: Th

sender transmits according to the optimization result.tThaOI

is, it broadcastd; constraints involvingV; DCT coeffi-
cients usingG;’s antenna configuration and soft coding.
The sender further enhances reliability of the most im
portant DCT coefficients using integrated soft and har
modulation.

. Transmit control information: The sender informs all re-
ceivers of(Ny, Na, ..., Ni) and tags the data transmission
with an indicator of which layer it belongs to. Control
information should be reliably delivered to all receivers.

. Optimize layered soft coding: The sender determines hovlye

. Select antenna configuration for each layer: Frames be- The optimization can be formally specified as follows:

Z N; +1, Z N;)

ys mam:ZZU(Ti,pi,m
4 j=1..i—1 j=1.i

0o st Y Ti/R; <100%
|t i=1..s

where p; . is the delivery rate of the-th layer to ther-
R receiver and/(Ti, pir, 325y, Nj+ 1,35, ; V;) is the
%%Iity of receiving T; x p;, transmissions involving the top
> =11 Vjt1l-thtothetopy ., ; N;-th DCT coefficients.
The objective is essentially the sum of utility across all
ceiversr, where each receiver’s utility is in turn the sum of
its utility across all layers, where the utility of theth layer
at receiverr is U (Ti,pir, )iy i Ny + 1,2 520 i Nj).
ifferent receivers extract different utility from the sartayer
ue to their different delivery rates. The constraint ceggu
resource limitation, wher&;; /R, denotes the fraction of time
spent inT; transmissions at the rate &f;, and the complete

1)

('jponstraint indicates the total time spent in transmitting f

all layers should not exceed 100%. This optimization can be
efficiently solved usingfmincon() in Matlab.

In this optimization,T;’s and N;’s are optimization vari-
ables and all the other variables, namélyandp; ;, are given
as input.R; is determined based on the number of multiplexing



streams and delivery rates. Every receiver measures add feeto be scaled down before transmission to satisfy the power
back p; .. The delivery ratep; ., may vary across different constraint. For example, if the signal to transmit is twice a
video layers because each layer may use different antentharge as the maximum power, the signal should be scaled down
configurations for transmission and the delivery rate ddpen by half before transmission and scaled back up by a factor
on the antenna configuration. For example, consider a nodef two at the receiver. This also doubles the noise. This is
with good channel and one antenna, the delivery rate of tste fir especially problematic when sending the top DCT coeffisient
layer transmitted using one stream is 100%, but its delivatey  which require a significant scale down before transmission
of the second layer transmitted using two streams is 59)%. and incur large error. Yet these top DCT coefficients are the
can be measured by dividing the number of packets receivehost important, and small errors in these coefficients caseca

at each layer by the total number of transmissions at thisrlay significant degradation.

Approximating U: We assign utility based on Mean Square To address the issues, we use hard modulation to transmit
Error (MSE), defined as[(zes; — Tactuar)?], Wherez.s, and the first few bits in the top DCT coefficients and use soft

Toetua are the estimated and actual pixel values, respectivelﬁ‘c’dwat'on to transmit t_he remaining bits in these co_efrhts_e
Since we prefer a higher utility and a lower MSE, we useaS,We" as other (;oeff|0|ents. This has seve_ral beneﬂts:;@ B
—MSE as the utility. We plotMSE of receiving the topy USing a conservative data rate, hard modulation is moralieli
DCT coefficients out off’ total number of DCT coefficients (han soft modulation. This is most useful for sending the
in a GoP (e, U(T,100%, 0, N')) using several popular videos top DCT coefficients. (ii) Sending the remaining coefficgent

in Figure 2 and observe they can be approximated using arlsing soft modulation is more efficient. (iii) By removingeth
exponential distribution CDF, namely /M | where\ = 6. irst few bits from the top DCT coefficients, their magnitudes

The approximation is close in all cases. become smaller. This means a smaller scaling factor (if any)
can be used to fit into the power budget of the transmitter,
thereby reducing noise amplification.

—6— Approximated

i:qu”e More specifically, in the integrated modulation, instead of
—o— flower sending linear combinations of DCT coefficients in all théeda
——crew transmissions, we send the teff raw DCT coefficients (out
if‘o“r'é’gm of the total number of transmissions across all layers) and
4 ice the remaining transmissions are random linear combination
—*— news results of DCT coefficients. For these togt raw DCT

coefficients, we use hard modulation to send their fjréiits

_ y _ , _ , and use soft modulation to send the remaining portion ofethes

Fig. 2.  Utility of real videos can be approximated using anomemtial DCT coefficients along with the remaining— = DCT linear

distribution. - combination results. Hard modulation rate is selectedase
Then the general utility/(T’, p, Nstart; Nena) Can be ap-  effective SNR [6]. Figure 3 shows PSNR as we vargndy.

proximated as follows: z = 1% andy = 8 bits give consistently high video quality
U(T, p, Nutarts Nend) under different SNR. So we use these values in our evaluation
~U(T,100%, Nstarts Nend) X p . —o-sde “asﬁ
=(U(T, 100%, 0, Neng) — U(T, 100%, 0, Nrare)) X p o 3/‘
%(efAN"‘"d/T - e*)‘N““”/T) X p (2) E;N EZﬁ/MiTﬁS?
The first approximation is because wher: 100%, the utility Z:WM R e umter of s o
tends to decrease wighand a simple way to approximate such (a) Ratio of raw DCT coeff. (b) # bits for hard modulation

degradation is based on a linear function. The second éguali
is based on the definition df. The third equality is simply Fig. 3. Selecting parameters for integrated codes.

plugging in our approximated (T, 100%, 0, N). D. Transmit Control Information

There are two types of control information. One is a
control message sent separately from the data. It includes
Hard modulation€.g, BPSK, QPSK, and QAM) is widely the total number of layers, the number of coefficients for
used in wireless transmission. It uses an analog signakotde each layer §;), mean and variance of each DCT chunk,
one or multiple bits. Since small errors may corrupt a few bit bitmap of the selected DCT chunks compressed using run-
and lead to a loss of an entire GoP, modulation has to b&ngth coding, and random initial seed so that the sender and
chosen conservativelye(g, using effective SNR [6], which receivers can use to generate the same linear coding nsatrice

is dominated by weak subcarriers). On the other hand, softithout transmissions. The bitmap size is small and is &rth
modulation achieves a higher efficiency by using one signatompressed to reduce the overhead [7]. The second type is
to represent two real numbers. Moreover, errors in softrgpdi  control information for each data frame, including whickida
result in noise instead of corruption of a GoP. Neverthelessghe frame belongs to, sequence number, power normalization
soft modulation does not guarantee error-free delivery.t®/hi factor used to scale the transmission data to be within the
noise and interference can alter the received signal ansecaupower range of the transmitter (so that the receiver carescal
decoding errors. Such errors may further be amplified wheiit back), and how it is transmitted (so that the receiversikno
the desirable signal exceeds the power budget and neetisw to process it).

C. Integrated Video Encoding



Both control information should be sent reliably to all V. TESTBED ANDIMPLEMENTATION
the receivers. The second type of control information can :
be sent as part of PHY layer header, which is decodabl@" Testbed Evaluation Methodology

by everyone regardless of its number of antennas. Similar t§asthed implementation: We implement our scheme.IyE)
802.11a PLCP header, it is transmitted as OFDM symbol withynq softCast in USRP software radio platform and Matlab. We
64 subcarriers, BPSK modulation and 1/2 rate convolutionajenerate 1/Q samples from Matlab implementation, and feed
coding. When the field lengths of layer information, sequencghem into USRP for OFDM processing. We modify USRP
number and the power normalization factor are 4 bits, 8 bitggdepase to support MIMO transmitters and receivers. We run
and 32 bits, respectively, two OFDM symbols are sufficient togxperiments in 2.4GHz channel and the channel bandwidth is
convey this information. The first type of control informati - 1pHz. we vary the channel condition by changing the location
can be transmitted using standard hard modulation and ugg ysRrPs and tx/rx gain parameters and perform experiments
the standard ACKs/retransmissions to ensure reliabilite iy various SNR environment. InIVE, the sender knows the
data rate for these control message is selected usingiefect antenna configuration of the receiver in advance, and perfor
SNR [6]. Moreover, in the MIMO context, the number of the |ayer optimization and transmit encoded signal. We also
streams we use to transmit control information is N0 Moremplement MPEG4 based on FFmpeg [3], whose GOP size
than the minimum number of antennas at all receivers angy set to 25 (the default value in FFmpeg). It first encodes a
sender. If the smallest number of antennas at the receivers a5y video to MPEG4 part-10 format with various quantization
sender isNy,;,, the control information should be sent using parameter (QP) values, and then transmits encoded videos ov
at most Ny, streams and the remaining antennas are usegisrp using digital modulation. We select the MAC data rate
for diversity. In addition to the control information sembf  pased on effective SNR [6]. The received signals are stored
the sender to the receiver, the receivers also periodiéedlyl i traces, and processed in offline in MATLAB decoder. We
back the delivery rates of all layers using hard modulation. 550 run SVC using JSVM [8] and observe it performed much
worse than the above three approaches. Further optinmzatio
E. Decode DCT Coefficients of SVC parameters may help improve its performance, but is
expected to under-performVE due to less efficient coding,
The receiver constructs the following linear relationshiplack of support for antenna heterogeneiig.( receivers with
for decoding. Given)/ transmission antennas ardreceive  fewer antennas extract no information from video sent with
antennas, the received signdfson the L. antennas have the more antennas), and lack of effective optimization across
following relationship with the DCT coefficient: ¥ = layers.
HCX + N, whereH is the channel matrix from transmitter
antennas to receiver antennas, afidis the coding matrix Performance metric. We use the average Peak Signal-to-
generated by a random seed agreed between the sender aeise Ratio (PSNR) over all clients as the performance
receiver, andV is white noise. It infers\ based o usingthe ~ metric. PSNR is a standard video metric. It is defined as
standard Linear Least Square Estimator (LLSE) [9] as faltow PSNR = 20logio+~-, whereL is the number of bits to
Xrrse = A(HO)T((HC) A, (HC)T +3°)71Y, wheren,,  present pixel luminance and is usually set to 8. As mentioned
is a diagonal matrix whose diagonal entries are the vargaate in Section IV-B, our optimization can easily support other
DCT chunks and_ is a diagonal matrix whoséeth diagonal  video quality functions.
element is the channel noise power incurred by the packet

carryingi-th row of Y. The chunk variance is transmitted as Evaluation scenarios:We vary SNR, bandwidth constraint,
part of control information. the number of clients, and the number of antennas for each

node. The bandwidth constraint we use represents thedracti

of the DCT coefficients that can be transmitted given the €han
F. Remarks nel bandwidth and control overhead assuming that SoftGast i
used. For example, when the total number of coefficients in
a GoP is 65536, the bandwidth constraints of 0.3 represents

the DASH framework by modifying video encoding, decoding,that SoftCast allows to transmit 30% (19961) coefficients.

: : : ; ; As the amount of control information inlVE is larger than
%&%ﬂ'?ggggg'éfgvff I||i\t/§éye;?:§so\(/)érﬁgfaedrent video layeos t SoftCast andlIVE may use different antenna configurations for

transmissions, we adjust the number of data transmissions i

Our video encoding and decoding cost is dominated by.IVE in order to make sure that both schemes (including both
DCT transform, and similar to SoftCast and MPEG. Letdata and control traffic) take the same air time. In additwa,
M and N denote the number of frames in a GoP and theensure MPEG4 to use the same air time.d& and SoftCast
number of pixels in a frame, respectively, the complexity ofby selecting an appropriate QP value.
3D-DCT is O(M NlogN). The computation time of layered
coding optimization takes around 60 ms for 4 client-case%m
where each client has different number of antennas. Th
time can be further reduced through code optimization an%i
converting from Matlab to C implementation. This overhead
is negligible since the optimization only needs to run whe
the multicast group membership or delivery rates of recsive
change and optimization can take place in parallel to ctirren We compare both unicast and multicast performance. For
video transmissions. unicast, the main benefit of our approach is to protect the mos

A recent trend of online video streaming is Dynamic Adap-
tive Streaming over HTTP (DASHLIVE can be realized in

We use four popular video sequencbas mobilg flower,
dcrew[17]. Among themcrewhave more static scenes and
obileis a more dynamic video. All videos have the frame
ze of 352x 288 pixels, and each GoP consists of 4 frames.
Unless otherwise specified, all the reported PSNR numbers in
"the testbed are the average PSNR over all four videos.



important DCT coefficients. Such benefit stays the same fo

different numbers of antennas. Therefore, we use one amtent S0 [ LIVE 35

at both the transmitter and receiver for unicast evaluation N SoftCast

For multicast, the benefit comes from the ability to handlex ,, [ IMPEG x 30

heterogeneous antenna configuration and channel conditiong %

at different receivers, as well as integrated coding. Tioeee 25

we use a range of antenna configurations at the receiver 30

LIVE uses MIMO spatial multiplexing when instructed by the 20

optimization results, whereas MPEG4 and SoftCast have onl 0.3 0.6 0.3 0.6
one layer, whose number of streams is set to the maximum th: bw constraint bw constraint
can be received by all clients, and use the remaining ansenna (a) Video = bus (b) Video = flower

for diversity gain. We also try letting SoftCast and MPEG

send more streams than this so that the stronger receivers ¢ 35

enjoy higher spatial multiplexing gain, but find the overall a5

performance degrades significantly because the receivéis w

fewer antennas can incur arbitrarily large error even aftel% 30 % 10

applying our MIMO extension. This is because the weaker? L

receivers do not get sufficient constraints to accuratetpde 25 35

any coefficients. Therefore, the number of streams in MPEG:

and SoftCast are bounded by the minimum number of antenne 30

at the AP and receivers. 0.3 0.6 0.3 0.6

bw constraint bw constraint

@35/9/9/‘ %;40 (c) Video = mobile (d) Video = crew

gao/// 52;35 Fig. 6. Unicast testbed experiments with varying testingeosl (SNR=12).
@ —TNPEG * T MPEG performance gain varies by video: static videmg( crew)
% bweonstant " pweonswant achieves higher gain than dynamic videog{ mobild. This

(2) SNR = 8 dB (b) SNR = 16 dB is because the soft modulation is more effective when the

Fig. 4. Video unicast testbed experiments with varying badtiwconstraint. information of the video is concentrated on the top few
coefficients. Interestingly, SoftCast has slightly lowe3NR
B. Testbed Results than MPEG4 when usingnobile video. This is consistent

Video unicast: Figure 4 compares unicast performance as thdVith the result in [7], which shows SoftCast does not always
bandwidth constraint varies from 0.1 to 0.6 while the channePut-perform MPEG4. In comparisomVe consistently out-
SNR s fixed to 8dB or 16dB. In both casésyE > SoftCast Performs MPEG4 and SoftCast in all cases.

> MPEG4. Across all videos, on average/E out-performs
MPEG4 by 6.1 dB and SoftCast by 2.7 dB when SNR=8

dB, and out-performs MPEG4 by 4.1 dB and SoftCast by 1.¢ g% g"

dB when SNR=16 dB. This is significant improvement since & T z e
differences of 1 dB or higher is visible, and 3 dB difference & 25/*//:; o zs/js:;:
indicates that video quality is doubled. The improvemergrov =~ % — "™ | T "W |
SoftCast and MPEG4 comes from integrated video encodin, bw constraint bw constraint

to protect the most important DCT coefficients. (a) SNR =8 dB (b) SNR = 16 dB

Fig. 7. Multicast testbed experiments with varying bandtwiditudget:

a5

36 a sender with two antennas sends to two clients with 1 and @naas,
g —— | ////Q; respecively.
Z /% Video multicast: Next we evaluate multicast from a sender
& 26, —+— SoftCast

s
8

PSNR (dB)

—e—LIVE

i i Sonca % T Sofcast with two antennas to two receivers with one and two antennas,
T T S P e respectively. The sender determines the number of transmis
SR SR sions and coefficients to send by single-input single-dutpu

(a) bandwidth constraint = 0.3  (b) bandwidth constraint = 0.6 antenna (SISO) (the first |ayer) and by spatial multiplexing
Fig. 5. Unicast testbed experiments with varying SNR. (the second layer) using the optimization described in Sec-

Figure 5 compares unicast performance as we vary SNRon IV-B. Figure 7 shows multicast performance as we vary
while fixing the bandwidth constraint to 0.3 and 0.6. Asthe bandwidth constraint while fixing SNR to 8 or 16 dB.
before,LIVE consistently out-performs SoftCast and MPEGA4.LIVE continues to out-perform both SoftCast and MPEG4. The
The average improvement is 5dB over MPEG4, and 2.4 dBmprovement ranges between 4.6-9.3 dB over MPEG4, and
over SoftCast. The gain tends to increase in lower channdietween 0.2-3.6 dB over SoftCast. The performance gain in
quality since it is more important to protect the dominantiDC multicast is even larger than that in unicast because rasltic
coefficients when the channel quality is poor. further benefits from our optimized layered coding.

Figure 6 further shows the unicast performance using Next we vary SNR while fixing the bandwidth constraint
different videos. We fix the channel SNR to 12dB and theto 0.3 and 0.6. Figure 8 showsVE improves over MPEG4
bandwidth constraints to 0.3 or 0.6. As we can see, thdéy 7.0 dB and over SoftCast by 2.2 dB.



“ of topologies not in the testbed, including larger netwahks

% ////§ mobile clients.
//ﬁ —o—LIVE —o—LIVE | —e—LvE
—+— SoftCast —+— SoftCast SoftCast o0 45l —H SoftCast R
——MPEG ——MPEG k=2
8 10 12 14 16 18 20 8 10 12 14 16 18 20 T %
SNR SNR // 5 40
1 Q¢

(a) bandwidth constraint = 0.3  (b) bandwidth constraint = 0.6
Fig. 8. Multicast testbed experiments with varying SNR: adeerwith two 02 03 04 05 06 02 03 0.4 05 06
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antennas sends to two clients with 1 and 2 antennas, resggcti bw constraint bw constraint
(@) SNR =4 dB (b) SNR = 16 dB
50| N LIVE 35 Fi_g. 10. Video multic_ast simulation yvith varying bandwidthdget: a ;ender
I SoftCast Wlt:]53 antennas sending to three clients with 1, 2, 3 antemeapectively.
@ 40 [ IMPEG x 30 o | e EESO —e—LIVE
= 2 8 w0 —+— SoftCast £ —+— SoftCast L
5 2 5 e R L ///
30 % 357/ % 407
20 3%.2 03 0.4 0.5 0.6 35!’).2 0.3 0.4 05 0.6
03 06 03 06 bw constraint bw constraint
bw constraint bw constraint ) (@) SNR 5 4 dB_ ) ) (*?) SNR = ,16 dB
Fig. 11. Video multicast simulation with varying bandwidthdget: a sender
(@) Video = bus (b) Video = flower with 4 antennas sending to four clients with 1, 2, 3, 4 antenrespectively.
35 Canonical topologies:Figure 10 _and 11 show_the multicast
45 performance for 3 and 4 receivers, respectively. Here the
transmitter has 3 and 4 antennas, respectively, and theersmb
% 30 % 40 of antennas at the receivers range from 1 to 4. We make the
4 e following observations. First, in all caseslVE significantly
25 35 out-performs SoftCast. The improvement ranges from 1.2-
4.8 dB. Second, the improvement tends to increase with the
30 multicast group size since optimized layer coding is more
03 0.6 0.3 0.6 important when there are more diverse users with different
bw constraint bw constraint budget constraints. Third, the improvement is noticeaigér
(c) Video = mobile (d) Video = crew in the bad channel condition than in the good channel (Z8-4.
Fig. 9. Multicast testbed experiments under different videm sender with dB _galn in 4dB Chan.nel .VS' 1.2-2.6 dB gain in 16 dB channel)
two antennas sends to two clients with 1 and 2 antennasyoﬁ)&j; as Integl’ated enCOdIng IS mOSt USG‘fU| Undel’ the bad Channel.

Figure 9 summarizes the multicast performance using dif- Figure 12 further plots the performance of 4-client multi-
ferent videos. The results are consistent with unicastlteesu c@st as we vary SNR while fixing the bandwidth budget to 0.4.

whereLIVE consistently out-performs the other two schemegS We can seeLIVE out-performs SoftCast by 2.0 - 4.7 dB
and the improvement increases in static videos. Moreoker, t due to effective optimization of layered coding.

improvement in multicast is larger than that of unicast due t -
effectiveness of optimized layered coding. *®

| //*'
VI. SIMULATION .

5 10

PSNR (dB)

20

We implement our optimized layered integrated video en- SNR
coding and SoftCast in Matlab, and compare their performancrig. 12. video multicast with varying SNR and bandwidth bugges: a
gain using PSNR. Simulation allows us to conduct a broadesender with 4 antennas sends to 4 clients with 1, 2, 3, 4 aasenespectively.

ran%e dOf evaluation in r? contlrplled env}ronment. Qs in the| arger topologies: Next we evaluate using 10-client multicast
testbed, we compare the multicast performance by varying,, s where the sender has 4 antennas while each client has a
SNR, bandwidth constraints, the number of clients, and th andom number of antennas between 1 and 4. Figure 13(a) and

number of antennas for each node. Besides 4 videos used fﬁ?é(b) plot PSNR under varying SNR and bandwidth budget
the testbed experiment, we use 4 additional video SEqUENCESspectively. As before, we observe a significant improveme

akiya foreman ice, and news [1.7]' We report an average PSNR, ranging 2.7-5.0 dB. The improvement stays high
of 5 random runs across the eight videos (40 runs in total), .o all channel conditions.

which is confirmed to be sufficient to get stable result. The

evaluation setup for simulation is almost identical withRFS e LvE _ 5[ —o—LIVE
experimental setup, and the only difference is that Raleig g“’% 5 5o —+ SoftCast
fading channel model is applied in the received signal atste g‘""/ g 45/
of receiving the signal over the air. & 4] & 40]

We first evaluate all the topologies used in the testbed, ° ° “sw” * * " owconsram =
and find the simulation results are consistent with the &sktb (a) Varying SNR (b) Varying bandwidth

results. In the interest of brevity, below we present theltes  Fig. 13. Video multicast: a sender with 4 antennas sendin@tdiénts with
random numbers of antennas from 1 to 4.



In Figure 14, we vary the number of clients from 5 to 10 heterogeneity arising from different channel conditiomsl a
and assign each of them 1-4 antennas randomly. We obserdiferent numbers of antennas at the receivers by sending

3.7-5.1 dB gain over SoftCast. layered integrated coded transmissions to benefit all vecsi
and strategically optimizing the resource allocation asro
v different layers to guarantee the performance for eachvece
g“im/e\e_\( Using extensive Matlab simulation and testbed experiments
Z 40 we show our approach out-performs SoftCast, the statbesf-t
0 art video delivery, by 1.9 — 3.5 dB in unicast and by 2.2 — 4.7
0 dB in multicast, and out-performs MPEG4 by 4.1 — 6.1 dB in
The number of clients unicast and by 4.6 — 9.3 dB in multicast.
Fig. 14. Video multicast with varying numbers of clients: a demwith 4
antennas sending to 5 to 10 clients with random # antennas fr¢o 4. Acknowledgements:This work is Supported in part by Google
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Fig. 16. Video multicast simulation with 4 transmitter antesimath varying
testing videos (SNR=10).

VIlI. CONCLUSION

In this paper, we propose a novel optimized layered inte-
grated coding for wireless video delivery. It can accomnteda



