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Abstract grid, and a key is assigned to a process if the relative positi

We describe a family ofogn protocols for assigning sym- of the key with respect to the process satisfies some conditio

metric keys ton processes in a network so that each processRecently’ Kulkami, Gouda, and Arora presented [8] a

, . . . variation of this grid protocol and showed that this protoco
can use its assigned keys to communicate securely with ever

other process. The-th protocol in our protocol family, where Ec¥1|eves thE lower bo_uniof aSS|gnk|ng ';he sr:nallest numberhof
| < k < logn, assignsO(k?{/n) symmetric keys to each eys to each process in the network under the assumption that

process in the network. (Thus, odbg n)-th protocol assigns no Mo processes share more than two keys. .
O(log?n) symmetric keys to each process. This is not far This last result leaves the door open for the following

from the lower bound oD(log n) symmetric keysvhich we question. If we allow each pair of processes to share any

show is needed for each process to communicate securgllgynber of keys, car? fewer thadi(y/n) keys be as-5|gned ©
with every other process in the network.) The protocols fFlaCh process and still each process can communicate securel

. . . i i ? i
our protocol family can be used to assign symmetric ke;%'th each other process in the network? In this paper, we

to the processes in a sensor network, or ad-hoc or mob%%monstrate that the answer to this question is a resounding
network, where each process has a small memory to stof&S -

its assigned keys. We also discuss the vulnerability of ourWe dgscnbe a family oflogn PrOtOCOIS for assigning
protocols to "collusion”. In particular, we show thay/n symmetric keys to thes processes in a network so that each

colluding processes can compromise the security ofktie process can securely communicate with each other process in
the network. Thek-th protocol,1 < k£ < logn, in this family

assign0(+/n) keys to each process in the network. The first
protocol in this family, wherek = 1, is the straightforward

In this paper, we investigate the following interesting stue protocol that assigng: — 1) keys to each process. The second
tion. What is the smallest number of symmetric keys that negebotocol in this family, wherek = 2, is the grid protocol
to be assigned to each process in a networle girocesses designed by Gong and Wheeler [7]. The last protocol in this
so that each process can communicate securely with egaimily, where k& = logn, assignsO(log®n) keys to each
other process in the network? The answer to this questiprocess.
is important in securing communications within a network of As discussed below in some detail, theh protocol in our
processes, where each process has a relatively small menfaryily is based on our view that the processes and the keys
for storing its assigned keys. Examples of such netwoitk the network can be arranged in multiple grids, where each
include sensor networks [1], [2], ad-hoc networks [3], Eidd grid has{/n x {/n elements. The protocol assigns a key to a
mobile networks [5], [6]. process if the relative position of the key with respect te th

The straightforward answer to the above questiamis 1). process satisfies some condition.
This straightforward answer is so “natural” and "compgjlin  We start our presentation of our protocol family by present-
that it is hard to think of another answer to the questioing the second protocol, whefe= 2, in the family.
As it happened, Gong and Wheeler did come up [7] with a
better answer, 0©(y/n) keys assigned to each process in the
network. Their elegant protocol for assigning symmetrigke We consider a network that hasprocesses. Each process
to network processes is based on the view that the processethe network has a unique identifier in the rafige.n — 1,
and the keys in the network can be arranged ifrax «/n  represented bjogn bits.

protocol in our protocol family.

I. INTRODUCTION

II. A ONE-GRID PROTOCOL
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We partition thelog n bits of the process identifiers into  2) Exclusion:
two parts, called A-bits and B-bits. As much as possibleheac No process, other thap(u, v) andp(u’,v') is assigned
part has the same number of bits. For example, if each process all the keys in the computed subsgk .
identifier consists of 7 bits, say, throughbs, then the A-bits  After computing the subsef K, process(u, v) applies an
are (bo, b1, b2, b3) and the B-bits aréby, bs, bs)- exclusive-OR on the keys ifK in order to compute a single
The A-bits can haveumaz distinct values, 0 through shared key thap(u,v) can use to communicate securely with
umaz — 1, and the B-bits can havemaz distinct values, p(u',v"). Proces®(u’,v') also computes the same subSéf
0 throughvmaz — 1. Note that bothumaz and vmaz are and applies an exclusive-OR on the keys §i in order
O(y/n). to compute a single shared key thafu',v’) can use to
Consider aumaz x vmaz grid, where each elementcommunicate securely with(u, v).
corresponds to a distinct process in the network. Spedyfical The algorithm that each of(u,v) and p(u’,v') use to
an elemenfu, v) in this grid corresponds to the process whoseompute the subse@K is shown in Figurel.
A-bits has the value. and whose B-bits has the value We Theorem 1: The key subsef K computed by Algorithm
refer to this process au, v). 1 satisfies the two conditions of sharing and exclusion
We specify two types of symmetric keys, called grid keyBroof: Assume that process(u,v) needs to communicate
and direct keys, for the different elements in the grid, adco securely with procesg(u’,v’) and so it uses Algorithm 1 to

ing to the following two rules. compute seS K of shared keys betweer{u, v) andp(u', v').
i) For each grid elemer(t, v), specify a randongrid key There are three cases to consider.
denotedg(u, v). o« Casel (u # v andv #v') :
i) For each pair of grid elemenia, v) and(u’,v"), where In this case,SK = {g(u,v'),g(u’,v)}. Both p(u,v)
u = u' orv = v', specify a randondlirect key denoted andp(u',v') are assigned the two grid keys H/ and
d(u,v)(u’,v"). Note that the direct keyl(u,v)(u’,v") no other process is assigned both these keys. Thus, the
can also be denoted hbj(u', v')(u,v), since the order computedSK satisfies the two conditions of sharing and
of the two pairs(u,v) and (u/,v") is immaterial in the exclusion.
name of a direct key. o Case 2 (u # v andv =v') :
The specified grid and direct keys are assigned to the system In this case,SK = {d(u,v)(v',v)}. Both p(u,v) and
processes as follows. p(u',v") are assigned the direct key ¥ and no other

process is assigned this key. Thus, the compuiéd
satisfies the two conditions of sharing and exclusion.
Case 3 (u=u' andv # ') :

In this case,SK = {d(u,v)(u,v")}. Both p(u,v) and
p(u',v") are assigned the direct key B and no other
process is assigned this key. Thus, the compuiéd
satisfies the two conditions of sharing and exclusion.

|

a) Each procesp(u,v) is assigned a copy of every grid
key of the formg(u,v’) and a copy of every grid key
of the form g(u',v). Thus each process is assigned °
approximately(umaz + vmaz) grid keys.

b) Each procesg(u,v) is also assigned a copy of every
direct key of the formi(u, v)(u,v') and a copy of every
direct key of the formd(u, v)(u',v). Thus each process
is assigned approximatelymaz + vmaz) direct keys.

It follows that the total number of keys assigned to each I1l. A THREE-GRID PROTOCOL

process i2(umaz + vmaz) keys. Since each afmaz and  |n this section, we describe a second protocol for assigning
vmaz is O(y/n), the total number of keys assigned to eaclymmetric keys to each process in a networkugfrocesses.
process is0(44/n). In this new protocol, we partition thévg n bits of process
When a process(u, v) needs to securely communicate withgentifiers into three parts, called A-bits, B-bits, and i&bAs
another procesp(u’,v'), p(u,v) uses(u,v) and (u',v") 0 much as possible, each part has the same number of bits. For
compute a non-empty subsgK of its own keys that satisfies example, if each process identifier consists of 7 bits, ngmel

the following two conditions. bo throughbg, then the A-bits argby, by, bs), the B-bits are
1) Sharing: (bs, bs), and the C-bits arébs, bs).
Each key in the computed subsek’ is assigned to both  The A-bits haveumaz distinct values, the B-bits have
p(u,v) andp(u’,v"). vmaz distinct values, and the C-bits havemaz distinct
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1. Initially , SK is empty.

2. if u#d andv#£v —

add the two grid keys ,g(u,v’) and g(u',v) to SK

[Tu#v and v=1v" —
add the direct keyd(u,v)(u',v) to SK

[Ju=v" and v#v —
add the direct keyd(u,v)(u,v') to SK

[Ju=+ andv#v — [ impossible
skip

fi

Fig. 1. Algorithm 1 for Selecting Keys
figure

values. Note that each of the valuesiaz, vmaz andwmax  respectively. Also, the grid and direct keys specified fax th

is O(/n). elements of the BC-grid are denoted B(Q:,w) and BC-
In this protocol, we construct three grids called AB-gridd(u,w)(u’,w"), respectively.
AC-grid and BC-grid: The specified grid and direct keys are assigned to the system
« The AB-grid hasumaz x vmaz elements. process as follows:
« The AC-grid hasumaz x wmaz elements. a) Each procesg(u,v,w) is assigned a copy of every grid
« The BC-grid hawymaz x wmaz elements. key of one of the following six forms:
Each elementu,v) in the AB-grid corresponds to the set AB-g(u,v"), AB-g(u',v),
of all processes where the A-bits have the value u and where AC-g(u,w'), AC-g(u',w),

the B-bits have the value v. Thus, each element (u,v) in the

. BC-g(v,w'), BC-g(v',w)
AB-grid corresponds to the set of processes:

p(U/,’U,O),p(U/,’U, 1)7 ce ,p(u,v,wmasc - 1)

Similarly, element(u, w) in the AC-grid corresponds to the Thus, each process is assigngtumaz + vmaz +
set of processes: wmaz) grid keys.
p(u,0,w),p(u, 1,w),...,p(v,vmaz — 1,w). Also, element b) Each proces®(u,v,w) is assigned a copy of every
(v, w) in the BC-grid corresponds to the set of processes: direct key of the forms:
p(0,v,w),p(l,v,w),...,p(umaz — 1,v,w). AB-d(u,v)(u,v'), AB-d(u,v)(u,v),

It follows that each procegs(u, v, w) corresponds to three
elements:(u,v) in the AB-grid, (u,w) in the AC-grid and
(v, w) in the BC-grid. BC-d(v,w)(v,w'), BC-d(v,w)(®',w)

Grid keys and direct keys are specified for the elements of
each of the three grids. For example, keys are specified éor th
elements in the AB-grid according to the following two rules

AC-d(u,w)(u,w"), AC-d(u,w)(u’,w),

Thus, each process is assigngthmaz + vmaz +
wmaz) direct keys.
i) For each elemer(, v) in the AB-grid, specify a random  since each ofimaz, vmaz, andwmaz is O(/n), the total

grid key denoted ABg(u, v). number of keys assigned to each procesS ([$2+/n).

if) For each pair of elements:, v) and(u',v'), whereu = When a procesg(u, v, w) needs to securely communicate
u' orv = v, in the AB-grid, specify a randordirect with another proces(u’,v',w') to compute a nonempty
key denoted ABd(u,v)(u',v"). subsetSK of its own keys that satisfies the following two

In the same manner, grid and direct keys are specified for t@nditions.
elements of the AC-grid and for the elements of the BC-grid. 1) Sharing:
Note that the grid and direct keys specified for the elemeints o Each key in the computed subsgk’ is assigned to both
the AC-grid are denoted AGfu,w) and ACd(u,w)(u',w"), p(u,v,w) andp(u', v, w’).
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2) Exclusion: The specified grid and direct keys are assigned to the system

No process, other thap(u,v,w) and p(u’,v",w’), is processes as follows.

assigned all the keys in the computed suliskt. a) Each proces®(ug,...,u; 1) is assigned a copy of

After computing the subsef K, proces(u, v, w) applies every grid key of one of the following two forms
an exclusive-OR on the keys iI§K in order to compute Aij-g(u;,uj) and A;j-g(ug,u;). Thus each process is
a single shared key that(u,v,w) can use to communicate assignedk — 1)(umazo + umazi + ... + umazy_1)
securely withp(u', v', w'). Procesp(u', v', w') also computes grid keys.
the same subse$ K and applies an exclusive-OR on the b) Each proces®(uo,...,ur—1) IS assigned a copy of
keys in SK in order to compute a single shared key that every direct key of one of the following two formd,;-
p(u',v',w'") can use to communicate securely wittu, v, w). d(ug, ug)(ui,ui) and Agj-d(ui, uj)(ug, u;) Thus, each

The algorithm that each gf(u, v, w) andp(u’,v',w") use process is assignek — 1)(umazo + umazy + ... +
to compute the subsétK is shown in Figure2. umazy_1) direct keys.

From this algorithm, the number of keys in the computed Since eachumaz; is O(3/n), the total number of keys
subsetSK depends orfu, v, w) and(u',v’, w’). For example, assigned to each processQ$2k(k — 1) {/n).
SK has the maximum number of keys, six, whegt u',v # When a procesg(uyg, - . ., u;y—1) needs to securely commu-
v andw # w'. nicate with another procegguy, ..., u) ;), p(uo,...,ur—1)

Theorem 2: The key subsef K computed by Algorithm computes a non-empty subsgk of its own keys that satisfies
2 satisfies the two conditions of sharing and exclusion the following two conditions.
Proof: The proof of this theorem is similar to that of Theo- 1) Sharing:
rem1l u Each key inSK is assigned to both(ug,...,ur—1)

andp(ug,...,ul,_ ;)
2) Exclusion:

No process, other thanp(ug,...,ux—1) and

p(ug,-..,uj,_,) is assigned all the keys i K.

IV. A GENERAL MULTI-GRID PROTOCOL

In this section, we generalize the protocol in the previous
section (where the bits of the process identifiers are ar&t

into three parts) into a protocol, where the bits of the pssce i )
After computingSK, processp(uo,-..,u;r—1) applies an

identifiers are partitioned int& parts, Ay-bits, A;-bits,. .. uSive-OR he K . q il
Ay 1-bits. As for the protocol in the previous section, thes%xC usive- on the keys | In order to compute a single

parts have equal number of bits, as much as possible. shared keY thaip(uo, ..., ug-1) can use to communicate
. . . . securely withp(uy, .. .,
For everyi,0 < ¢ < k, the A;-bits haveumaxz; distinct , } , | h b
values, 0 throughvmaxz; —1. Note that eaclvmaz; is O({/n). Up—1)- Processy(yo, SRELTSY) ?SO computes the same_su i
. N L set SK and applies an exclusive-OR on the keysS& in
In this protocol, we construc(fz”) grids. Each grid is called g ol shared k , g
A;j-grid, wherei is in the range) ...k — 2, j is in the range order to computg asingle s Iare. ey thety, -, uj,y) can
l...k—1andi < j. EachA;;-grid hasumaz; x umaz; use to commgmcate securely Wittiuo, ..., u-1).
The algorithm that each ofp(uo,...,ur—1) and

elements.

! ! . .

Each elemeni(u;, u;) in an A;;-grid corresponds to the i(uo,..?;,uk_l) use to compute the subsgtK is shown in
set of all processes where thé;-bits have the value;, 1gure 3.

and where theA;-bits have the valueu;. Each process

! !
p(uo,u1,...,ur—1) corresponds to(%) elements: element uo’:"’ukfl) 1nd(uf°|’(""ul’2’1)' Forhexample.S"If( has the
(uo,u1) in the Ag;-grid, element(up,uz2) in the Ags-grid, max(;mumknurr; er of keyss(k — 1), whenu; 7 u; for every
i=0,...,k— L

..., and elemenfuy o, ug 1) in the A, _s)x—1)-9rid.

Grid and direct keys are specified for the elements of everyTh,eO,rem 3: The key ,S,UbSESK computed by Algf)rlthm
. . . 3’ satisfies the two conditions of sharing and exclusion
A;;-grid according to the following two rules.

Proof: The proof of this theorem is similar to that of Theo-

i) For each elemen{u;,u;) in the A;;-grid, specify a rem 1 -

randomgrid key denotedA;;-g(u;, u;).
ii) For each pair of elementgu;, ;) and (u}, u}), where V. THE KEY GRID PROTOCOL FAMILY
u; = u; Or u; = uj, in the A;;-grid, specify a random  In the previous sections, we described a family of protocols

direct key denotedA;;-d(u;, u;)(u;, u’). for assigning symmetric keys ta processes so that every
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1. Initially , SK is empty.

2. Use (u,v), (¢u,v"), and the keys specified for the elements
of the AB-grid to add some keys to SK as follows:
if w£vu andov#v —
add the two grid keys, ABg(u,v’) and AB-g(u',v) to SK
[Mu#v and v=1v" —
add the direct key ABd(u,v)(u',v) to SK
[Ju=v and v#v —
add the direct key ABd(u,v)(u,v') to SK
[Ju=+ and v#v —
add the direct key ABd(u,v)(u,v) to SK
fi

3. Repeat Step 2, but this time us@,w), (v,w'), and the keys
specified for the elements of the AQrid to add more keys to SK.

4. Repeat Step 2, but this time us@,w), (v',w'), and the keys
specified for the elements of the B@Qrid to add more keys to SK.

Fig. 2. Algorithm 2 for Selecting Keys

figure
1. Initially , SK is empty.
2. For eachA;j—grid do
if wi#u; and u; #u; —
add the two grid keys ,Ai—g(ui,uj) and Agjj—g(uj,u;) to SK
[ui #w; and u; =uj —
add the direct keyA;j—d(ui,u;)(ui,uj) to SK
[Ju; =w; and u; #uj —
add the direct keyA;j—d(ui,u;)(ui,uj) to SK
[Muwi =wu; and u; =u; —
add the direct keyA;;—d(u;,u;)(ui,u;) to SK
fi
Fig. 3. Algorithm 3 for Selecting Keys
figure

pair of processes can communicate securely, using the kegntifier is partitioned into one part dbg n bits. In other

assigned to the process pair. Thh protocol in this family is words, each process is identifiedids ), whereu =0, ..., n—
distinguished by partitioning the process identifiers infmarts 1. In this case, each procesg:) corresponds to elementin
of almost equal number of bits, wheke=1,...,logn. The a one-dimensional grid.

protocol wherek = 2 is described in Sectiofi, the protocol  For each pairu and »' of distinct elements in the one-
where k = 3 is described in Sectiofll, and the protocol dimensional grid, specify direct key(u)(u'). (Note that no
wherek has any value in the range . .logn is described in grid key is specified for each element in the one-dimensional
SectionlV. grid.)
In this section, we focus our attention on the first protocol, Assign to each proceggu), every direct key of the form
wherek = 1, and on the last protocol, whefe= logn, in  d(u)(u'). Thus each process is assigned— 1) direct keys.
the protocol family . When a procesg(u) needs to communicate securely with
In the first protocol in our protocol family, each procesanother process(u'), p(u) uses the direct key(u)(u'). Note
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that the direct keyl(u)(u') is assigned to the two processedhus,z > logn
p(u) andp(u') but not to any other process, and &@:)(u') |
satisfies the two conditions of sharing and exclusion. Theorem4 establishes a lower bound on the number of
In the last protocol in our protocol family, each proceskeys that need to be assigned to each process in a network of
identifier is partitioned intdog n parts of one bit each. Thusn processes so that each process can communicate securely
each process is identified guo, . . ., uiog n—1). This protocol with each other process in the network. In the remainder of
is the one described in SectidV, when k& = logn. It this section, we show that this lower bound is tight by prgvin
follows that this protocol ha(;l‘)g ") grids. Also, each processthat it is possible to assigh(log n) keys to each process in the
is assigned)(2logn(logn — 1) *=¢/n) = O(4log®n) keys. network and still allow each process to communicate segurel
Moreover, subsef K has at mostogn(logn — 1) keys. with each other process in the network.
Tablel summarizes the results of the different protocols in Consider the case wher2logn distinct keys are to be
the protocol family. This table shows that our protocol fgmi distributed randomly among processes in a network, and
exhibits a trade-off between two important parameters: th@sume that each process is assighkgn distinct keys. In
number of keys assigned to each process and the maximihis case, each two distinct processes are assigned at least
number of keys in the subsgi . (Note that the first parameter6logn keys in common. Because the keys are assigned ran-
measures the size of storage needed to store the assigreed #eynly to the network processes, the resulting key assighmen
in each process. The second parameter measures the lengthbe either secure or insecure. In what follows we show that
of time needed by each process to compute the key thla¢ probability that the resulting key assignment is insedsi
this process can use to communicate securely with anotigictly less than one. This implies that the probabilitsttthe
process.) If the value of is small, say 1, 2, or 3, then theresulting key assignment is secure is strictly more than.zer
number of keys assigned to each process is relatively larxde a probability that the resulting key assignment is insecure
the maximum number of keys IfK is relatively small. On = probability that there exists three distinct procegses
the other hand, if the value df is large, saylogn, then the andp” such that all the keys that are assigned to hotmnd
number of keys assigned to each process is relatively small,(and so can be used yandp’ to communicate securely

but the number of keys I K is relatively large. with one another) are also assignedptb
VI. THE LOWER BOUND < (" X

The last protocol in our protocol family assigns a small
number of keys, namely(4log® n) keys, to each of the ”_3£
processes. This observation suggests the following iraport 2y
question: What is the smallest number of keys that need toNote that the factor(3) is the number of choices of the
be assigned to each process in order that each process digfinct processes andp’ from the set ofn processes in the
communicate securely with each other process? In thisssectl€twork. Factor(n — 2) is the number of choices of process
we show that the answer to this questio®idog n) keys. This p' that is distinct from botlp andp’. FactorX is the number
indicates that the last protocol in our protocol family ist nc®f ways of assigninglogn keys to procesg” under the
far from being optimal in this regard. assumption tha6logn of those keys are those shared keys
Theorem 4: In a a network ofn processes, each proces§etweerp andp'. Thus, X = (3 }25 »)- FactorY’ is the number
needs to be assigned at le@togn) symmetric keys in order Of ways of assignindlogn keys to procesg". ThusY =
that each process is able to communicate securely with eda Loggrzl)' Therefore,

other process in the network. probability that the resulting key assignment is insecure
Proof: Assume that each proces this network is assigned n3 (g igg Z)
x keys. Procesp needs to use a different non-empty subset < ) (192110g ")

. . . ogn
pf its  keys to communicate securely with each other process - n® (6logn)(6logn —1)...(3logn + 1)
in the network. Because there d@# — 1 non-empty subsets Y (121ogn)(12logn —1)... (9logn + 1)
of the set ofz keys, and procesp needs to communicate y n®  (6logn)(6logn)...(6logn)
securely with(n — 1) processes, we have 9 (121ogn)(12logn) ... (12logn)

2 -12>n-1 3 logn times
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k-th Protocol, wheré: = 1 2 3 k logn
Number of Grids 1, one-dimension|  (32) ) ) (g ™)
Number of keys assigned to a process n-1 4Yn | 12¥n | 2k(k—1)¥n 4log? n
Max number of keys in SK 1 2 6 k(k—1) logn(logn — 1)
TABLE |

SUMMARY OF RESULTS FOR THE PROTOCOL FAMILY

table
3 . . .
- ”_(1)31(’%" processes to listen on any communication between any two
12 2 non-colluding processes.
- 9 Note also that the non-zero numbeof colluding processes
< 1 in a network is in the range

2<r<n-2

This completes our proof of the following theorem.

Theorem 5: Given a network of n processes and a set eﬁ{heren is the total number of processes in the network.
121ogn distinct keys, there is a protocol for assignifipg Recently, Kulkarni and Bezawada [9] have identified a met-
distinct keys from the given set of keys to each process in tH8 for measuring the resistance of a key assignment prbtoco
network such that each process can use its assigned keygotgollusion. This metric, called the-collusion resistance, is
communicate securely with each process in the netwoll defined as follows.

Note that our proof of Theorerb is non-constructive: it r-collusion resistance: lim Y
proves the existence of a secure protocol that asgkjig n) n—roo
keys to each process in the network, but it does not speciffrerer is the number of colluding processes in the protocol,
how to design such a protocol. This leaves the last protocols is the total number of processes in the protodoljs the
our protocol family, which assign®(4log®n) keys to each number of communications that are encrypted using keys othe
process in the network as the known most efficient protodblan those pooled together by the colluding processes, and
for securely assigning keys. Z is the total number of communications in the protocol.

In our context,Y = the number of communications that are

encrypted using direct keys + the number of communications

The security of each of our protocols can be threatened afgt are encrypted using grid keys other than those assigned
attacked by "collusion” among some of the processes in thethe colluding processes, adfl= “-1)

. . 2
protocol. In particular, the colluding processes can pbelrt  Noie that the value of the-collusion resistance for any

grid keys together (but not their direct keys), and use theggytocol is in the closed intervaD, 1]. If the r-collusion
pooled keys to listen on communications between some NQBsjstance for a protocol is 0, then this protocol is said to

colluding processes. offer no resistance te colluding processes. If the-collusion
For example, consider a network that consistsi0f 16 (egjstance for a protocol i$ then this protocol is said to

processes and assume that the grid and direct keys areessigfer full resistance to- colluding processes. Otherwise, the

to each process in the network according to the one-grighiocol is said to offer a limited resistance #ocolluding
protocol discussed in Sectidh Thus, the grid keyg(0, 2) is processes.

assigned to procegs(o,.o) while grid keyg(1,3) is assigned g next three theorems specify theollusion resistance
to proces®(1, 1). Now if the two processgs(0,0) andp(1,1)  for each protocol in our family.
collude, then they can listen on the communication between-l-heorem 6: For the first protocol in our protocol family

VII. ANALYSIS OF COLLUSION

the two processgs(0, 3) andp(1,2), which are not colluding. _ 4 o, any value of in the rangez, ..., n — 2,
Note that the colluding processes do not pool their direct
keys together since these keys cannot be used by the caludin r-collusion resistance: 1

184



(¥n—1) (¥/n/2) i (/904 1)

~ noo  n(n-1)
1
16
|
(\k/ﬁ/2) Theorem 8: For the k-th protocol, where k is a constant
that does not depend on, in our protocol familyyit> ¥/n,
then
r-collusion resistance: 0
1 Proof: The proof of this theorem is similar to that of Theo-
0 rem?7 [ |
01 (Vn—1)
Fig. 4. Grid keys pooled by colluding processes VIIl. CONCLUDING REMARKS

figure
9 We presented a family dbgn protocols for efficiently and

securely assigning symmetric keys to theprocesses in a
Proof: All communications in the first protocol are encryptegetwork. Unfortunately, except for the first protocol, ather

using direct keys. Thuy = "= and soY/Z = 1, and protocols in our protocol family are vulnerable to collusio

the r-collusion resistance = 1. B attacks. Thek-th protocol,1 < k& < logn, in the protocol
Theorem 7: For thek-th protocol, where2 < k <logn, family assignsO({/n) symmetric keys to each process in

in our protocol family, ifr < @ then the network, but the security of most communications is

compromised ifl/n processes in the network decide to collude
(and pool their grid keys together).

Deciding which protocol in our protocol family one should
use to assign symmetric keys to the processes in a network

the ran (Y —1). . . -
960’ _(_\/ﬁ ) ) ] ) depends on what one considers more important; efficiency
The first grid in this protocol is denotedy; -grid. Assume . . . ..
or resistance to collusion. If one considers efficiency more

that(=57) (_)f the processes collude. For the co!ludmg processierr?portant (than resistance to collusion), then one shoskl u
to be assigned and pool together the maximum numberé)f

K ¢ he " udi k-th protocol, wherek is relatively large say(logn) or
grid keys from thedo,-grid, no two colfluding processes “@logn — 1) . On the other hand, if one considers resistance
be on the same row or on the same column in the-grid.

h it | ¢ ity | 4 ¢ to collusion more important (than efficiency), then one dtiou
Thus, wit OUt_ oss of generality, lefy =0 andw, = 0 for use ak-th protocol, wherek is relatively small say 1,2,3, or
the 0" colluding process, let,, = 1 andu; = 1 for the 1%

colluding process, and so on. THg; -grid can be represented _ . .
gp He.-g P In this paper, we showed, in a non-constructive manner, that

by Fi 4, . .
y Figure there is a protocol that assigns mééogn) keys to each of

In Figure4, all the grid keys in the dashed area are assigned . .
g 9 y 9 ﬁ1en processes in the network (and still allows each process to

to the colluding processes and can be pooled together. On . . .
communicate securely with each other process in the nejwork

the other hand all the grid keys in the undashed area are .
_ g 4 _ %_o far, we are unable to design such a protocol, but our search
not assigned to any of the colluding processes. Then,f(ljr this "amazing protocol” continues

two uncolluding processes correspond to two elements in the
undashed area, then the communication between these two
processes cannot be listened on by the colluding processes.
Because the undashed area is one fourth of the total area ofhe work of Lorenzo Alvisi is supported in part by the

. . 1

r-collusion resistance —
Proof: In the k-th protocol, where2 < k < logn, each
process is identified ag(uo,...ur—1), Where eachy; is in
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