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ABSTRACT

We beli eve that a network, to be survivable, must be
heterogeneous. Just like a species that draws on a small gene
pod can succumb to a single environmental threa, so a
homogeneous network is vulnerable to a mali cious attack that
exploits asingle wesknesscommon to all of its components. In
contrast, in a network in which each critical functionality is
provided by adiverse &t of protoools and implementations,
attacks that focus on aweégknessof one such protocol or
implementation will not be able to bring down theentire
network, even though al elements are not be bull etproof and
even if some of components are compromised.

Foll owing this survivabhilit y throughheterogereity philosophy,
we propose a new survivability paradigm, called heterogeneous
networking, for improving a network’ s defense capabiliti es.
Rather than fall owing the current trend of converging towards
single solutions to provide the desired functionality at every
element of the network architecture, this methodology call s for
systematicall y increasing the network’ s heterogeneity without
sacrificing its interoperabil ity.

1. INTRODUCTION

The current trend in networking is towards convergence on a
single protocol, software, or technology at eech layer of the
network’s architecture. While this trend towards homogeneity
results in improved interoperability and reduced costs, it may
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pose serious vulnerability to the network as awhole. To draw an
analogy from the biological sciences, just like a species that
draws on a smal gene pod can succumb to a single
environmental threa, so a homogeneous network is vulnerable to
a mdlicious attack that exploits a single wegknesscommon to all
of its components.

For example, it has been pointed out andagain that the continued
growth of Microsoft products acrossa large audience has creaed
an environment where one eploit within a Microsoft product
may impact a large number of users worldwide. On the other
hand, the reason why the Internet survives the recent severa
rounds of e-mail attacks (e.g., the love bug) is exactly because of
the heterogeneity that we ae still having in today’s Internet —
whil e the love bug exploits the vulnerability in Outlodk, it has no
effects on Eudora or Unix e-mail clients. Therefore, it may be
intuitive that if more diverse technologies are being deployed in
anetwork andif deployed strategically, the network may be more
resili ent to orchestrated attacks.

Furthermore, buil ding a network with homogeneous elements run
the risk of invalidating some of the assumptions at the very core
of using fault-tolerant systems to ensure continuous operations of
a network even in the presence of attacks. For instance,
techniques developed to tolerate abitrary (Byzantine) failures
have been proposed as a way to make a system survivable to
security attacks. The basic idea behind these techniques is to
repli cate critical components 9 that, if the number of arbitrarily
faulty replicas does not exceed a given threshold t, the system
will continue to qperate correctly. Clealy, critical to the
correctness of all these gproaches is the determination of an
appropriate value for t. The chosen value should be such that the
probability that at any point in time the number of concurrent
failures exceeds t is negligible. In classcal fault-tolerance
literature, this probability is computed assuming that fail ures are
independent: in other words, the failure of a replica does not
affect the probability that another replica will also fail. If such
fault-tolerance techniques are used to tolerate security attacks in



a network with homogeneous elements, the esaumption of fail ure
independence is ill founded. In other words, for security attacks
it is not reasonable to asaume that identical replicas will fail
independently: rather, once a succesdul attack is performed
against one replica, the same dtack can be performed
succesgully on al identical replicas. To restore the asumption
of failure independence, we need to introduce sufficient
heterogeneity back to the network.

In this paper, we propose anew paradigm that achieves network
survivability through the use of heterogeneous technologies. We
propose anetwork architecture in which each critical functional
capability is provided by a diverse set of instantiations or
implementations, so that attacks that focus on a weaknessof any
one such protocol or implementation is lesslikely to prevent the
network from providing acoeptable service.

2. HETEROGENEOUSNETWORKING

MODEL

Our vision of “ survivahility through reterogeneity” is founded
on the observation that different instances of network elements
that export the same functional capability are, in general,
vulnerable to different security attacks. Hence, a network
architecture that supports a collection of heterogeneous network
elements for the same functional capability offers a greaer
posshility of surviving security attacks as compared to
homogeneous networks. Consider, for instance, the foll owing two
examples.

1. A router is an important element of network architecture. A
network  with  homogeneous routers (and hence
homogeneous router operating systems) is more susceptible
to security attacks than a network architecture that employs
a heterogeneous collection of routers with multiple,
redundant paths through heterogeneous routers between
every source-destination pair.

2. Endto-end retwork services rely on transport protocols for
reliable, timely delivery of data packets; the survivability of
such network services depends critically on the aility of
transport protocols to survive dtacks. Hence, a web service
that can uilize UDP or SRDP (Simple Reliable Datagram
Protocol) in addition to TCP for data transport can survive a
TCP SrN-fload attack (which is the cause of several denial-
of-service attacks on web servers today).

As these examples ill ustrate, the survivability of a heterogeneous
networking framework depends critically on the differences in
the vulnerability to security attacks of different instantiation of
network elements at eech level of functional capability. The
greder the diversity in the vulnerability of network elements to
attacks, the higher the survivability of the heterogeneous
networking framework.

2.1 Diversity Space

Conceptualy, we can represent the functional capabiliti es of
network architecture and the heterogeneity of network elements
using diversity space diagram. This diagram organizes functional
capabiliti es of a network (e.g., network and transport protocols,
routing protocols, router operating systems, etc.) into a multi-
dimensional space. Each retwork element that instantiates a

functional capability is represented as a point aong the
dimension. Figure 1 illustrates an example of such dversity
space. Here, UDP, RTP and TCP are the three network elements
aong the dimension of transport protocols, while satellite,
wireless and fiber-optic networks are examples of elements for
the communi cation medium (or physical network connectivity).

Figure 1 The diversity space for heterogeneous networ king

The distance between two network elements aong any
dimension reflects the diversity in their vulnerability to attacks;
the larger the distance between two network elements along a
dimension, the smaller is the overlap in their vulnerability to
attacks. For example, the distance between “Linux’ and
“Windows’ in the operating system dimension is relatively large
because these two systems are independently designed and
implemented, while the distance between “IPv4” and “IPv6” is
relatively small because the latter is derived from the former.

2.2 Vulnerability Model and Survivability

Measure

Given such a diversity space diagram, the key question one has
to addressin designing a survivable network is: for each of the
dimensions, which and how many network elements sould a
survivable network framework support?

This question can be adressed by developing a vulnerability
modd for each network element, and by introducing the novel
concept of “survivability measure” — a metric for capturing the
diversity in the vulnerability to attacks of different network
elements. In particular, we can identify, for each network
element, the set of attacks that the network element isvulnerable
to. Let A denote the cumulative set of such attacks. Then, a
survivable network framework should include, at a minimum, the
set S of network elements at each level of functiona capability
such that at least one network element in Sis not vulnerable to
eah of the atacks in A. In practice, the set S may include
network elements such that several network elements are
vulnerable to each of the atacks in A. We can then develop a
guantifiable survivahbility measure for set S this measure will
capture the extent of redunchncy required in Sso as to reduce the
likelihood that every element in Sis vulnerable to an unkrown
future atack. Intuitively, the higher the survivability measure is,



the more “diverse” the set is. The more “diverse” a network
becomes, the more time/resources an adversary must invest to
identify vulnerabiliti es of al elements and to plan orchestrated
attacks on each of them.

Our methodology for constructing the survivable set Sis guided
by the foll owing conjecture: survivabhility of the retwork elenents
in set Sto the set of known attacks A is areasonalle indicator of
the degreeto which set Swill survive unknoan attacks.

There may be many ways to define aquantifiable survivability
measure for a given set of network elements that export the same
functional capability. One measure is the cumulative diversity
distance between al pars of elements in the set. Another
measure can be the number of distinct attacks that the set can
tolerate.

Once we identify the set of network elements Sfor each level of
functional capability, we can design and implement the relevant
network elements to crede our heterogeneous networking
framework. The key challenge is to creae asystematic plan for
instantiating network elements with reasonable cost and with
manageable complexity. A succesdul instantiation of these
network elements will yield a network that will be highly
resili ent to a \ast variety of known an unknown security attacks.

3. DESIGNING HIGHLY SURVIVABLE
OVERLAY NETWORKSAND SERVICES

End-to-end services involve layered implementation of functional
capabiliti es; this can be redized through composition of network
elements. In our heterogeneous networking framework, eech
functional capability is instantiated wing a set S of
heterogeneous network elements. Hence, in principle, composing
together different selections of network elements from each
functional capability layer can yield dfferent versions of an end-
to-end retwork service. For example, Figure 2 depicts a
composition of several network elements to creae WWW and
broadcast services. It is easy to seethat the broadcast service can
aso be instantiated by using RLM (reliable layered multi cast)
instead of UDP as its transport protocol. In such a framework,
the network can support half of the services using RLM and the
other half using UDP, or it can uilize one of the two
instantiations during normal operation and switch to the other
instantiation on detecting anattack.

Services | www | broadcast |
Transport protocol | TCP || UDP || RLM |
Network protocol | IP | IPV6 | ATM | DVB |
Operating systems | Linux || VxWorks || Windows |

Figure 2 Interchangeable elements at each layer

Redizing this in practice imposes svera chalenges. This is
because not all network elements within a network layer may be
functionally equivalent from the perspective of an application.
For instance, both TCP and UDP are transport protocols;
however, TCP provides to an appli cation a reli able transport with
mechanisms for congestion control, while UDP does neither.
Hence, even though TCP and UDP belong to the same network
layer, it is, in general, impossble to switch among them in away
that is trangparent to the api cation.

Thisisae can beaddessed by the foll owing four mechaniams:

= Patching lost functiondity. This approach would be to
implement any functionality that may be lost whil e switching
from one network element to another at a higher level in the
network protocol stack. For instance, on switching from TCP
to UDP at the transport protocol level, the functionality of
reliable transmisson and congestion control can be
implemented at the sesson or higher layer. This approach
has the alvantage of supporting appli cation transparency, but
has the mgjor disadvantage that the resulting implementation
may be vulnerable to the same atack of the network element
that it istrying to subgitutefor.

= Tolerable operation region. The gproach is to renounce
transparency, at least partialy, and reguire the gplication to
specify an acoeptable region of operation in the
heterogeneous diversity space. If an attack merits network
service reconfiguration that is outside the gplication-
specified tolerance, then the goplication is notified through
an upcall interface. The gplication can provide specific
hand ers to adapt appropriately in response to these upcall s.

If, on the other hand, the network operates within
appli cation-specified tolerance, then any reconfiguration of
network service through recomposition of network elements
is transparent to the goplication. To enable such transparent
reconfiguration, each network element must export a well-
defined interface. Further, the heterogeneous networking
framework should export a set of mechanisms to translate
and transfer state anong network elements providing the
same functional capability.

= OQverlay networks. Using the &ove two approaches, the
heterogeneous networking framework can now support
logcal overlay networks with multiple physical redizations.
Operating such overlay networks also present several design
choices. In the simplest case, the framework can use one of
the physical redizations as a default, and switch to ather
redizations only on detecting an attack. In somewhat more
complex settings, the framework may simultaneously support
multiple physical redizations of the logical overlay network;
eaxh physical redization carrying a fraction of the tota
overlay network traffic. Traffic can be distributed at various
levels of granularity: from the packet level to flows to
aggegates of flows. These design choices will have
implications on the network’s ability to support quality of
service (QoS) guarantees. This is because, to provide end-to-
end service guarantees, a network may need to reserve
resources along a path, as well as initidize and maintain
state information at each network element. Consequently,
switching among different physical redizations on a per-
packet basis may violate application’ s QoS requirements.



= Multiplexing. It is quite often that one dement in one layer
needs to interact with heterogeneous elements of another
layer. For example, a WWW server may need to serve clients
using TCP or using RLM at the same time. This requires
multi plexing techniques to divide one service into multiple
forms to be served by heterogeneous alternatives. As another
example, a misdon critical network can be overlaid on
several heterogeneous networks that provide similar
connectivity. The overlay mechanism will ensure that it can
dynamically change its affiliation with uncerlying
alternatives when one is under attacks.

4. NETWORK RECONSTITUTION
THROUGH HETEROGENEOUS

REPLICATION

Replication has been used in dstributed systems as a fault-
tolerance measure. When a system component fail s, a repli cated
component takes over the functionality of the failed component
so that the system as a whole can acoomplish its misson. As we
have pointed out ealier, traditional replication measures in a
computer network, such as backup routes or backup servers, can
improve the network’s resilient against unintentional failures,
but will not improve its survivability against orchestrated attacks.

Our heterogeneous networking methodology supports a new type
of replication — replication of critical network elements — such as
connectivity infrastructure, resources, and services — over
heterogeneous components. When a successul attack diminishes
the functionality of a network element, a heterogeneous repli ca of
the dement may still function as usual. Hence, a network can
switch to a different, functionally equivalent network element
and continue to provide the same endto-end service to
applications. We refer to this approach to survivability as
networ k reconstitution throughheterogen@usreplication.

This network reconstitution approach consists of the following
two basic steps:

= Heterogeneous replication. This is to replicate the critical
network functional capabilities, not by dudicating the
components that export these capabilities, but by
instantiating them into many different network elements.
This can be done by physically dupgicating the network
components, and having different network elements activated
at each components, or by having more than one network
elements co-exist a the same physical component. To
develop the mechanisms for heterogeneous replication, we
will  build upon the tods for (off-line) switching and
migrating network elements as described in previous sections

= Dynamic reconfiguration. This is to reconfigure, on the fly,
the composition of network elements. When an attack
seriously damages a functional capability provided by a
network element, the system can dynamicaly switch to a
repli cate of the same functional capability.

Furthermore, dynamic reconfiguration can be used as a
preemptive measure. By frequently changing the ative set of
elements, the network may have taken away the aility for an
adversary to identify weaknesses and time needed to plan for an
orchestrated attack.

Our network reconstitution techniques are dso built upon the
foll owing:

= A set of policies that define what critical elements in a
network we should replicate, what type of heterogeneous
components we should repli cate onto, and how to coordinate
between replicas during normal operations and duing
attacks.

= Mechanisms that mediate between intrusion detection
algarithms and our heterogeneous networking platform, so
that any attack detected by the intrusion detection module
can trigger dynamic reconfiguration actions.

One important issue we need to addressis to identify as to what
we should replicate and what type of heterogeneous repli cations
do we neal. We will addressthis isaue through the threa model
and the aditional intrusion detection component in the next
section.

5. THEROLE OF INTRUSION
DETECTION

We will introduce an intrusion detection component in our new
survivable network paradigm as an optimization measure. The
role of intrusion detection here is to recognize the threds to
network services and to provide information about the dtacks
that appropriate recovery actions can be carried out. Threa
models of network, which specify the essential services and their
degrees of tolerable performance degradation or damage, are
used by the intrusion detection system (IDS) to determine what
to monitor and what constitutes threas. Reports of detected
threas by the IDS describing the compromised services and
attack techniques are then uwed to determine which
heterogeneous repli cations should be adivated.

In a survivable network where the misson must be fulfilled in a
timely manner in the presence of attacks, a threa is an attack
scenario that aims to compromise or damage the essential
comporents/services. Attacks targeted at nonessential services
neaed not be considered as threas and thus do not warrant
network recovery actions, especialy when there is limited
response time and resources, which is normally the case when
the network is under orchestrated attacks.

A threat modd formally specifies, for a specific misgon (i.e.,
normal usage scenario), which network component/service is
citicl and which isn't, and for eeh of these
components/services their acoeptable quality requirement (or its
degree of tolerable performance degradation or damage). The
threa models link the policies/requirements with survivability
mechanisms because they enable the recogntion of on-gang
threds to the network and its misson, and hence facilitate the
decision-making on when and how the heterogeneous replicas
can be used to recover and recongtitute the misson. As an
example, consider a WWW server. Its thread model includes:
esential service — to provide information of upon request,
minimum quality requirement — to service & least x number of
concurrent requests with at most y seconds of delay. This model
dictates that if the service is not up to the performance
requirement, it is a threa and recovery action must be taken to
recover the service.



Because there can be potentialy a large number of threds, we
can introduce the notion of threa taxonomy where similar threas
can be grouped together. The taxonomy can reduce the system
complexiti es because it not only provides a common terminol ogy
for referring to the threas but also all ows the same recognition
and recovery techniques be gplied to the same categary of
threas. For example, we can use the foll owing threedimensions
to categarize threds: the effect (or gaal), e.g., denial-of-service;
the target, i.e.,, which esential service is targeted; and the
technique, i.e.,, how is the threa carried out. For example,
denial-of-service (DoS) can be accomplished by two techniques:
“crashing” the server or “resource consumption”. Two threds are
in the same categary if they have the same values in all three
dimensions.

In our architecture, the intrusion detection component can list the
detected on-gaing threas and the predicted upcoming threds,
based on attack scenario anaysis. Using information of the
threds, i.e., the dfects, targets, and techniques, appropriate
recovery actions can be carried out. In particular, the technique
dimension determines what type of heterogeneous replication
should be used, i.e., how to use the heterogeneous replications,
for the damaged service(s). For example, if a DoS attack is
acoomplished via exploiting a bug in Windows and causing the
server to crash, then a Linux implementation can be activated. If
the DoS attack is accomplished via exploiting TCP handshake
(e.g., it isa SYN-flood attack), then other implementations using
other transport layer protocol can be ativated. To generalize the
solution, the threa techniques sould be mapped to dimensions
of Diversity Space (see Section 2.1) and a heterogeneous
replication should be selected automatically so that it has the
longest distance from the one that was subject to the identified
threa.

6. HETEROGENEOUS SERVICE MODEL

In this sction, we will further demonstrate the power of our new
survivable network paradigm, using an example heterogeneous
service model. This example isimplementable andill ustrates the
benefits of the new ideas explained in this paper.

The current Internet service model is rather homogeneous; many
applications have been converging towards the WWW
browser/server model. While the standardization on WWW
model may have saved costs, the WWW dlient/server model does
have a fundamental we&kness — it is often subjected to
distributed denial of service (DDoS) attacks, where an adversary
through controlli ng large number of unsuspected clients launches
illegitimate or seemingly legitimate but useless requests
overwhelming as to deny truly legitimate clients a chance to be
served. This is especially so in a network with symmetric
bandwidth, such as the Internet core. Since the WWW service
model is often asymmetric in bandwidth requirements (more cata
flowing from servers to clients than in the other direction),
broadband connectivity may have an urintended negative dfect:
the idle bandwidth in the direction from clients to servers could
make DDoS attacks more dfective. For al these reasons, today’s
WWW services are till |argely defenseless in front of DDoS
attacks.

Having an asymmetric network infrastructure may help restrain
the DDoS attacker. If the available bandwidth in one direction

(from clients to servers) can be limited without affecting the
other direction (from servers to clients), we can take avay the
resources that fuel the DDoS attacks. And the satellit e networks
may be a prefect fit for this purpose, because the bandwidth
disparity between the two directions, downlink from server to
client and ugink from client to server, is often as large & 10000
times. For example, the downlink in next generation satellite
networks will be typically 100Mbps, but the uptime will usually
limited to 128Kbps or 512Kbps. Therefore, DDoS will not be &
effective in a highly asymmetric network li ke satellit e networks.

Furthermore, such attacks may be completely useless if a
different service model is used. For example, broadcast-based
information disemination service can be used to provide WWW
server, in which the servers actively broadcast the information to
al clients and the clients passvely receive dl data and then
selectively filter out the useful information. This model suits
especially well for applications where informetion flows are
highly asymmetric and works effectively over satellit e networks
[1]. More  importantly,  broadcast-based  information
diseemination model isimmune to DDOS attacks because it does
not operate on user requests.

Therefore, we can apply our proposed “heterogeneous
networking” paradigm and budld a survivable network
application on two completely different sets of service models
and over two different network infrastructures (see Figure 3).
When one service is degraded significantly due to attacks on one
or more elements involved, theapplication can quickly migrate to
the second service.

Application
Service 1 Service 2 (replication)
Client/Server Broadcast/Filter
Information
WVIW dissemination
Internet Satellite network

Figure 3 Replications over heter ogeneous service models

7. CONCLUSION

The philosophy of survivability through heterogeneity has long
been a fascinating idea For example, in a report puldished in
1999 CERT had suggested that one possble technique for
recovery of essential services after attack is to use redunchnt
modules with the same interface but different implementation
[2]. Several DARPA Information Survivability projects, e.g., the
Immunix project by OGl [3], aso listed “heterogeneity”
(different implementation from the same specification) as one of
the main objectives. Heterogeneity has also been exploited to try
to achieve tolerance from software faults through nversions



programming [4]. However, to the best of our knowledge there
gtill hasn’'t been any success in terms of actual design and
implementation example of the “survivability through
heterogeneity” principle. We believe our ideas of putting this
philosophy a work through our heterogeneous networking
paradigm are truly unprecedented.
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