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Abstract

Epidemic broadcast algorithms have a number of char-
acteristics, such as strong resilience to node failures, that
make them an appealing technology to build survivable
systems. However, the performance of existing protocols
is highly dependent of run-time parameters, such as the
network load or network topology. In the current extended
abstract we advocate, using concreteillustrations, the use
of self-adapting epidemic broadcast algorithms.

1 Introduction

Gossip-based broadcast algorithms [1, 2, 4, 9, 8, 6],
also called “epidemic” or “probabilistic’ broadcast algo-
rithms, do have inherent scalability properties that make
them suitable tools for disseminating information among
alarge number of nodes. Furthermore, they are extremely
resilient to failures of participants and to changes in the
underlying network topology. Therefore, they are quite
appealing for building survivable systems.

However, the good performance of an epidemic broad-
cast protocol is not independent of the underlying infras-
tructure. In fact, issues such as available resources and
topology may have a strong impact in properties such as
reliability and latency.

Indeed, in order to operate in a reliable manner, the
nodes participating in the broadcast must be equipped
with enough resources to ensure that messages are gos-
siped a sufficient number of times. If a node does not
have enough resources, it may drop a large number of
messages that are being forwarded. If several nodes do
not have enough resources, reliability might end up being
drastically impacted.

On the other hand, to most recipients, delivery only
happens after a message has been relayed a number of
times by participant nodes. In conseguence, although gos-
siping is highly resilient, it makes end-to-end latency be
several times larger than the latency between any pair of
nodes. It is possible to tune the gossiping strategy to min-
imize the average latency of a gossip protocol.

In astatic and stable environment, it is possible to tune
the protocol behavior a priori. For instance, one may limit
the actual load imposed on the system by analyzing exist-
ing resources, or bias the probabilistic broadcast to avoid
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worst case paths. In a survivable system, such static con-
figuration is not feasible.

In the current extended abstract we advocate the use
of self-adapting epidemic broadcasts and provide an
overview of some of our current research in this area
Namely, we concentrate on two complementary aspects:

e How to automatically control the load as a function
of the available resources[12].

e How to automatically bias the gossip procedure to
favor low latency [10].

The next two sections briefly describe these two adap-
tation mechanisms.

2 Adapting the Accepted L oad

In order to operate in a reliable manner, the nodes par-
ticipating in the epidemic broadcast must be equipped
with enough resources to ensure that messages are gos-
siped a sufficient number of times. If a node does not
have enough resources, it may drop a large number of
messages that are being forwarded. If several nodes do
not have enough resources, reliability might end up being
drastically impacted.

A survivable system must cope with changes in the
available resources, as the number of available nodes and
links may change significantly in run-time.

We have recently proposed a novel adaptive mech-
anism for gossip-based broadcast algorithms[12]. The
idea is to disseminate and gather information about the
resources available in a broadcast group such that every
sender can adjust its emission accordingly. The challenge
consists in ensuring that senders are able to perceive the
quality of the algorithm operation, in terms of reliability
with the current system configuration, without interacting
explicitly with other nodes of the system; such interaction
would hamper the distinctive scalability of gossip-based
broadcast algorithms.

Theintuitiveidea underlying our mechanismisthefol-
lowing. We periodically evaluate the available resources
in every broadcast group. In each period, nodes gossip the
minimum buffer size in the group for that period. They
do so by maintaining and gossiping the minimum of their
own buffer size with the valuereceived in gossip messages
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Figure 1. Improving reliability by adaptation.

for that period. The value computed at the end of a pe-
riod is used as the estimation for that period and main-
tained for a predefined number of periods A. Then, dur-
ing the normal operation of the gossiping protocol, each
sender computes the average age of messages stored lo-
cally that would be discarded if the local buffer was the
smallest in the group. The age of a message is the num-
ber of times it has been forwarded from one node to an-
other and isdirectly related with the level of dissemination
among nodes. If the average age of messages that would
be discarded by members with low buffers is lower than
the required age to ensure reliability, the sender decreases
its transmission rate. If the average age of discarded mes-
sages is higher than needed, then the sender is allowed to
increase its transmission rate.

This adaptation mechanismis highly scalable asit does
not require nodes to maintain information about every
other node in the system. It also does not require ad-
ditional messages to be exchanged: it relies on a small
amount of control information that is included in the
header of normal data messages. The mechanism takes
into account the dynamic nature of the system and con-
tinuously adapts to changing operational conditions. As
conveyed by our performance measures, without such a
mechanism, the reliability of message dissemination in a
large scale gossip-based setting can hardly be sufficient in
apractical setting.

Figure 1 shows the impact of the adaptation proce-
dure on atomicity using simulation. The impact of adap-
tive mechanisms is evaluated against a non-adaptive epi-
demic protocols, namely the Ipbcast protocols described
in[2]. In detail, simulations with increasingly smaller
buffer sizes are run while offering the same load. It can
easily be observed that the number of messages delivered
to more at least 95% of processes drops sharply with the
origina protocol. In contrast, the adaptive protocol con-
trols the offered load and thus ensures that most messages
are delivered to amost al processes. Other simulations
show that the admitted load converges to the maximum
load that resultsin high atomicity.

Unfortunately, the protocol described aboveis not fully
self-configurable. Thereanumber of parametersthat need

to be preset by the protocol designer, such as the incre-
ments/decrements in load in response to a change in the
system. We are currently working on making these pa-
rameters self-adjusting.

3 Adapting the Gossip Procedure

In an epidemic broadcast protocol delivery only hap-
pens after a message has been relayed a number of times
by participant nodes. If the message path consists of slow
links and congested nodes, the latency of message deliv-
ery can be significantly higher than the latency of a non-
gossip based broadcast.

The high latency of probabilistic broadcast is exacer-
bated in wide area area settings, where participant are
connected by a variety of links. In such cases, the gossip
path between the sender and a given recipient may include
several non-optimal hops. Furthermore, in such settings,
the combined effect of network omissions (which may re-
quire the protocol to be configured with additional gossip
rounds) and congested links and nodes (resulting in queu-
ing delays) introduce additional latency.

Based on the previous observations, there have been
severa different proposals to take advantage to network
topology to improve the performance of gossip based pro-
tocols, including HiScamp[3], Directional Gossip[9], and
others|[5, 7, 13].

Following these works, we advocate the design a self-
configuring adaptive mechanisms to reduce the average
end-to-end latency [10]. We propose to use a novel strat-
egy that consistsin adjusting the fanout and preferred tar-
gets for different gossip rounds as a function of the prop-
erties of each node. Node classification is light-weight
and may be integrated in the protocol membership man-
agement. Therefore, each nodeis not required to have full
knowledge on the group membership or on the network
topology.

We have designed a new protocol based on the fol-
lowing idea: Average latency can be reduced by biasing
gossiping to promote the usage of those paths with fewer
delays. Our protocol, that we have named LoLa (Low-
Latency Probabilistic Broadcast), reaches this goal by us-
ing an unique strategy that consists in adjusting both the
fanout and the preferred targets for each gossip accord-
ing to the properties of each node. Basically the protocol:
i) favors gossip to nodes that result in lower latency (i.e.
biasing gossiping), and; ii) gossips messages that have ac-
cumulated less latency towards a larger number of desti-
nations (i.e. adjusting fanout).

The strategy above requires nodes and links to be
classified according to their throughput and latency. To
preserve scalability, such classification must not require
globa knowledge of the system. In our approach, node
classification is light-weight (it relies only on local infor-
mation and feedback from directly connected peers) and
integrated in the protocol membership management. Lo-
cal information is gathered mostly from TCP/IP connec-
tions used to connect to peers and, as a side effect, diag-
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Figure 2. Reducing latency by adaptation.

nose the availability of resources.

A detailed network simulation is used to evaluate the
adaptation strategy by comparing it with the NEEM prot-
col [11]. The network is configured with a large number
of hosts connected by V.90 modems (70%), some con-
nected using ADSL (20%) and some directly attached to
the backbone (10%), Figure 2 showsthe distribution of la-
tency of al message deliveriesin the system. Notice that
with the original NEEM protocol, only 20% of message
deliveries have latency lower than 500ms. In contrast,
LoLadeliversalmost 60% of messagesin less that 500 ms
and almost all messages in less than 750ms. Simulation
results show also that there is an increase of bandwidth
usage of nodeswhereit is available.

4 Discussion

Our research has shown that self adapting mechanisms
may strongly improvethe performance of epidemic broad-
cast protocols. We have illustrated these benefits using
two complementary aspects of adaptation: adaptation to
changes in the system load and adaptation to changes in
the network topology. This work has lead to improve-
ments in reliability and latency of epidemic protocols in
realistic settings. However, further research needs to be
performed to assess the full implications of self-adapting
strategies in survivable systems. A particular aspect of
concern is that potential weaknesses in the adaption al-
gorithm may be exploited by malicious attackers to cause
instability in the system.
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