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ABSTRACT

We explore a form of attack on a distributed system in which
one or more nodes in the system maintain multiple identi-
ties. We argue that this attack is endemic to non-centralized
systems. We present a number of defenses along with their
limitations.

1. INTRODUCTION

An underlying requirement in many survivable systems is
an upper bound on the fraction of corrupted participants.
For example, in many distributed algorithms, a threshold of
a third is a known resilience upper bound. In other settings,
for example, a routing mesh like a hypercube, if corrupted
nodes are as few as a tenth of the nodes, they already con-
trol most of the routing paths (whose length is logarithmic)
for sufficiently large system sizes. Therefore, the resilience
threshold is lower.

If an attacker is able to physically infiltrate a distributed
system with many corrupt participants, more than the resi-
lence threshold with which the system was designed, it can
compromise any protection built in the system. It is there-
fore assumed (also in this work) that this is not the case,
i.e., that the fraction of faulty participants in the systems
conforms with some assumed upper bound.

However, this may still leave the system vulnerable. In an
attack recently named Sybil [4], an attacker can assume mul-
tiple identities and, although physically it does not pass the
assumed resilience bounds, in practice it plays the roles of
more participants than the assumed threshold. This may
again lead to a complete compromise of system safety.

In this position paper, we focus solely on the problem of
enforcing a bound on the number of identities assumed by
an attacker in a distributed system, under the assumption
that its physical strength is appropriately limited.

It has often been suggested to use computational power in
order to limit masquerading over the Internet. For exam-
ple, Microsoft’s anti-spam project [1] revolves around an old
idea by Dwork and Naor [5], offering to use computation as
‘stamps’ for Email. Computational challenge was suggested
by Franklin and Malkhi in [6] to perform web page usage
metering. This seems like a good idea, but in a peer envi-
ronment with no centralized control, it is not obvious how
to use it. Some of the issues that need to be addressed are:

e Who would present and verify the computational chal-
lenges to participants? We should be careful not to let
the attacker “vouch for itself”, simply by having dif-
ferent identities vouch for one another.

e How will the verifier certify valid participants? In a
peer network, it is unreasonable to assume a central
certification authority. This seems to completely rule
out the possibility that a peer will possess a certifi-
cate of honesty that it can directly present to other
participants.

e How to prevent a slow infiltration of an attacker that
gradually assumes more and more identities? There
needs to be a fine tuning that allows, on the one hand,
legitimate users to do useful work, while on the other
hand, prevents the attacker from spending all of its
time just assuming identities.

In this work, we focus on the problem of limiting an adver-
sary to a bounded number of identities in a given time pe-
riod. That is, an adversary may interact with one or more
good nodes over a specified time period using a bounded
number of identities.

The paper explores our on-going effort towards a practical
protection of distributed systems against the Sybil attack.
It describes a number of practical protocols for controlling
the number of false identities assumed by its participants us-
ing reasonable assumptions about an attacker’s power. We
present both the strengths and the limitations of the proto-
cols, and provide guidelines towards a future robust solution,
that can be practically implemented and quantified.

1.1 \Wulnerable Systems

Any system that depends on data sharing amongst a fixed
number of players is potentially vulnerable to a Sybil at-
tack. In this section we describe three such systems that are
currently active research topics.

Distributed storage systems such as [2],[12] replicate en-
crypted data across a set of shares in order to gain resilience
in the face of node failure and in order to limit the ability
of any one node to gather enough information to uncover
the plain-text data. The basic mechanism is to spread the
data across a set of random nodes. If a Sybil node can
maintain an unlimited number of virtual identities, then at
some point, the system will unintentionally deliver sufficient



data slices to a single physical attacker for that attacker to
decrypt the data.

Overlay networks define an addressing and routing mecha-
nism that is orthogonal to the underlying networking sys-
tem. The benefits of such networks include the ability to
route data between nodes using non-compatible network-
ing system, content addressable networks and anonymity.
Recent works [11] have explored the robustness of overlay
network systems to failures of internal nodes. The prob-
lem is whether such systems can continue to route messages
through alternate paths. The resiliency of these systems is
measured by the number of distinct routes between any two
nodes. An attacker can masquerade as a sufficient number
of routing nodes such that all paths to the destination node
pass through one or more of its false identities. In such a
case, the attacker can perform a man-in-the-middle attack
without the knowledge of either the sending or destination
nodes.

Recently, Rabin has proposed a Virtual Satellite model [10],

now being implemented at Harvard, which extends the bounded

storage model of Maurer [8] for unbreakable encryption [3,
9] to practical peer to peer systems. In this model, each peer
locally generates random pages which are replaced very fre-
quently. Two nodes use their shared key to select which
peers in the network to take pages from, and subsequently,
the pages are replaced. Since an adversary cannot access all
peers in a short time, it cannot access all such pages and
thus the one-time pad is unbreakable. If an adversary can
maintain a sufficient number of multiple identities then it is
possible for that attacker to be the node(s) which provide
the random pages, thus allowing the attacker access to the
random data and hence significantly weakening the resulting
one-time pad.

2. SIMPLE APPROACHES

We explored a number of sub-optimal approaches in order
gain an understanding of the problem space. In this section,
we describe two obvious approaches and detail some of their
limitations.

2.1 Symmetric Verification

Assume that two nodes to communicate with each other.
In order to inter-operate, each node cryptographically chal-
lenges the other at a regular interval. We assume that the
cost of generating a challenge is negligible.

In this protocol, the number of identities that either node
may maintain is strictly limited. We assume that a node can
perform a bounded number of operations per time unit. In
this protocol, each additional communications partner adds
a fixed computational overhead. The limit is reached once
the node no longer has resources with which to respond to
new challenges.

The drawback of this protocol is that there is a fixed limit
to the number of nodes that any given node can communi-
cate with. This approach may be very reasonable for a Dis-
tributed Hash Table system where the degree of any node
is small. It is unreasonable for a system where the in or
out degree of any given node is significant. For example, in
Client /Server systems the in-degree of a server is potentially

the number of clients in the network. In Distributed Stor-
age systems, the opposite situation occurs. A client node
wishes to storage data on as many remote nodes as possible
in order to increase the chances of eventually retrieving the
data. In this case, the out-degree of the client node may be
in the hundreds of nodes.

2.2 Probabilistic Approach

Assume that at every time period, each node in the system
randomly chooses another node to challenge. Each node
is challenged on average once each time period. A Sybil
node maintaining N identities would then be challenged on
average NN times each time period. Since each node has a
limited number of resources, a Sybil node would be unable
to maintain an unlimited number of identities.

There are two problems with this approach. The first is
that on average, a node is challenged once per time period,
with high probability some good nodes will be challenged
a logarithmic number of times (in the system size), hence,
they will fail the challenge due to limited resources. Thus
in this approach, even in a system with no malicious nodes,
a few good nodes have a reasonable chance of being kicked
out of the system during each cycle.

Worse yet, malicious nodes can utilize this system to kick
out good nodes at will. Since malicious nodes are not re-
stricted to choosing challenges randomly, they may collude
to challenge any given node or set of nodes. These target
nodes can then be trivially overloaded.

An additional problem with this approach is how to dis-
tribute the information about the failed nodes. Any simple
mechanism can also be used by malicious nodes to arbitrar-
ily eject good nodes from the system.

3. THE SISYPHUS PROTOCOL

We believe that any reasonable approach is going to depend
on cryptographic challenges. We have begun to develop a
protocol which shows some progress in addressing the Sybil
attack.

We call this protocol the Sisyphus defense in reference to
the character in Greek legend who was doomed to cease-
lessly roll a rock to the top of a mountain only to have the
rock roll back down of its own weight. In our protocol each
node may interact with the system only as long as it is reg-
ularly performing cryptographic challenges. If a node stops
responding to challenges, its identity is no longer acceptable.

Our system model is that of a set of connected physical
entities or nodes. We assume that messages have a finite
transmission delay and can be discarded after this period.
This is necessary to bound the time that a node has to
respond to the challenge. Without it, a node could collect
and calculate the challenges, but delay responding to the
challenge. It would thus seem that all the challenges were
performed simultaneously, even though the node did not
have resources to accomplish this feat.

Nodes may have one of two roles; Player or Voucher. When
a Player enters the system, it selects an identity based on its
address. We assume that some portion of the bits in its ad-



dress are defined by the network itself. Addresses outside of
this range will not be routed to this node. This assumption
is true in the Internet and in Ah-Hoc networks.

Once the Player has decided on an identity, it repeatedly
executes a well-known hash algorithm to generate a bounded
list of K random identities. This set of identities defines a
group of Vouchers for that Player. Given a node’s identity,
any node within the system can re-generate this exact set of
Vouchers.

Upon entry to the system, the Player sequentially contacts
each member of its own Vouching Node Set and requests a
cryptographic challenge. The Player performs the challenge
and returns it to that Voucher. The Vouching node can
verify the result in linear time. The successful challenge is
then accepted by the Voucher as an identity certificate for
this Player, along with a time-to-live value. At this point
the Player can initiate communications with other Players
in the system.

A Voucher is responsible for maintaining the valid certifi-
cates and time-to-live of each node for which it vouches.
Around the time that the certificate expires, the Voucher
should re-challenge the node and record the results.

When a Player attempts to communicate with another Player,
both Players contact each other’s Vouchers and request ver-
ification of the other’s identity. Each Voucher responds with
a true or false value and with the remaining time for which
it is valid. The identity of the remote Player is accepted by
the local Player if a majority of the Vouchers accept the re-
mote Player’s identity. The identity is valid only for the time
remaining on the oldest certificate. Once this time expires,
the Player must recheck the results with the Vouchers.

We claim that because a Player controls only a limited num-
ber of bits in his address, the uniformity of the hashing func-
tion will generate a random set of Vouchers. It can be shown
that the vouchers set size K can be fixed such that with high
probability, an adversary cannot become its own Voucher.
The proof of this is not presented here due to space limi-
tations. Thus we may trust the Vouchers to perform the
challenge service for each Player.

4. CHALLENGES AND FUTURE DIREC-
TIONS

There are a number of practical challenges to defending
against a Sybil attack. We are exploring the following is-
sues.

4.1 Routing

Our protocol employs a hash function to generate the ad-
dresses of Vouchers. The function generates values over a
large range. It is highly unlikely that there exist in the sys-
tem nodes with exactly these addresses. We must therefore
assume that the system provides some routing function that
maps a hash value to an existing node, whose identity most
closely matches the hash value. This functionality is exactly
that provided by a Distributed Hash Table (DHT) such as
Chord [14]. Unfortunately, most DHTs designs mandate
that nodes have very low in and out degrees, hence logarith-

mic routing paths. The logarithmic path length allows an
attacker to corrupt a significant portion of the system with
very little effort, by controlling many paths. Once a message
routes through a node controlled by an adversary, it could
route it to known malicious nodes or handle the messages
itself instead of forwarding the message to the correct node.

One approach that circumvents this problem is to utilize
a routing mechanism that has a high node degree, hence
sufficient redundancy in routes, e.g., as in [7, 13]. An alter-
native approach is to utilize a small core of (mostly) trusted
nodes in order to maintain a map of existing identities. In
this way each node as it enters the system can perform a
Sisyphus join with the trusted nodes. Since these nodes are
trusted, the join need not be symmetric. Only the joining
node needs to verify itself. The trusted nodes can maintain
a list of all nodes in the system which can then be selected
randomly indexed by the hash function.

A practical problem with the trusted core approach is its
maintenance over time. Recent research in reconfigurable
dynamic byzantine quorum systems [13] suggests that it is
possible to build a trusted core that can be extended and
reliable even as nodes enter and leave the trusted core. This
could lead to a practical implementation of the Sisyphus
protocol.

4.2 Tuning and Performance

We believe that the Sisyphus algorithm is not only theoret-
ically possible, but also practical. We plan to explore the
trade-offs between the cost of the cryptographic challenge
and the ability of a node to perform useful work. Practical
values for the number of Vouchers is also relevant, as larger
number of Vouchers increases the reliability of the vouch-
ing set at a cost of additional challenges performed by each
Player.

4.3 Denial of Service

Finally, distributed systems are plagued by Denial of Ser-
vice (DOS) attacks. We plan to investigate effective ways
to leverage the Sisyphus defence in order to protect against
DOS attacks. Having enforced a strong correspondence be-
tween identities and real resource, we hope to limit DOS
attacks by bounding the amount of resources servicing any
particular identity.
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