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club2

• Address metric violations by learning word sense clusters / 
making use of local context

• Can we build a model that captures this directly?



• Human concept organization exhibits cross cutting structure                                             
Rosch, et al. (1976); Ross & Murphy (1999); Medin, et al. (2005); Shaftoe, et al. 
(2011)

• Each categorization system controls what kinds of generalizations (e.g. inferences) 
are valid.

• Do word usages exhibit similar cross-cutting?

• Xue, Chen and Palmer (2006): sense disambiguation requires vastly different 
features for different polysemous verbs in Chinese.
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• There are many valid word clusterings, each 
capturing different aspects of syntax or 
topicality

• We introduce a model to explicitly capture 
multiple organizational systems 

• Cross-cutting categorization / latent 
subspaces with separate, coherent clusterings

• Implement using LDA and DPMM primitives / 
Gibbs sampling

Multi View Multinomial Clustering
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Figure 1: Example clusterings from MVM applied to
Google n-gram data. Top contexts (features) for each
view are shown, along with examples of word clusters.
Although these particular examples are interpretable, in
general the relationship captured by the view’s context
subspace is not easily summarized.

MVM is a multinomial-Dirichlet multiple clus-
tering procedure for distributional lexical seman-
tics that fits multiple, overlapping Dirichlet Process
Mixture Models (DPMM) to a set of word data. Fea-
tures are distributed across the set of clusterings
(views) using LDA, and each DPMM is fit using a
subset of the features. This reduces clustering noise
and allows MVM to capture multiple ways in which
the data can be partitioned. Figure 1 shows a sim-
ple example, and Figure 2 shows a larger sample of
feature-view assignments from a 3-view MVM fit to
contexts drawn from the Google n-gram corpus.

We implement MVM using generative model
primitives drawn from Latent Dirichlet Allocation
(LDA) and the Dirichlet Process (DP). M disparate
clusterings (views) are inferred jointly from a set of
data D wd d 1 . . . D . Each data vector
wd is associated with a probability distribution over
views ✓ M

d . Empirically, ✓ M
d is represented as a

set of feature-view assignments zd, sampled via the
standard LDA collapsed Gibbs sampler. Hence, each
view maintains a separate distribution over features.
The generative model for feature-view assignment is

given by

✓ M
d ↵ Dirichlet ↵ , d D,
�m � Dirichlet � , m M ,
zdn ✓d Discrete ✓d , n wd ,
wdn �zdnm Discrete �zdnm , n wd ,

where ↵ and � are hyperparameters smoothing the
per-document topic distributions and per-topic word
distributions respectively.

Conditional on the feature-view assignment z ,
a clustering is inferred for each view using the Chi-
nese Restaurant Process representation of the DP.
The clustering probability is given by

p c z,w p cm , z,w

M

m 1

D

d 1

p w z m
d cm, z p cm z .

where p cm z is a prior on the clustering for view
m, i.e. the DPMM, and p w z m

d cm, z is the like-
lihood of the clustering cm given the data point wd

restricted to the features assigned to view m:

w z m
d

def
wid zid m .

Thus, we treat the m clusterings cm as conditionally
independent given the feature-view assignments.

The feature-view assignments z act as a set of
marginal constraints on the multiple clusterings, and
the impact that each data point can have on each
clustering is limited by the number of features as-
signed to it. For example, in a two-view model,
zid 1 might be set for all syntactic features (yield-
ing a syntagmatic clustering) while zid 2 is set for
document features (paradigmatic clustering).

By allowing the clustering model capacity to vary
via the DPMM, MVM can naturally account for the
semantic variance of the view. This provides a novel
mechanism for handling feature noise: noisy fea-
tures can be assigned to a separate view with poten-
tially a small number of clusters. This phenomenon
is apparent in cluster 1, view 1 in the example in
figure 2, where place names and adjectives are clus-
tered together using rare contexts

From a topic modeling perspective, MVM finds
topic refinements within each view, similar to hier-
archical methods such as the nested Chinese Restau-
rant Process (Blei et al., 2003). The main differ-
ence is that the features assigned to the second “re-
fined topics” level are constrained by the higher
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Data

• Word set:  Top 43.7k words ranked by frequency in Wikipedia (ex top 1% as 
stop words)

• Syntax features: Contextual patterns from combined Google Web n-gram + 
Google Books n-gram corpus (3.5M features)

• Document features: Wikipedia article occurrence count (120k features)

Austin
History of Austin, Texas, University of Texas Medical Branch, 1993 Pacific hurricane season,  Rutherford B. Hayes,  List of pipeline 
accidents, List of Austin City Limits performers, Texas in the American Civil War, 6th Cavalry Regiment (United States)
___ texas homes, ___ law school, the citizens of ___, the ___ business directory, ___ police department, university in ___, 
___ vacation rentals, the ___ parks and, by the ___ business journal, coming to ___, the ___ area, deals on ___ hotels

Betrayed
Survivor: The Amazon, Personal life of Marcus Tullius Cicero, Numb3rs, Huns, Rurouni Kenshin, Liberation of Paris, The Knightly Tale 
of Gologras and Gawain, Territories in The Pendragon Adventure, A Storm of Swords, Connor MacLeod, Paul Atreides
her manner ___, being ___ by their, ___ and murdered, ___ his weakness, she ___ him, ___ the secret, ___ by her husband, a 
voice that ___, who felt ___, ___ to the police, ___ their country, suspected of having ___, ___ the confidence, even when ___



Intrusion Task

• “Model-based” lexical semantics: read word similarity directly from the model

• Intruders are drawn from the top terms in other clusters

• More robust than asking for numeric similarity judgements

• Less inter-rater calibration required
Chang et. al (2009)
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Evaluation

• Amazon Mechanical Turk

• 1256 unique raters (Country=US, >96% 
approval)

• 5.7k unique intrusion tasks at 5x 
duplication: ~30k evaluations total

• 2736 rejected 

• Per-user average time for <1.5s / question

• Low-entropy answers

• Low agreement

U1 I just tried 30 of the what doesn’t belong ones.
They took about 30 seconds each due to think-
ing time so not worth it for me.

U2 I don’t understand the fill in the blank ones to
be honest. I just kinda pick one,since I don’t
know what’s expected lol

U3 Your not filling in the blank just ignore the
blank and think about how the words they show
relate to each other and choose the one that
relates least. Some have just words and no
blanks.

U4 These seem very subjective to mw. i hope
there isn’t definite correct answers because
some of them make me go [emoticon of head-
scratching]

U5 I looked and have no idea. I guess I’m a word
idiot because I don’t see the relation between
the words in the preview HIT - too scared to try
any of these.

U6 I didn’t dive in but I did more than I should have
they were just too easy. Most of them I could
tell what did not belong, some were pretty iffy
though.

Table 2: Sample of comments about the task taken verba-
tim from a public Mechanical Turk user message board
(TurkerNation). Overall the raters report the task to be
difficult, but engaging.

↵ 0.1, 0.01 , and � 0.1, 0.05, 0.01 in
order to understand how they perform relatively
on the intrusion tasks and also how sensitive they
are to various parameter settings.7 Models were
run until convergence, defined as no increase in
log-likelihood on the training set for 100 Gibbs
samples. Average runtimes varied from a few hours
to a few days, depending on the number of clusters
or topics. There is little computational overhead
for MVM compared to LDA or DPMM with a similar
number of clusters.

Overall, MVM significantly outperforms both LDA
and DPMM (measured as % of intruders correctly
identified) as the number of clusters increases.
Coarse-grained lexical semantic distinctions are
easy for humans to make, and hence models with
fewer clusters tend to outperform models with more
clusters. Since high granularity predictions are more

clusters (and hence model capacity) roughly comparable.
7We did not compare directly to Cross-cutting categoriza-

tion, as the Metropolis-Hasting steps required that model were
too prohibitively expensive to scale to the Google n-gram data.
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Figure 4: Scatterplot of model size vs. avg score for MVM
(dashed, purple) and LDA (dotted, orange).

useful for downstream tasks, we focus on the inter-
play between model complexity and performance.

5.1 Syntax-only Model

For common n-gram context features, MVM perfor-
mance is significantly less variable than LDA on both
the word intrusion and context intrusion tasks, and
furthermore significantly outperforms DPMM (Fig-
ure 3(a)). For context intrusion, DPMM, LDA, and
MVM average 57.4%, 49.5% and 64.5% accuracy
respectively; for word intrusion, DPMM, LDA, and
MVM average 66.7%, 66.1% and 73.6% accuracy
respectively (averaged over all parameter settings).
These models vary significantly in the average num-
ber of clusters used: 373.5 for DPMM, 358.3 for LDA
and 639.8 for MVM, i.e. the MVM model is signifi-

User Comments
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Figure 3: Average scores for each model broken down by parameterization and data source. Error bars depict 95%
confidence intervals. X-axis labels show Model-views-↵-�. Dots show average rater scores; bar-charts show standard
quantile ranges and median score.
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useful for downstream tasks, we focus on the inter-
play between model complexity and performance.

5.1 Syntax-only Model

For common n-gram context features, MVM perfor-
mance is significantly less variable than LDA on both
the word intrusion and context intrusion tasks, and
furthermore significantly outperforms DPMM (Fig-
ure 3(a)). For context intrusion, DPMM, LDA, and
MVM average 57.4%, 49.5% and 64.5% accuracy
respectively; for word intrusion, DPMM, LDA, and
MVM average 66.7%, 66.1% and 73.6% accuracy
respectively (averaged over all parameter settings).
These models vary significantly in the average num-
ber of clusters used: 373.5 for DPMM, 358.3 for LDA
and 639.8 for MVM, i.e. the MVM model is signifi-

Syntax features only (freq>50; “common”)

Model Syntax Syntax+Documents Overall

DPMM 0.30 0.40 0.33

LDA 0.33 0.39 0.35

MVM 0.44 0.49 0.46

Overall 0.37 0.43 0.39

Table 3: Fleiss’  scores for various model and data com-

binations. Results from MVM have higher  scores than

LDA or DPMM; likewise Syntax+Documents data yields

higher agreement, primarily due to the relative ease of the

document intrusion task.

cantly more granular. Figure 4(a) breaks out model

performance by model complexity, demonstrating

that MVM has a significant edge over LDA as model

complexity increases.

For rare n-gram contexts, we obtain similar re-

sults, with MVM scores being less variable across

model parameterizations and complexity (Figure

3(b)). In general, LDA performance degrades faster

as model complexity increases for rare contexts, due

to the increased data sparsity (Figure 4(b)). For

context intrusion, DPMM, LDA, and MVM average

45.9%, 36.1% and 50.9% accuracy respectively;

for word intrusion, DPMM, LDA, and MVM aver-

age 67.4%, 45.6% and 67.9% accuracy; MVM per-

formance does not differ significantly from DPMM,

but both outperform LDA. Average cluster sizes are

more uniform across model types for rare contexts:

384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task

is significantly more variable than on the word-

intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between

rater scores and per-cluster likelihood, indicating

that model confidence reflects noise in the data.

5.2 Syntax+Documents Model

With the syntax+documents training set, MVM sig-

nificantly outperforms LDA across a wide range of

model settings. MVM also outperforms DPMM for

word and document intrusion. For context intru-

sion, DPMM, LDA, and MVM average 68.0%, 51.3%

and 66.9% respectively;8 for word intrusion, DPMM,

LDA, and MVM average 56.3%, 64.0% and 74.9%

respectively; for document intrusion, DPMM, LDA,

8High DPMM accuracy is driven by the low number of clus-

ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.

model size (clusters)

%
 c

or
re

ct

0.0

0.5

1.0

0.0

0.5

1.0

0.0

0.5

1.0

●

●●●

●

●
●●●●

●●
●

●
●●

●●●
●

●

●

●
●

●●
●●

●

●
●
●

●

●

●

●
●●

●●●
●

●

●●
●

●●
●
●●●

●●
●

●
●

●● ●
● ●●

102 102.5 103 103.5

context intrusion
docum

ent intrusion
word intrusion

Figure 5: Scatterplot of model size vs. avg score for
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and MVM average 41.5%, 49.7% and 60.6% re-

spectively. Qualitatively, models trained on syn-

tax+document yield a higher degree of paradig-

matic clusters which have intuitive thematic struc-

ture. Performance on document intrusion is sig-

nificantly lower and more variable, reflecting the

higher degree of world knowledge required. As with

the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M 50 views obtained an entropy score of 0.045,

while LDA with M 50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.
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the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M
50 views obtained an entropy score of 0.045,

while LDA with M
50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9 The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.
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(c) Syntax+Documents, common n-gram contexts.

Figure 3: Average scores for each model broken down by parameterization and data source. Error bars depict 95%
confidence intervals. X-axis labels show Model-views-↵-�. Dots show average rater scores; bar-charts show standard
quantile ranges and median score.



U1 I just tried 30 of the what doesn’t belong ones.
They took about 30 seconds each due to think-
ing time so not worth it for me.

U2 I don’t understand the fill in the blank ones to
be honest. I just kinda pick one,since I don’t
know what’s expected lol

U3 Your not filling in the blank just ignore the
blank and think about how the words they show
relate to each other and choose the one that
relates least. Some have just words and no
blanks.

U4 These seem very subjective to mw. i hope
there isn’t definite correct answers because
some of them make me go [emoticon of head-
scratching]

U5 I looked and have no idea. I guess I’m a word
idiot because I don’t see the relation between
the words in the preview HIT - too scared to try
any of these.

U6 I didn’t dive in but I did more than I should have
they were just too easy. Most of them I could
tell what did not belong, some were pretty iffy
though.

Table 2: Sample of comments about the task taken verba-
tim from a public Mechanical Turk user message board
(TurkerNation). Overall the raters report the task to be
difficult, but engaging.

� 0.1, 0.01 , and ⇥ 0.1, 0.05, 0.01 in
order to understand how they perform relatively
on the intrusion tasks and also how sensitive they
are to various parameter settings.7 Models were
run until convergence, defined as no increase in
log-likelihood on the training set for 100 Gibbs
samples. Average runtimes varied from a few hours
to a few days, depending on the number of clusters
or topics. There is little computational overhead
for MVM compared to LDA or DPMM with a similar
number of clusters.

Overall, MVM significantly outperforms both LDA
and DPMM (measured as % of intruders correctly
identified) as the number of clusters increases.
Coarse-grained lexical semantic distinctions are
easy for humans to make, and hence models with
fewer clusters tend to outperform models with more
clusters. Since high granularity predictions are more

clusters (and hence model capacity) roughly comparable.
7We did not compare directly to Cross-cutting categoriza-

tion, as the Metropolis-Hasting steps required that model were
too prohibitively expensive to scale to the Google n-gram data.
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Figure 4: Scatterplot of model size vs. avg score for MVM
(dashed, purple) and LDA (dotted, orange).

useful for downstream tasks, we focus on the inter-
play between model complexity and performance.

5.1 Syntax-only Model

For common n-gram context features, MVM perfor-
mance is significantly less variable than LDA on both
the word intrusion and context intrusion tasks, and
furthermore significantly outperforms DPMM (Fig-
ure 3(a)). For context intrusion, DPMM, LDA, and
MVM average 57.4%, 49.5% and 64.5% accuracy
respectively; for word intrusion, DPMM, LDA, and
MVM average 66.7%, 66.1% and 73.6% accuracy
respectively (averaged over all parameter settings).
These models vary significantly in the average num-
ber of clusters used: 373.5 for DPMM, 358.3 for LDA
and 639.8 for MVM, i.e. the MVM model is signifi-

Syntax features only (freq < 50; “rare”)

Model Syntax Syntax+Documents Overall

DPMM 0.30 0.40 0.33

LDA 0.33 0.39 0.35

MVM 0.44 0.49 0.46

Overall 0.37 0.43 0.39

Table 3: Fleiss’  scores for various model and data com-

binations. Results from MVM have higher  scores than

LDA or DPMM; likewise Syntax+Documents data yields

higher agreement, primarily due to the relative ease of the

document intrusion task.

cantly more granular. Figure 4(a) breaks out model

performance by model complexity, demonstrating

that MVM has a significant edge over LDA as model

complexity increases.

For rare n-gram contexts, we obtain similar re-

sults, with MVM scores being less variable across

model parameterizations and complexity (Figure

3(b)). In general, LDA performance degrades faster

as model complexity increases for rare contexts, due

to the increased data sparsity (Figure 4(b)). For

context intrusion, DPMM, LDA, and MVM average

45.9%, 36.1% and 50.9% accuracy respectively;

for word intrusion, DPMM, LDA, and MVM aver-

age 67.4%, 45.6% and 67.9% accuracy; MVM per-

formance does not differ significantly from DPMM,

but both outperform LDA. Average cluster sizes are

more uniform across model types for rare contexts:

384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task

is significantly more variable than on the word-

intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between

rater scores and per-cluster likelihood, indicating

that model confidence reflects noise in the data.

5.2 Syntax+Documents Model

With the syntax+documents training set, MVM sig-

nificantly outperforms LDA across a wide range of

model settings. MVM also outperforms DPMM for

word and document intrusion. For context intru-

sion, DPMM, LDA, and MVM average 68.0%, 51.3%

and 66.9% respectively;8 for word intrusion, DPMM,

LDA, and MVM average 56.3%, 64.0% and 74.9%

respectively; for document intrusion, DPMM, LDA,

8High DPMM accuracy is driven by the low number of clus-

ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.
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Figure 5: Scatterplot of model size vs. avg score for

MVM (dashed, purple) and LDA (dotted, orange); Syn-

tax+Documents data.

and MVM average 41.5%, 49.7% and 60.6% re-

spectively. Qualitatively, models trained on syn-

tax+document yield a higher degree of paradig-

matic clusters which have intuitive thematic struc-

ture. Performance on document intrusion is sig-

nificantly lower and more variable, reflecting the

higher degree of world knowledge required. As with

the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M 50 views obtained an entropy score of 0.045,

while LDA with M 50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.
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binations. Results from MVM have higher  scores than

LDA or DPMM; likewise Syntax+Documents data yields

higher agreement, primarily due to the relative ease of the

document intrusion task.

cantly more granular. Figure 4(a) breaks out model

performance by model complexity, demonstrating

that MVM has a significant edge over LDA as model

complexity increases.

For rare n-gram contexts, we obtain similar re-

sults, with MVM scores being less variable across

model parameterizations and complexity (Figure

3(b)). In general, LDA performance degrades faster

as model complexity increases for rare contexts, due

to the increased data sparsity (Figure 4(b)). For

context intrusion, DPMM, LDA, and MVM average

45.9%, 36.1% and 50.9% accuracy respectively;

for word intrusion, DPMM, LDA, and MVM aver-

age 67.4%, 45.6% and 67.9% accuracy; MVM per-

formance does not differ significantly from DPMM,

but both outperform LDA. Average cluster sizes are

more uniform across model types for rare contexts:

384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task

is significantly more variable than on the word-

intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between

rater scores and per-cluster likelihood, indicating

that model confidence reflects noise in the data.

5.2 Syntax+Documents Model

With the syntax+documents training set, MVM sig-

nificantly outperforms LDA across a wide range of

model settings. MVM also outperforms DPMM for

word and document intrusion. For context intru-

sion, DPMM, LDA, and MVM average 68.0%, 51.3%

and 66.9% respectively;8 for word intrusion, DPMM,

LDA, and MVM average 56.3%, 64.0% and 74.9%

respectively; for document intrusion, DPMM, LDA,

8 High DPMM accuracy is driven by the low number of clus-

ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.
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and MVM average 41.5%, 49.7% and 60.6% re-

spectively. Qualitatively, models trained on syn-

tax+document yield a higher degree of paradig-

matic clusters which have intuitive thematic struc-

ture. Performance on document intrusion is sig-

nificantly lower and more variable, reflecting the

higher degree of world knowledge required. As with

the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M
50 views obtained an entropy score of 0.045,

while LDA with M
50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9 The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.
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“Common” syntax features + document features
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(a) Syntax-only, common n-gram contexts.
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(b) Syntax-only, rare n-gram contexts.
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(c) Syntax+Documents, common n-gram contexts.

Figure 3: Average scores for each model broken down by parameterization and data source. Error bars depict 95%
confidence intervals. X-axis labels show Model-views-↵-�. Dots show average rater scores; bar-charts show standard
quantile ranges and median score.



Model Syntax Syntax+Documents Overall

DPMM 0.30 0.40 0.33
LDA 0.33 0.39 0.35
MVM 0.44 0.49 0.46
Overall 0.37 0.43 0.39

Table 3: Fleiss’ � scores for various model and data com-
binations. Results from MVM have higher � scores than
LDA or DPMM; likewise Syntax+Documents data yields
higher agreement, primarily due to the relative ease of the
document intrusion task.

cantly more granular. Figure 4(a) breaks out model
performance by model complexity, demonstrating
that MVM has a significant edge over LDA as model
complexity increases.

For rare n-gram contexts, we obtain similar re-
sults, with MVM scores being less variable across
model parameterizations and complexity (Figure
3(b)). In general, LDA performance degrades faster
as model complexity increases for rare contexts, due
to the increased data sparsity (Figure 4(b)). For
context intrusion, DPMM, LDA, and MVM average
45.9%, 36.1% and 50.9% accuracy respectively;
for word intrusion, DPMM, LDA, and MVM aver-
age 67.4%, 45.6% and 67.9% accuracy; MVM per-
formance does not differ significantly from DPMM,
but both outperform LDA. Average cluster sizes are
more uniform across model types for rare contexts:
384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task
is significantly more variable than on the word-
intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between
rater scores and per-cluster likelihood, indicating
that model confidence reflects noise in the data.

5.2 Syntax+Documents Model
With the syntax+documents training set, MVM sig-
nificantly outperforms LDA across a wide range of
model settings. MVM also outperforms DPMM for
word and document intrusion. For context intru-
sion, DPMM, LDA, and MVM average 68.0%, 51.3%
and 66.9% respectively;8 for word intrusion, DPMM,
LDA, and MVM average 56.3%, 64.0% and 74.9%
respectively; for document intrusion, DPMM, LDA,

8High DPMM accuracy is driven by the low number of clus-
ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.
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Figure 5: Scatterplot of model size vs. avg score for
MVM (dashed, purple) and LDA (dotted, orange); Syn-
tax+Documents data.

and MVM average 41.5%, 49.7% and 60.6% re-
spectively. Qualitatively, models trained on syn-
tax+document yield a higher degree of paradig-
matic clusters which have intuitive thematic struc-
ture. Performance on document intrusion is sig-
nificantly lower and more variable, reflecting the
higher degree of world knowledge required. As with
the previous data set, performance of MVM mod-
els trained on syntax+documents data degrades less
slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM
views partition syntax and document features versus
LDA topics. That is, to what degree do the MVM
views capture purely syntagmatic or purely paradig-
matic variation? We measured view entropy for all
three models, treating syntactic features and docu-
ment features as different class labels. MVM with
M 50 views obtained an entropy score of 0.045,
while LDA with M 50 obtained 0.073, and the
best DPMM model 0.082.9 Thus MVM views may in-
deed capture pure syntactic or thematic clusterings.

9The low entropy scores reflect the higher percentage of syn-
tactic contexts overall.

“Common” syntax features + document features

Model Syntax Syntax+Documents Overall

DPMM 0.30 0.40 0.33

LDA 0.33 0.39 0.35

MVM 0.44 0.49 0.46

Overall 0.37 0.43 0.39

Table 3: Fleiss’  scores for various model and data com-

binations. Results from MVM have higher  scores than

LDA or DPMM; likewise Syntax+Documents data yields

higher agreement, primarily due to the relative ease of the

document intrusion task.

cantly more granular. Figure 4(a) breaks out model

performance by model complexity, demonstrating

that MVM has a significant edge over LDA as model

complexity increases.

For rare n-gram contexts, we obtain similar re-

sults, with MVM scores being less variable across

model parameterizations and complexity (Figure

3(b)). In general, LDA performance degrades faster

as model complexity increases for rare contexts, due

to the increased data sparsity (Figure 4(b)). For

context intrusion, DPMM, LDA, and MVM average

45.9%, 36.1% and 50.9% accuracy respectively;

for word intrusion, DPMM, LDA, and MVM aver-

age 67.4%, 45.6% and 67.9% accuracy; MVM per-

formance does not differ significantly from DPMM,

but both outperform LDA. Average cluster sizes are

more uniform across model types for rare contexts:

384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task

is significantly more variable than on the word-

intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between

rater scores and per-cluster likelihood, indicating

that model confidence reflects noise in the data.

5.2 Syntax+Documents Model

With the syntax+documents training set, MVM sig-

nificantly outperforms LDA across a wide range of

model settings. MVM also outperforms DPMM for

word and document intrusion. For context intru-

sion, DPMM, LDA, and MVM average 68.0%, 51.3%

and 66.9% respectively;8 for word intrusion, DPMM,

LDA, and MVM average 56.3%, 64.0% and 74.9%

respectively; for document intrusion, DPMM, LDA,

8High DPMM accuracy is driven by the low number of clus-

ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.
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Figure 5: Scatterplot of model size vs. avg score for

MVM (dashed, purple) and LDA (dotted, orange); Syn-

tax+Documents data.

and MVM average 41.5%, 49.7% and 60.6% re-

spectively. Qualitatively, models trained on syn-

tax+document yield a higher degree of paradig-

matic clusters which have intuitive thematic struc-

ture. Performance on document intrusion is sig-

nificantly lower and more variable, reflecting the

higher degree of world knowledge required. As with

the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M 50 views obtained an entropy score of 0.045,

while LDA with M 50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.
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Overall 0.37
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Table 3: Fleiss’  scores for various model and data com-

binations. Results from MVM have higher  scores than

LDA or DPMM; likewise Syntax+Documents data yields

higher agreement, primarily due to the relative ease of the

document intrusion task.

cantly more granular. Figure 4(a) breaks out model

performance by model complexity, demonstrating

that MVM has a significant edge over LDA as model

complexity increases.

For rare n-gram contexts, we obtain similar re-

sults, with MVM scores being less variable across

model parameterizations and complexity (Figure

3(b)). In general, LDA performance degrades faster

as model complexity increases for rare contexts, due

to the increased data sparsity (Figure 4(b)). For

context intrusion, DPMM, LDA, and MVM average

45.9%, 36.1% and 50.9% accuracy respectively;

for word intrusion, DPMM, LDA, and MVM aver-

age 67.4%, 45.6% and 67.9% accuracy; MVM per-

formance does not differ significantly from DPMM,

but both outperform LDA. Average cluster sizes are

more uniform across model types for rare contexts:

384.0 for DPMM, 358.3 for LDA and 391 for MVM.

Human performance on the context intrusion task

is significantly more variable than on the word-

intrusion task, reflecting the additional complexity.

In all models, there is a high correlation between

rater scores and per-cluster likelihood, indicating

that model confidence reflects noise in the data.

5.2 Syntax+Documents Model

With the syntax+documents training set, MVM sig-

nificantly outperforms LDA across a wide range of

model settings. MVM also outperforms DPMM for

word and document intrusion. For context intru-

sion, DPMM, LDA, and MVM average 68.0%, 51.3%

and 66.9% respectively;8 for word intrusion, DPMM,

LDA, and MVM average 56.3%, 64.0% and 74.9%

respectively; for document intrusion, DPMM, LDA,

8 High DPMM accuracy is driven by the low number of clus-

ters: 46.5 for DPMM vs. 358.3 for LDA and 725.6 for MVM.
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Figure 5: Scatterplot of model size vs. avg score for

MVM (dashed, purple) and LDA (dotted, orange); Syn-

tax+Documents data.

and MVM average 41.5%, 49.7% and 60.6% re-

spectively. Qualitatively, models trained on syn-

tax+document yield a higher degree of paradig-

matic clusters which have intuitive thematic struc-

ture. Performance on document intrusion is sig-

nificantly lower and more variable, reflecting the

higher degree of world knowledge required. As with

the previous data set, performance of MVM mod-

els trained on syntax+documents data degrades less

slowly as the cluster granularity increases (Figure 5).

One interesting question is to what degree MVM

views partition syntax and document features versus

LDA topics. That is, to what degree do the MVM

views capture purely syntagmatic or purely paradig-

matic variation? We measured view entropy for all

three models, treating syntactic features and docu-

ment features as different class labels. MVM with

M
50 views obtained an entropy score of 0.045,

while LDA with M
50 obtained 0.073, and the

best DPMM model 0.082.9 Thus MVM views may in-

deed capture pure syntactic or thematic clusterings.

9 The low entropy scores reflect the higher percentage of syn-

tactic contexts overall.

LDA

MVM



• Introduced a latent variable model accounting for cross-cutting / 
multiple clustering structure in word meaning

• Large-scale human evaluation of the semantic coherence of 
similarity predictions

• Significantly higher precision intrusion identification than related 
model-based approaches

• Even for fine-grained clusterings
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Conclusion


