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Lexical semantics

• Can we infer / represent the meaning of words?

• Knowledge-based approaches (WordNet, 
FrameNet, etc)

• rich structure, e.g. directed-acyclic synset graph

• hand-built, limited to a few languages

• Distributional approaches (“you shall know a word by 
the company it keeps” Firth 1957)

• more scalable, depends only on raw corpora

• less rich categorical structure
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Usage and evaluation of DSM What to do with DSM distances

Semantic maps
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Latent dimensions
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Semantic similarity graph (topological structure)
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Usage and evaluation of DSM Evaluation: semantic similarity and relatedness
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Lexical semantics

• Can we infer / represent the meaning of words?

• Knowledge-based approaches (WordNet, 
FrameNet, etc)

• rich structure, e.g. directed-acyclic synset graph

• hand-built, limited to a few languages

• Distributional approaches (“you shall know a word 
by the company it keeps” Firth 1957)

• more scalable, depends only on raw corpora

• less rich categorical structure
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• Hand-built knowledge bases like Wikipedia and 
WN are far richer structurally than distributional 
models

• Lexical organization is driven by human 
conceptual organization

A hypothesis

7
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A hypothesis

a reasonable hierarchical clustering of people
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A hypothesis

• “New Yorkers” belongs to a completely different, 
orthogonal categorization system, with a different 
set of salient features

• Same with “People born in 1961” and “Nobel 
Laureates”*

• Each categorization system controls what kinds 
of generalizations (e.g. inferences) are valid

• Want to account for Cross-cutting categorization

* btw all these examples 
come from Wikipedia14
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• Human conceptual organization drives lexical 
organization...

• i.e. these representational issues still exist at the 
lexical level

• In order to build effective lexical semantics 
models, we need to address human conceptual 
organization

A hypothesis

15

2010年7月17日土曜日



• Do word senses exhibit cross-cutting structure?

• Xue, Chen and Palmer (2006): sense disambiguation 
requires vastly different features for different 
polysemous verbs in Chinese.

• What about verb arguments for selectional 
preference?

• Word relatedness?

Empirically testable hypothesis

16
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1) Simple models of concept organization can 
improve Web-based attribute extraction

2) Simple models of concept organization are 
predictive of the relatedness of words 

3) What is it that these models are doing, exactly? 
(feature selection; hierarchical smoothing)

4) Generalizations based on cross-cutting 
categorization models

So, keep all of that in mind...

Shafto et al. (2006)17
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Concept Organization

18
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attribute-
concept 
structure

biography
date of birth
childhood

picture
family

works
books

quotations
critics
poems

teachings
virtue ethics
structuralism
philosophies 

political theory

criticism
short stories

style
poems 

complete works

accomplishments
official website

profile
life story

achievements

filmography
pictures 

new movies
official site

works

(root)

(philosopher) (writer) (actor)

bollywood

actors

women

writers

contemporary 

philosophers

classical

writers

great

actors

greek 

philosophers

19

2010年7月17日土曜日



• Acquire facts for question answering

• IR, tail-query expansion

• Reduce noise in attribute/relation extraction

• Machine translation (e.g. anaphora resolution)

A little motivation

20
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Query logs

21
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antineoplastic agents carmustine, dactinomycin, doxorubicin, fluorouracil, paclitaxel

book publishers crown publishing, kluwer academic, prentice hall, puffin

federal agencies catsa, dhs, dod, ex-im bank, tsis, iema, mema, nmfs, tdh, usdot

mammals armadillo, elephant shrews, long-tailed weasel, river otter, wild goat

scientific journals biometrika, european economic review, nature reviews genetics

shipwrecks lusitania, mary celeste, bismarck, hms pandora, rms titanic

social issues gender inequality, lack of education, substandard housing

special diets kosher, lactose free, low-carb, peanut free, raw food, wheat-free

turkish cities istanbul, kayseri, pergamum, balikesir, edirne, gaziantep, bursa

turtles giant tortoise, painted turtle, red-eared slider, box turtle, flatback

tyrants idi amin, justinian, emperor caligula, joseph stalin, genghis khan

vulnerabilities denial of service, open relays, stolen passwords, spoofing

writers bronte sisters, hemingway, kipling, proust, tasso, ungaretti, yeats

(Van Durme & Paşca AAAI 2008)

(class, instance) pairs

22
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Noise in labeled attribute sets

antineoplastic agents mechanism of action, solubility, extravasation, contraindications

book publishers adaptation, scientific name, adaptations, online dictionary, definition

federal agencies castle, pay banding, locality pay, history, careers, secretary

mammals digestive system, habitat, life cycle, respiratory system, reproduction

scientific journals journal, impact factor, definition, archive, ranking, process, picture

shipwrecks survivors, shipwreck, story, route, sinking, salvage, passenger list

social issues health risks, cause and effect, definition, cartoons, meaning

special diets definition, meaning, history, symptoms, low fat recipes, vitamins

turkish cities population, history, climate, maps, weather, tourism, sightseeing

turtles respiratory system, life cycle, sickness, habitat, drawing, predators

tyrants autobiography, early life, childhood, mausoleum, bibliography

vulnerabilities definition, history, list, different types, prevention, tutorial, statistics

writers family crest, coat of arms, clan, family tree, bibliography, tartan
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Topic Models

Latent Dirichlet Allocation

Spherical Topic Models

2. Background
2.1. Spherical Mixture Models

In this section and those subsequent, we adopt the terminol-
ogy of topic models: data consists of D individual “doc-
uments,” where each document is a sequence of “words”
from a known vocabulary V . Probabilistic models of text
have been built around the multinomial distribution and
the von Mises-Fisher (vMF) distribution (Mardia & Jupp,
2000), and these distributions are associated with different
representations of textual data.

The multinomial distribution is the most straightforward
model of discrete data. It assigns probabilities to integer
vectors of event counts, which, for textual data, are typi-
cally raw non-normalized word counts in N|V |.

The vMF distribution instead has its support on Sd−1,
the unit (d−1)-sphere embedded in Rd. Its density is
f(x;µ, κ) = cd(κ) exp

�
κµ�x

�
, where µ is the mean di-

rection with ||µ|| = 1, κ ≥ 0 is the concentration parame-
ter, cd(κ) = κd/2−1

(2π)d/2Id/2−1(κ)
is a normalization factor, and

Ir(·) is the modified Bessel function of the first kind and
order r. vMF distributions have been used to model tf and
tf-idf representations of text documents �2-normalized onto
S|V |−1 (Banerjee et al., 2005), and other directional data
(Mardia & Jupp, 2000).

The vMF distribution can be thought of as an Sd−1 analog
of the multivariate Gaussian with spherical covariance, pa-
rameterized by cosine distance rather than Euclidean dis-
tance. Cosine distance computes similarity in terms of
the directions of �2-normalized feature vectors and corre-
sponds to the normalized correlation coefficient. Evidence
suggests that this type of directional measure is often supe-
rior to Euclidean distance in high dimensions (Manning &
Schütze, 2000; Zhong & Ghosh, 2005).

Inspired by the role of cosine distance in information
retrieval, Banerjee et al. (2005) introduced the mix-
ture of von Mises-Fisher distributions (movMF). The
movMF model treats each normalized document tf or
tf-idf vector as drawn from a single vMF distribu-
tion centered on one cluster mean, selected by a com-
mon multinomial distribution. The likelihood of a
document d is f(d|Θ)=

�T
t=1 αtvMF(d|µt, κt), where

Θ=(α,µ1, κ1, . . . ,µT , κT ), α is the parameterization of
the multinomial over topics, and each µ and κ parame-
terizes the vMF distribution for a cluster. movMF gener-
alizes classic clustering methods parameterized by cosine
distance: when each cluster concentration κ is taken to
infinity, movMF becomes equivalent to spherical k-means
(Banerjee et al., 2005).

The movMF model successfully integrates a directional
measure of similarity into a probabilistic setting, but its

z

DT w

α θ
wβ ɸ

(a) LDA

ɸ βT D
ξ

αμ κ

v

(b) SAM
Figure 1. Graphical models for LDA and SAM.

mixture model assumption—that each document is asso-
ciated with a single cluster—is fundamentally restrictive.

2.2. Latent Dirichlet Allocation

Admixture models such as LDA relax the assumption that
each documents is drawn exclusively from a single mixture
component; instead, documents are drawn from a weighted
average over all components. In LDA, this weighted av-
erage is implicit in the model structure (Blei et al., 2003).
Each document wd maintains a separate multinomial dis-
tribution θd over topics φ. For each word wi,d a topic index
zi,d is drawn from θd and then wi,d is drawn from the cor-
responding topic multinomial φzi,d

. The generative model
is given by

θd|α ∼ Dirichlet(α), d ∈D, (topic proportions)
φt|β ∼ Dirichlet(β), t ∈ T, (topics)
zid|θd ∼ Mult(θd), i ∈ |wd|, (topic indicators)
wid|φzid

∼ Mult(φzid
), i ∈ |wd|, (words)

where α and β are hyperparameters smoothing the per-
document topic distributions and per-topic word distribu-
tions respectively. As an admixture model, LDA relaxes the
assumption that each document is drawn exclusively from
a single mixture component. This flexibility allows it to
uncover more fine-grained document structure than tradi-
tional mixture models. Furthermore, by marginalizing the
topic indicators zi,d out of the model, LDA can be shown to
draw each document from a multinomial whose parameters
are a weighted average of the topics. The same intuition
will be used to develop SAM as a weighted average over
�2-normalized topic means.

3. The Spherical Admixture Model
The Spherical Admixture Model (SAM), developed below,
is a topic model for arbitrary �2-normalized data. Like the
movMF model, it is built on a probability distribution pa-
rameterized by cosine distance and capable of taking into
account the absence of words; like LDA, it decomposes in-
dividual documents over multiple topics.

3.1. Model Definition

SAM is a Bayesian admixture model of normalized vectors
on S|V |−1. It is not therefore possible to define the ad-
mixture in terms of topic indicators for individual words
in each document, as is done by LDA. SAM instead uses a

government
minister
state
federal

φ1 ∼ Dir(β)
wrote
said
responding
editor

φ2 ∼ Dir(β)
finance
economists
spending
budget

φ3 ∼ Dir(β)

d1 =
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mixture model assumption—that each document is asso-
ciated with a single cluster—is fundamentally restrictive.

2.2. Latent Dirichlet Allocation

Admixture models such as LDA relax the assumption that
each documents is drawn exclusively from a single mixture
component; instead, documents are drawn from a weighted
average over all components. In LDA, this weighted av-
erage is implicit in the model structure (Blei et al., 2003).
Each document wd maintains a separate multinomial dis-
tribution θd over topics φ. For each word wi,d a topic index
zi,d is drawn from θd and then wi,d is drawn from the cor-
responding topic multinomial φzi,d

. The generative model
is given by

θd|α ∼ Dirichlet(α), d ∈D, (topic proportions)
φt|β ∼ Dirichlet(β), t ∈ T, (topics)
zid|θd ∼ Mult(θd), i ∈ |wd|, (topic indicators)
wid|φzid

∼ Mult(φzid
), i ∈ |wd|, (words)

where α and β are hyperparameters smoothing the per-
document topic distributions and per-topic word distribu-
tions respectively. As an admixture model, LDA relaxes the
assumption that each document is drawn exclusively from
a single mixture component. This flexibility allows it to
uncover more fine-grained document structure than tradi-
tional mixture models. Furthermore, by marginalizing the
topic indicators zi,d out of the model, LDA can be shown to
draw each document from a multinomial whose parameters
are a weighted average of the topics. The same intuition
will be used to develop SAM as a weighted average over
�2-normalized topic means.

3. The Spherical Admixture Model
The Spherical Admixture Model (SAM), developed below,
is a topic model for arbitrary �2-normalized data. Like the
movMF model, it is built on a probability distribution pa-
rameterized by cosine distance and capable of taking into
account the absence of words; like LDA, it decomposes in-
dividual documents over multiple topics.

3.1. Model Definition

SAM is a Bayesian admixture model of normalized vectors
on S|V |−1. It is not therefore possible to define the ad-
mixture in terms of topic indicators for individual words
in each document, as is done by LDA. SAM instead uses a
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Generative process

For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.

for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
1

Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-

1
This data set is available for download at xxxxx
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.
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Formally, our data consists of a set of D docu-
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each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.
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which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�

l=1




Γ

��
w(n(w)
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�
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are
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where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
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tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.
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issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).
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infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
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Generative process

For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

[either uniform over paths or from nCRP]

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.

for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
1

Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-

1
This data set is available for download at xxxxx
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.
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2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases
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ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web
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using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.
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Attributes are extracted using the method in (Paşca,
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them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-
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lying instances are not depicted).
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now
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p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.
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t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.
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Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.
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Generative process

θ d,1=0.1

θ d,2=0.3

θ d,3=0.6
For each “document”    :

- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.

for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
1

Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-

1
This data set is available for download at xxxxx
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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propriate parent concepts in WN for each of these
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resulting ontology according to their generality.
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resulting ontology according to their generality.
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Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-
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them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-
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trates several such labeled attribute sets (the under-

lying instances are not depicted).
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η
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w(n(w)

t + η)
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j(n
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.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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Generative process

style

For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.

for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
1

Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-
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This data set is available for download at xxxxx

LDA

!

"

w

z

#

D

T

w

$

!

"

z

#

D

T

w

$

T

cw

Fixed Tree LDA

!

"

z

#

D

%

w

$

Tcw

&

NCRP

Figure 1: Graphical models for the LDA variants.

nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.
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The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
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Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�

l=1
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.
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to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-
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nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.
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In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.
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Allocation (LDA) variants discussed in this section,
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cept using the probabilities assigned by the model,
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Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic
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for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
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where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word
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ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables
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In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.
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LDA is a fully Bayesian extension of probabilistic
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class composed of attributes. The generative model

for LDA is given by
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�

l=1
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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Generative process
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For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute
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labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn
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resulting ontology according to their generality.
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these
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resulting ontology according to their generality.
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�

l=1
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and

36

θ d,1=0.1

θ d,2=0.3

θ d,3=0.6

biography
date of birth
childhood

picture
family

works
books

quotations
critics
poems

teachings
virtue ethics
structuralism
philosophies 

political theory

criticism
short stories

style
poems 

complete works

accomplishments
official website

profile
life story

achievements

filmography
pictures 

new movies
official site

works

(root)

(philosopher) (writer) (actor)

short story writer:

2010年7月17日土曜日



Generative process

style
quotations
short stories 
biography

For each “document”    :
- Choose a path from the DAG
- Choose a multinomial over levels,
For each “word”        :   

- Choose a level
- Choose a word from that node’s
  distribution

document = attributes for class X
word = attribute

anticancer drugs: mechanism of action, uses, extravasation, solu-

bility, contraindications, side effects, chemistry, molecular weight

bollywood actors: biography, filmography, age, biodata, height,

profile, autobiography, new wallpapers, latest photos

citrus fruits: nutrition, health benefits, nutritional value, nutritional

information, calories, nutrition facts, history

european countries: population, flag, climate, president, economy,

geography, currency, population density, topography, vegetation

london boroughs: population, taxis, local newspapers, mp, lb, street

map, renault connexions, local history, history

microorganisms: cell structure, taxonomy, life cycle, reproduction,

colony morphology, scientific name, virulence factors

renaissance painters: early life, bibliography, short biography, the

david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings

Table 1: Examples of attributes for labeled classes ex-

tracted using the method from (Paşca and Van Durme,

2008). The data set contains more than 4000 unique la-

beled classes and 225K attributes.

for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.

2 Extraction of Attributes for Flat Classes

Attributes are extracted using the method in (Paşca,

2008), bootstrapping from minimal supervision of

5 seed attributes for the class european countries.

This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-

able from, e.g., (Gao et al., 2007)). Table 1 illus-

trates several such labeled attribute sets (the under-

lying instances are not depicted).
1

Naturally, the

attributes extracted are not perfect, e.g. “lb” and “re-

1
This data set is available for download at xxxxx
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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for our annotation method, evaluating three main

variants: (1) constraining the LDA topic structure

to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
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where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where
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tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-
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to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-
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nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7
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tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.
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This method first generates clusters of noun phrases
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them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are
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using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-
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david, bio, painting, techniques, homosexuality, birthplace, anatom-

ical drawings, autobiography, famous paintings
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for our annotation method, evaluating three main
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to correspond to the WN ontology and attaching flat

classes based on a simple string-matching heuristic,

(2) extending LDA to perform sense selection in ad-

dition to clustering, and (3) employing a nested Chi-

nese Restaurant Process prior over tree structures to

infer arbitrary ontologies.

The remainder of this paper is divided into 7

sections: Section 2 describes the baseline extrac-

tion procedure, Section 3 introduces the LDA-based

topic models, Section 4 gives the experimental

setup, Section 5 gives results, Section 6 gives related

work and Section 7 concludes.
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This method first generates clusters of noun phrases

(instances), constructed using distributional similar-

ity (Lin and Pantel, 2002; Hearst, 1992) and labels

them by applying “such-as” surface patterns on Web

text (yielding 870K instances in more than 4000

classes). Finally, attributes for each labeled class are

extracted from anonymized Web search query logs

using learned patterns (similar query data, including

query strings and frequency counts, is readily avail-
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nault connexions” as attributes for london boroughs.

In this paper, we concern ourselves with finding ap-

propriate parent concepts in WN for each of these

labeled class and then organizing its attributes in the

resulting ontology according to their generality.

3 Hierarchical Topic Models

The basic approach taken has three steps: (1) learn

an attribute model using one of the Latent Dirichlet
Allocation (LDA) variants discussed in this section,

(2) generate ranked lists of attributes for each con-

cept using the probabilities assigned by the model,

and (3) annotate WN with the resulting lists.

3.1 Latent Dirichlet Allocation

Formally, our data consists of a set of D docu-
ments (labeled attribute sets) {wd : d ∈ D} where

each document d is composed of a set of words (at-

tributes) wd from a known vocabulary.

LDA is a fully Bayesian extension of probabilistic

Latent Semantic Indexing (Hofmann, 1999), where

the objective is to infer a set of T latent topics over

which each document decomposes as a mixture. In

this paper, topic will refer to an abstract semantic

class composed of attributes. The generative model

for LDA is given by

θd|α ∼ Dir(α), d ∈ 1 . . . D
βt|η ∼ Dir(η), t ∈ 1 . . . T
zi,d|θd ∼ Mult(θd), i ∈ 1 . . . |wd|
wi,d|βzi,d ∼ Mult(βzi,d), i ∈ 1 . . . |wd|

where α and η are hyperparameters smoothing the

per-document topic distribution and per-topic word

distribution respectively (see Figure 1 for the graph-

ical model). We are interested in the case where

w is known and we want to compute the condi-

tional posterior of the remaining random variables

p(z,β,θ|w). By carefully exploiting Multinomial-

Dirichlet conjugacy, the per-document topic distri-

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are

p(zi,d = t|z−(i,d),w) ∝ (1)

n
(wi,d)
t + η

�
w(n(w)

t + η)

n(d)
t + α

�
j(n

(d)
j + α)

.

where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and

p(wd|c,w−d, z) =
L�

l=1
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and

butions θd and per-topic word distributions βt can
be integrated out, leaving only z to be determined.

We can efficiently approximate p(z|w) via Gibbs
sampling, which requires the complete conditional
posteriors for all zi,d. These are
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where z−(i,d) is shorthand for the set z−{zi,d}, n(w)
t

is the number of occurrences of word w in topic t

not counting wi,d and n(d)
t is the number of words in

document d assigned to topic t, not counting wi,d.
Repeatedly sampling from these complete condi-
tionals yields (correlated) samples from the poste-
rior. See (Blei et al., 2003b; Griffiths and Steyvers,
2002) for more details.

(Example) Given 26 labeled attribute sets falling
into three broad semantic categories: actors,
philosophers and writers, LDA is able to infer a
meaningful set of topics:

quotations
teachings

virtue ethics
philosophies

biography
sayings

new movies
filmography

official website
biography

email address
autobiography

writing style
influences

achievements
bibliography
family tree

short biography

philosophers writers actors

Note that with a flat topic structure, attributes can
only be separated into broad clusters. Parameters
were set at α=1, η=0.1, K=3.

3.2 Fixed-Structure LDA
LDA can be extended to model arbitrary (fixed)
topic structures (cf. (Sivic et al., 2008)) by introduc-
ing an extra set of random variables cd identifying
the subset of topics in T available to document d.2
For example, with a tree topic structure, cd would
be constrained to correspond to the topic nodes in T
on the path from the root to the leaf containing d.
Thus all documents share at least the root topic, and
may share more topics depending on their lowest-
common ancestor in T . Equation 1 can be adapted
to this case if the indices t and j are taken to range
over topics applicable to document d.

2In an abuse of notation, we use T to refer to a structured set
of topics and to refer to the number of topics in flat LDA

In this paper, we fix our topic structure to corre-
spond to the hierarchies available in WN 3.0 and as-
sign each document d to a concept in WN. Possi-
ble topics for d include all paths from its attachment
point to the WN root, following IsA relation edges.

3.3 Sense-Selective LDA
Fixed-hierarchy LDA can be extended to perform
automatic sense selection by placing a distribution
on c, describing the prior probability of each possi-
ble topic path. In the WN case, this amounts to fix-
ing the set of concepts to which a labeled attribute
set can attach (e.g. restricting it to a semantically
similar subset) and assigning a probability to each
(e.g. using the relative WN concept frequencies).
The probability for each sense attachment cd is now

p(cd|w, c−d, z) ∝ p(wd|c,w−d, z)p(cd|c−d),

i.e. the complete conditionals for sense selection.
p(cd|c−d) is the conditional probability for at-
taching document d at cd (e.g. simply the prior
p(cd|c−d)

def= p(cd) in the WN case) and
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where n̄(w)
cd,l is the number of w assigned to topic cd,l

including those in document d. Sense selection is an
issue when using WN because a single class label
may be found in many different synsets (for exam-
ple, the class books might attach to any one of 15
different synsets in WN).

3.4 Nested Chinese Restaurant Process
In the final model, LDA is extended hierarchically to
infer arbitrary fixed-depth tree structures from data.
Each node in the tree corresponds to a topic with an
arbitrary number of subtopics, distributed according
to a Dirichlet Process (Ferguson, 1973). Due to its
recursive structure, the underlying model is called
the nested Chinese Restaurant Process (nCRP) (Blei
et al., 2003a). The model in Equation 1 is extended
with cd|γ ∼ nCRP(γ), d ∈ 1 . . . D i.e. topic paths
are drawn from an nCRP. The total number of possi-
ble attachment points for a given labeled attribute set
d is the number of nodes in the tree with d removed
(sampling a leaf adds d to that complete path and
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• Why hLDA:

• Semantically distinct attribute distributions

• Extensible to more complex structure

Generative process
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(1) Attribute re-ranking / noise-filtering / 
smoothing precision

(2) Concept assignment precision (determining 
the right degree of specificity)

Empirical evaluation

baseline:  propagate attributes up the tree
(Paşca AAAI 2008)

models span 380 annotated concepts on average.

4.3 Constructing Ranked Lists of Attributes
Given an inferred model, there are several ways to
construct ranked lists of attributes:
Per-Node Distribution: In fsLDA and ssLDA,
attribute rankings can be constructed directly for
each WN concept c, by computing the likelihood
of attribute w attaching to c, L(c|w) = p(w|c) av-
eraged over all Gibbs samples (discarding a fixed
number of samples for burn-in). Since c’s attribute
distribution is not dependent on the distributions
of its children, the resulting distribution is biased
towards more specific attributes.
Class-Entropy (CE): In all models, the inferred
latent annotated concepts can be used to smooth
the attribute rankings for each labeled attribute set.
Each sample from the posterior is composed of
two components: (1) a multinomial distribution
over a set of WN nodes, p(c|wd, α) for each at-
tribute set wd, where the (discrete) values of c are
WN concepts, and (2) a multinomial distribution
over attributes p(w|c, η) for each WN concept c.
To compute an attribute ranking for wd, we have

p(w|wd) =
�

c

p(w|c, η)p(c|wd, α).

Given this new ranking for each attribute set, we
can compute new rankings for each WN concept
c by averaging again over all the wd that appear
as (possible indirect) descendants of c. Thus, this
method uses LDA to first perform reranking on the
raw extractions before applying the baseline ontol-
ogy induction procedure (§ 4.2).6

CE ranking exhibits a “conservation of entropy”
effect, whereby the proportion of general to spe-
cific attributes in each attribute set wd remains the
same in the posterior. If set A contains 10 specific
attributes and 30 generic ones, then the latter will
be favored over the former in the resulting distri-
bution 3 to 1. Conservation of entropy is a strong
assumption, and in particular it hinders improving
the specificity of attribute rankings.
Class-Entropy+Prior: The LDA-based models
do not inherently make use of any ranking infor-
mation contained in the original extractions. How-
ever, such information can be incorporated in the
form of a prior. The final ranking method com-
bines CE with an exponential prior over the at-
tribute rank in the baseline extraction. For each
attribute set, we compute the probability of each

6One simple extension is to run LDA again on the CE
ranked output, yielding an iterative procedure; however, this
was not found to significantly affect precision.

attribute p(w|wd) = plda(w|wd)pbase(w|wd), as-
suming a parametric form for pbase(w|wd)

def=
θr(w,wd). Here, r(w,wd) is the rank of w in at-
tribute set d. In all experiments reported, θ=0.9.

4.4 Evaluating Attribute Attachment
For the WN-based models, in addition to mea-
suring the average precision of the reranked at-
tributes, it is also useful to evaluate the assign-
ment of attributes to WN concepts. For this eval-
uation, human annotators were asked to determine
the most appropriate WN synset(s) for a set of gold
attributes, taking into account polysemous usage.
For each model, ranked lists of possible concept
assignments C(w) are generated for each attribute
w, using L(c|w) for ranking. The accuracy of a list
C(w) for an attribute w is measured by a scoring
metric that corresponds to a modification (Paşca
and Alfonseca, 2009) of the mean reciprocal rank
score (Voorhees and Tice, 2000):

DRR = max
1

rank(c)× (1 + PathToGold)

where rank(c) is the rank (from 1 up to 10) of a
concept c in C(w), and PathToGold is the length
of the minimum path along Is-A edges in the con-
ceptual hierarchies between the concept c, on one
hand, and any of the gold-standard concepts man-
ually identified for the attribute w, on the other
hand. The length PathToGold is 0, if the returned
concept is the same as the gold-standard concept.
Conversely, a gold-standard attribute receives no
credit (that is, DRR is 0) if no path is found in
the hierarchies between the top 10 concepts of
C(w) and any of the gold-standard concepts, or if
C(w) is empty. The overalll precision of a given
model is the average of the DRR scores of individ-
ual attributes, computed over the gold assignment
set (Paşca and Alfonseca, 2009).

5 Results

5.1 Attribute Precision
Precision was manually evaluated relative to 23
concepts chosen for broad coverage.7 Table 1
shows precision at n and the Mean Average Preci-
sion (MAP); In all LDA-based models, the Bayes
average posterior is taken over all Gibbs samples

7(Precision evaluation) Attributes were hand annotated
using the procedure in (Paşca and Van Durme, 2008) and nu-
merical precision scores (1.0 for vital, 0.5 for okay and 0.0 for
incorrect) were assigned for the top 50 attributes per concept.
25 reference concepts were originally chosen, but 2 were not
populated with attributes in any method, and hence were ex-
cluded from the comparison.
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and Alfonseca, 2009) of the mean reciprocal rank
score (Voorhees and Tice, 2000):

DRR = max
1

rank(c)× (1 + PathToGold)

where rank(c) is the rank (from 1 up to 10) of a
concept c in C(w), and PathToGold is the length
of the minimum path along Is-A edges in the con-
ceptual hierarchies between the concept c, on one
hand, and any of the gold-standard concepts man-
ually identified for the attribute w, on the other
hand. The length PathToGold is 0, if the returned
concept is the same as the gold-standard concept.
Conversely, a gold-standard attribute receives no
credit (that is, DRR is 0) if no path is found in
the hierarchies between the top 10 concepts of
C(w) and any of the gold-standard concepts, or if
C(w) is empty. The overalll precision of a given
model is the average of the DRR scores of individ-
ual attributes, computed over the gold assignment
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C(w) is empty. The overalll precision of a given
model is the average of the DRR scores of individ-
ual attributes, computed over the gold assignment
set (Paşca and Alfonseca, 2009).

5 Results

5.1 Attribute Precision
Precision was manually evaluated relative to 23
concepts chosen for broad coverage.7 Table 1
shows precision at n and the Mean Average Preci-
sion (MAP); In all LDA-based models, the Bayes
average posterior is taken over all Gibbs samples

7(Precision evaluation) Attributes were hand annotated
using the procedure in (Paşca and Van Durme, 2008) and nu-
merical precision scores (1.0 for vital, 0.5 for okay and 0.0 for
incorrect) were assigned for the top 50 attributes per concept.
25 reference concepts were originally chosen, but 2 were not
populated with attributes in any method, and hence were ex-
cluded from the comparison.

models span 380 annotated concepts on average.

4.3 Constructing Ranked Lists of Attributes
Given an inferred model, there are several ways to
construct ranked lists of attributes:
Per-Node Distribution: In fsLDA and ssLDA,
attribute rankings can be constructed directly for
each WN concept c, by computing the likelihood
of attribute w attaching to c, L(c|w) = p(w|c) av-
eraged over all Gibbs samples (discarding a fixed
number of samples for burn-in). Since c’s attribute
distribution is not dependent on the distributions
of its children, the resulting distribution is biased
towards more specific attributes.
Class-Entropy (CE): In all models, the inferred
latent annotated concepts can be used to smooth
the attribute rankings for each labeled attribute set.
Each sample from the posterior is composed of
two components: (1) a multinomial distribution
over a set of WN nodes, p(c|wd, α) for each at-
tribute set wd, where the (discrete) values of c are
WN concepts, and (2) a multinomial distribution
over attributes p(w|c, η) for each WN concept c.
To compute an attribute ranking for wd, we have

p(w|wd) =
�

c

p(w|c, η)p(c|wd, α).

Given this new ranking for each attribute set, we
can compute new rankings for each WN concept
c by averaging again over all the wd that appear
as (possible indirect) descendants of c. Thus, this
method uses LDA to first perform reranking on the
raw extractions before applying the baseline ontol-
ogy induction procedure (§ 4.2).6

CE ranking exhibits a “conservation of entropy”
effect, whereby the proportion of general to spe-
cific attributes in each attribute set wd remains the
same in the posterior. If set A contains 10 specific
attributes and 30 generic ones, then the latter will
be favored over the former in the resulting distri-
bution 3 to 1. Conservation of entropy is a strong
assumption, and in particular it hinders improving
the specificity of attribute rankings.
Class-Entropy+Prior: The LDA-based models
do not inherently make use of any ranking infor-
mation contained in the original extractions. How-
ever, such information can be incorporated in the
form of a prior. The final ranking method com-
bines CE with an exponential prior over the at-
tribute rank in the baseline extraction. For each
attribute set, we compute the probability of each

6One simple extension is to run LDA again on the CE
ranked output, yielding an iterative procedure; however, this
was not found to significantly affect precision.

attribute p(w|wd) = plda(w|wd)pbase(w|wd), as-
suming a parametric form for pbase(w|wd)

def=
θr(w,wd). Here, r(w,wd) is the rank of w in at-
tribute set d. In all experiments reported, θ=0.9.

4.4 Evaluating Attribute Attachment
For the WN-based models, in addition to mea-
suring the average precision of the reranked at-
tributes, it is also useful to evaluate the assign-
ment of attributes to WN concepts. For this eval-
uation, human annotators were asked to determine
the most appropriate WN synset(s) for a set of gold
attributes, taking into account polysemous usage.
For each model, ranked lists of possible concept
assignments C(w) are generated for each attribute
w, using L(c|w) for ranking. The accuracy of a list
C(w) for an attribute w is measured by a scoring
metric that corresponds to a modification (Paşca
and Alfonseca, 2009) of the mean reciprocal rank
score (Voorhees and Tice, 2000):

DRR = max
1

rank(c)× (1 + PathToGold)

where rank(c) is the rank (from 1 up to 10) of a
concept c in C(w), and PathToGold is the length
of the minimum path along Is-A edges in the con-
ceptual hierarchies between the concept c, on one
hand, and any of the gold-standard concepts man-
ually identified for the attribute w, on the other
hand. The length PathToGold is 0, if the returned
concept is the same as the gold-standard concept.
Conversely, a gold-standard attribute receives no
credit (that is, DRR is 0) if no path is found in
the hierarchies between the top 10 concepts of
C(w) and any of the gold-standard concepts, or if
C(w) is empty. The overalll precision of a given
model is the average of the DRR scores of individ-
ual attributes, computed over the gold assignment
set (Paşca and Alfonseca, 2009).

5 Results

5.1 Attribute Precision
Precision was manually evaluated relative to 23
concepts chosen for broad coverage.7 Table 1
shows precision at n and the Mean Average Preci-
sion (MAP); In all LDA-based models, the Bayes
average posterior is taken over all Gibbs samples

7(Precision evaluation) Attributes were hand annotated
using the procedure in (Paşca and Van Durme, 2008) and nu-
merical precision scores (1.0 for vital, 0.5 for okay and 0.0 for
incorrect) were assigned for the top 50 attributes per concept.
25 reference concepts were originally chosen, but 2 were not
populated with attributes in any method, and hence were ex-
cluded from the comparison.
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Results: re-ranked attribute precision

• Precision scores from human raters

• hLDA smoothing significantly improves precision over 
ranked baseline
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Results: concept assignment precision

models span 380 annotated concepts on average.

4.3 Constructing Ranked Lists of Attributes
Given an inferred model, there are several ways to
construct ranked lists of attributes:
Per-Node Distribution: In fsLDA and ssLDA,
attribute rankings can be constructed directly for
each WN concept c, by computing the likelihood
of attribute w attaching to c, L(c|w) = p(w|c) av-
eraged over all Gibbs samples (discarding a fixed
number of samples for burn-in). Since c’s attribute
distribution is not dependent on the distributions
of its children, the resulting distribution is biased
towards more specific attributes.
Class-Entropy (CE): In all models, the inferred
latent annotated concepts can be used to smooth
the attribute rankings for each labeled attribute set.
Each sample from the posterior is composed of
two components: (1) a multinomial distribution
over a set of WN nodes, p(c|wd, α) for each at-
tribute set wd, where the (discrete) values of c are
WN concepts, and (2) a multinomial distribution
over attributes p(w|c, η) for each WN concept c.
To compute an attribute ranking for wd, we have

p(w|wd) =
�

c

p(w|c, η)p(c|wd, α).

Given this new ranking for each attribute set, we
can compute new rankings for each WN concept
c by averaging again over all the wd that appear
as (possible indirect) descendants of c. Thus, this
method uses LDA to first perform reranking on the
raw extractions before applying the baseline ontol-
ogy induction procedure (§ 4.2).6

CE ranking exhibits a “conservation of entropy”
effect, whereby the proportion of general to spe-
cific attributes in each attribute set wd remains the
same in the posterior. If set A contains 10 specific
attributes and 30 generic ones, then the latter will
be favored over the former in the resulting distri-
bution 3 to 1. Conservation of entropy is a strong
assumption, and in particular it hinders improving
the specificity of attribute rankings.
Class-Entropy+Prior: The LDA-based models
do not inherently make use of any ranking infor-
mation contained in the original extractions. How-
ever, such information can be incorporated in the
form of a prior. The final ranking method com-
bines CE with an exponential prior over the at-
tribute rank in the baseline extraction. For each
attribute set, we compute the probability of each

6One simple extension is to run LDA again on the CE
ranked output, yielding an iterative procedure; however, this
was not found to significantly affect precision.

attribute p(w|wd) = plda(w|wd)pbase(w|wd), as-
suming a parametric form for pbase(w|wd)

def=
θr(w,wd). Here, r(w,wd) is the rank of w in at-
tribute set d. In all experiments reported, θ=0.9.

4.4 Evaluating Attribute Attachment
For the WN-based models, in addition to mea-
suring the average precision of the reranked at-
tributes, it is also useful to evaluate the assign-
ment of attributes to WN concepts. For this eval-
uation, human annotators were asked to determine
the most appropriate WN synset(s) for a set of gold
attributes, taking into account polysemous usage.
For each model, ranked lists of possible concept
assignments C(w) are generated for each attribute
w, using L(c|w) for ranking. The accuracy of a list
C(w) for an attribute w is measured by a scoring
metric that corresponds to a modification (Paşca
and Alfonseca, 2009) of the mean reciprocal rank
score (Voorhees and Tice, 2000):

DRR = max
1

rank(c)× (1 + PathToGold)

where rank(c) is the rank (from 1 up to 10) of a
concept c in C(w), and PathToGold is the length
of the minimum path along Is-A edges in the con-
ceptual hierarchies between the concept c, on one
hand, and any of the gold-standard concepts man-
ually identified for the attribute w, on the other
hand. The length PathToGold is 0, if the returned
concept is the same as the gold-standard concept.
Conversely, a gold-standard attribute receives no
credit (that is, DRR is 0) if no path is found in
the hierarchies between the top 10 concepts of
C(w) and any of the gold-standard concepts, or if
C(w) is empty. The overalll precision of a given
model is the average of the DRR scores of individ-
ual attributes, computed over the gold assignment
set (Paşca and Alfonseca, 2009).

5 Results

5.1 Attribute Precision
Precision was manually evaluated relative to 23
concepts chosen for broad coverage.7 Table 1
shows precision at n and the Mean Average Preci-
sion (MAP); In all LDA-based models, the Bayes
average posterior is taken over all Gibbs samples

7(Precision evaluation) Attributes were hand annotated
using the procedure in (Paşca and Van Durme, 2008) and nu-
merical precision scores (1.0 for vital, 0.5 for okay and 0.0 for
incorrect) were assigned for the top 50 attributes per concept.
25 reference concepts were originally chosen, but 2 were not
populated with attributes in any method, and hence were ex-
cluded from the comparison.
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• DRR measures how far each attribute is from its optimal WN node.

• e.g., should “scientific name” be attached to “organism” or “living 
thing”

• Gold set is constructed by asking raters to give attributes for WN 
nodes
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entity physical entity

bollywood

actors

actor

new wallpapers

upcoming movies

baby pictures

latest wallpapers

performer

filmography

new movies

schedule

new pictures

new pics

entertainer
hairstyle

hairstyles

music videos

songs

new pictures

sexy pictures

person

bio

autobiography

childhood

bibliography

accomplishments

timeline

organismcausal agent

living thing photos

taxonomy

scientific name

reproduction

life cycle

habitat

wholeobject

history

pictures

images

picture

photos

timeline

renaissance 

painters

painter

influenced

impressionist

the life

's paintings

style of

watercolor

artist

self portrait

paintings

famous works

self portraits

painting techniques

famous paintings

creator

parasites

parasite

pathogen

phobia

mortality rate

symptoms

treatment

influences

artwork

style

work

art

technique
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entity physical entity

causal agent

history

pictures

images

picture

photos

timeline

drug

danger

half life

ingredients

side effects

withdrawal symptoms

sexual side effects

agent

pharmacokinetics

mechanism of action

long term effects

pharmacology

contraindications

mode of action

substance

matter
chemistry

ingredients

chemical structure

dangers

chemical formula

msds

liquors

liquordrink mixes

apparitions

pitchers

existence

fantasy art

alcohol

carbohydrates

carbs

calories

alcohol content

pronunciation

glass

beveragedrug of abuse
sugar content

alcohol content

caffeine content

serving temperature

alcohol percentage

shelf life

liquid

food

advertisements

sugar content

adverts

brand

nutrition information

storage temperature

shelf life

nutritional facts

nutrition information

flavors

nutrition

nutritional information

fluid

recepies

gift baskets

receipes

rdi

daily allowance

fondue recipes

substance

density

uses

physical properties

melting point

chemical properties

chemical structure

red wines

wine

grape

vintage chart

grapes

city

food pairings

cheese
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entity physical entity object

history

pictures

images

picture

photos

timeline

european

countries

European

 country
recreation

national costume

prime minister

political parties

royal family

national parks

country
state codes

zipcodes

country profile

currencies

national anthem

telephone codes

administrative

 district

sights

weather forecast

culture

tourist spots

state map

district

traditional dress

per capita income

tourist spot

cuisine

folk dances

industrial policy

region

population

nightlife

street map

temperature

location
climate

tourist attractions

geography

weather

tourism

economy

london

boroughs

boroughregistry office

school term dates

local history

renault

citizens advice bureau

leisure centres

ancient cities

city
port

cost of living

canadian embassy

city

air pollution

cheap hotels

municipality
sightseeing

weather forecast

tourist guide

american school

zoo

hospitals

•

•

•
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Multi-Prototype Models
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• Represent “meaning” as a point in some high-dimensional 
space

• Word relatedness correlates with some distance metric

• Attributional: Almuhareb and Poesio (2004), Bullinaria and 
Levy (2007), Erk (2007), Griffiths et al. (2007), Landauer and 
Dumais (1997), Padó and Lapata (2007), Sahlgren (2006), 
Schütze (1997)

• Relational: Moldovan (2006), Pantel and Pennacchiotti (2006), 
Turney (2006)

Vector Space Lexical Semantics
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d

Ω =
club

bat
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yellowΩ =

d

club

bat
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club
disco

bat

Ω =

Tversky and Gati (1982), Griffiths et al. (2007)

bat disco

bat discoclub

“violates the triangle inequality”

• Any inner product space; e.g. “dense” semantic spaces like LSA
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club

disco

bat

Ω =

• Similar to unsupervised Word Sense Discovery, e.g. Pantel 
and Lin (2002), Schütze (1998),  Yarowsky (1995)

Using multiple prototypes
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club

disco

Ω =

bat
(instrument)

bat
(animal)

• Similar to unsupervised Word Sense Discovery, e.g. Pantel 
and Lin (2002), Schütze (1998),  Yarowsky (1995)

Using multiple prototypes
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disco

Ω =

bat
(instrument)

bat
(animal)

club
(instrument)

club
(location)

• Similar to unsupervised Word Sense Discovery, e.g. Pantel 
and Lin (2002), Schütze (1998),  Yarowsky (1995)

Using multiple prototypes
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Ω =

• Similar to unsupervised Word Sense Discovery, e.g. Pantel 
and Lin (2002), Schütze (1998),  Yarowsky (1995)

disco

bat
(instrument)

club
(instrument)

club
(location)

bat
(animal)

Using multiple prototypes
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Some practical benefits

• “Meaning” is a mixture over prototypes, capturing 
polysemy and thematic variation.

• Can exploit contextual information to refine word 
similarity computations:

• e.g., is “the bat flew out of the cave” similar to “the 
girls left the club” ?

• “Senses” are thematic and very fine-grained 

• e.g., the hurricane sense of position
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Single Prototype ↔ Multi-Prototype ↔ Exemplar

Ω =

bat
(animal)

bat
(instrument)

club
(instrument)

disco
(location)

club
(location)

• Find the centroid of the individual word occurrences

• Conflates senses
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Single Prototype ↔ Multi-Prototype ↔ Exemplar

Ω =

bat
(animal)

bat
(instrument)

club
(instrument)

disco
(location)

club
(location)

• Essentially just clustering word occurrences

• Doesn’t find lexicographic senses; captures contextual 
variance directly.
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bat
(instrument)

Single Prototype ↔ Multi-Prototype ↔ Exemplar

Ω =

bat
(animal) club

(instrument)
disco

(location)

club
(location)

• Just treat all occurrences as an ensemble representing 
meaning.

• Compute similarity as the average of the K most similar 
pairs.

• Heavily influenced by noise, but captures more structure

Erk (2007), Vandekerckhove et al. (2009)57
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• Choosing an embedding vector space: 

• features (unigram, bigram, collocation, dependency, ...)

• feature weighting (t-test, tf-idf, χ2, MI, ...)

• metric / inner product (cosine, Jaccard, KL, ...)

• The multi-prototype method is essentially agnostic to 
these implementation details

Feature Engineering / Weighting

Curran (2004)58
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• Choosing an embedding vector space: 

• features (unigram, bigram, collocation, dependency, ...)

• feature weighting (t-test, tf-idf, χ2, MI, ...)

• metric / inner product (cosine, Jaccard, KL, ...)

• The multi-prototype method is essentially agnostic to 
these implementation details

Feature Engineering / Weighting

Curran (2004)59
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• Wikipedia as the base textual corpus (2.8M articles, 2B 
words)

• Evaluation:

1. WordSim-353 collection (353 word pairs with ~15 human 
similarity judgements each) (Finkelstein et al. (2002)); using 
Spearman’s rank correlation ( Agirre et al. (2009))

2. Predicting related words; human raters from Amazon Mechanical 
Turk

Experimental setup
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Results: WordSim-353 Correlation

single prototype

exemplar

K=5

K=20

K=50

combined

ESA†

SVM＊

Oracle＊

0.5 0.75 1

Spearman’s ρ

†Gabrilovich and Markovitch (2007), ＊ Agirre et al. (2009)

multi-prototype{
combined approach, 
including the prototypes 
from multiple clusterings 
(2, 3, 5, 10, 20, 50)
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Feature pruning is really important

62
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Figure 3: Effects of feature pruning and representation on WS-353 correlation broken down across multi-prototype
representation size. In general tf-idf features are the most sensitive to pruning level, yielding the highest correlation for
moderate levels of pruning and significantly lower correlation than other representations without pruning. The optimal
amount of pruning varies with the number of prototypes used, with fewer features being optimal for more clusters.

5 Results

Basic results regarding feature pruning are summa-
rized in Table 1. For WS-353, we find that uni-
gram collocations perform the worst without prun-
ing (ρ=0.25 for multi-prototype and ρ=0.25 for
single prototype), followed by ESA (ρ=0.59), but
that with optimal pruning both methods perform
about the same (ρ=0.73 and ρ=0.74 respectively).
The unpruned multi-prototype approach does poorly
with tf-idf features because it amplifies feature noise
by partitioning the raw occurrences. When em-
ploying feature pruning, however, we find that un-
igram collocations outperform ESA and across a
wide range of pruning levels. Note that pruning
clearly helps in all three test cases and across a wide
range of settings for f (cf. Figure 3 and Figure 4).

For WN-Evocation, again we find significant ben-
efit to feature pruning in both the single-prototype
and multi-prototype case. The best correlation re-
sults are again obtained using pruned tf-idf with
multiple-prototypes (ρ=0.25 for controlled and
ρ=0.16 for Mechanical Turk), although t-test fea-
tures also perform well and benefit from pruning.

The optimal pruning cutoff depends on the fea-
ture weighting and number of prototypes (Figure 3)
as well as the feature representation (Figure 4). t-
test and χ2 features are most robust to feature noise
and perform well even with no pruning; tf-idf yields
the best results but is sensitive to the pruning param-
eter. As the number of increases, more pruning is
required to combat feature noise.
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Figure 4: Effects of feature pruning using ESA on WS-
353; more features are required to attain high correlation
compared to unigram collocations.

Figure 5 breaks down the similarity pairs into four
quantiles for each data set and then shows corre-
lation separately for each quantile. In general the
more polarized data quantiles (1 and 4) have higher
correlation, indicating that fine-grained distinctions
in semantic distance are easier for those sets. The
fact that the per-quantile correlation is significantly
lower than the full correlation e.g. in the human case
means that fine-grained ordering (within quantile) is
more difficult than coarse-grained (between quan-
tile). Feature pruning improves correlations in quan-
tiles 2–4 while reducing correlation in quantile 1.
This result is to be expected as more features are
necessary to make fine-grained distinctions between
dissimilar pairs.
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Figure 3: Effects of feature pruning and representation on WS-353 correlation broken down across multi-prototype
representation size. In general tf-idf features are the most sensitive to pruning level, yielding the highest correlation for
moderate levels of pruning and significantly lower correlation than other representations without pruning. The optimal
amount of pruning varies with the number of prototypes used, with fewer features being optimal for more clusters.

5 Results

Basic results regarding feature pruning are summa-
rized in Table 1. For WS-353, we find that uni-
gram collocations perform the worst without prun-
ing (ρ=0.25 for multi-prototype and ρ=0.25 for
single prototype), followed by ESA (ρ=0.59), but
that with optimal pruning both methods perform
about the same (ρ=0.73 and ρ=0.74 respectively).
The unpruned multi-prototype approach does poorly
with tf-idf features because it amplifies feature noise
by partitioning the raw occurrences. When em-
ploying feature pruning, however, we find that un-
igram collocations outperform ESA and across a
wide range of pruning levels. Note that pruning
clearly helps in all three test cases and across a wide
range of settings for f (cf. Figure 3 and Figure 4).

For WN-Evocation, again we find significant ben-
efit to feature pruning in both the single-prototype
and multi-prototype case. The best correlation re-
sults are again obtained using pruned tf-idf with
multiple-prototypes (ρ=0.25 for controlled and
ρ=0.16 for Mechanical Turk), although t-test fea-
tures also perform well and benefit from pruning.

The optimal pruning cutoff depends on the fea-
ture weighting and number of prototypes (Figure 3)
as well as the feature representation (Figure 4). t-
test and χ2 features are most robust to feature noise
and perform well even with no pruning; tf-idf yields
the best results but is sensitive to the pruning param-
eter. As the number of increases, more pruning is
required to combat feature noise.
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Figure 4: Effects of feature pruning using ESA on WS-
353; more features are required to attain high correlation
compared to unigram collocations.

Figure 5 breaks down the similarity pairs into four
quantiles for each data set and then shows corre-
lation separately for each quantile. In general the
more polarized data quantiles (1 and 4) have higher
correlation, indicating that fine-grained distinctions
in semantic distance are easier for those sets. The
fact that the per-quantile correlation is significantly
lower than the full correlation e.g. in the human case
means that fine-grained ordering (within quantile) is
more difficult than coarse-grained (between quan-
tile). Feature pruning improves correlations in quan-
tiles 2–4 while reducing correlation in quantile 1.
This result is to be expected as more features are
necessary to make fine-grained distinctions between
dissimilar pairs.

• Computed correlation over a number of different feature 
weightings with different amounts of pruning

• Pruning = cut out all but the top X features by weight from 
vector
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• Feature weighting and pruning is important

• The topic model work is basically feature 
re-weighting

• Can we use topic models more generally to 
perform feature selection?
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4. PROPOSED WORK

explored more; we expect pruning features after dimensionality reduction have a signifi-
cantly smaller impact.

4.2.2 Feature Weighting via Topic Models

Chapter 3 demonstrates the application of LDA to the problem of feature weighting. Using a
simple threshold, it is straightforward to apply the same methodology for feature selection
in the context of vector space lexical semantics. LDA weights features highly when they
are commonly found in coherent subsets of the data; such features can be considered sense-
specific, and LDA-based feature weighting would thus provide complementary information
to, e.g., feature weighting based on the t-test or χ2 criterion.

Although it is capable of identifying useful discriminative features, using the LDA like-
lihood for feature weighting fails for common, non-discriminative features such as stop-
words. When topic interpretability is desired, it is common to first remove stopwords, or
to employ an asymmetric Dirichlet prior over topic weights, leading to the formation of
a “stopword” topic [104]. However, neither of these approaches addresses the fact that
common words often simply have higher likelihood under LDA.

The rest of this section is develops a set of hybrid topic models that perform soft feature
selection explicitly, resulting in more robust clusterings.

4.2.3 Explicit Feature Selection via Topic Models

I propose a simple feature selective clustering method based on a two-component admixture
model, where a document’s features are drawn from either a data-dependent mixture model
or a single noise component. This model is similar structurally to the model proposed by
Law et al. [45]. However, instead of allocating entire feature dimensions between model
and noise components, assignment is done at the level of individual feature occurrences,
much like topic assignment in LDA. At a high level, this model can be seen as drawing a
document from a combination of a single prix-fixe option coupled with (data-independent)
à la carte choices1 (Figure 4.1).

Adopting the notation from §3.3.1, the prix-fixe topic model can be written as

ηd η0 Beta η0 d D, (noise prop)
φk β Dirichlet β k K, (clusters)

φnoise βnoise Dirichlet βnoise (noise)
θd α Dirichlet α d D, (cluster prop)
cd θd Mult θd d D, (cluster ind)

zi,d ηd Bernoulli ηd i wd , (noise ind)

wi,d φcd
, zi,d

Mult φnoise
zi,d 1

Mult φcd

otherwise

i wd , (words)

 

prix-fixe LDA

 

θ
z

α
D

w
 

w

β

!
K

noise

!

c

 η

 η0

 β

noise

where α and β are hyperparameters smoothing the per-document topic distributions and
per-cluster word distributions respectively, and η0 controls the uniformity of the cluster
weights.

Each document is drawn from a combination of a single cluster component indicated by
cd and the noise topic. Since the noise topic is shared across all documents, it can account

1Extension to a nonparametric fancy Chinese restaurant process is, of course, straightforward.
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Explicit feature selection via tiered clustering
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• Generalization of feature-selective clustering

• Uses topic modeling for “soft” feature selection
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Explicit feature selection via tiered clustering
clusters
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• Generalization of feature-selective clustering

• Uses topic modeling for “soft” feature selection
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Explicit feature selection via tiered clustering
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• Generalization of feature-selective clustering

• Uses topic modeling for “soft” feature selection
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• Really we don’t want pruning, we want multiple 
clusterings; modeling conditional feature noise

• Cross-cutting categorization in psychology 

• Remember: people use multiple categorization 
systems 

• (e.g. situational vs. taxonomic categorization of 
food)

From feature selection to multiple clustering

68

2010年7月17日土曜日



• Cross-cat structure finds coherent subsets of 
features 

• These feature subsets capture specific 
contextual generalization

• Each clustering implicitly defines a different 
relation latent in the data

Another hypothesis
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4.3. Multiple Clusterings via Feature Partitioning

all features

multiple views
(cross-cat)

multiple views &
shared features

feature selection

1

2

1

a

a
+

2

a
+

multiple views & 
feature selection

1

2

multiple views,
shared features &
feature selection

1

a

a
+

2

a
+

Figure 4.2: Progression of proposed feature selection and multi-view models. Horizontal

vectors indicate data; circled numbers and letters represent disparate views; greyed boxes

indicate features not present in that particular view; and vertical lines represent features

removed from all views. Clustering occures separately within each view. In the case of

shared feature views, features assigned to view (a) are present in all views.

the model, treating it as a random variable. Figures 4.2, 4.3, and 4.4 summarize the various

model combinations considered.

I first establish some notation and present the original cross-cat model.

• d 1 . . . D F -dimensional data vectors w w1, . . . ,wD .

• m 1 . . . M views defined by Z. View m is a binary vector specifying which

features are included in the mth clustering.

• k 1 . . . Km clusters in clustering m 1 . . . M , cm
k .

Define the unary factorial feature projection operator

Z ,m : RF R Z ,m 1 , (4.4)

mapping data vectors of dimension F to vectors with dimension equal to the number of

nonzero entries of the column-vector Z ,m (i.e. Z ,m 1). Let

λm def
j : j 1 . . . F , Z j,m 1 (4.5)

be the ordered indices of the nonzero entries of Z ,m and let Lm def
λm Z ,m 1 be the

number of nonzero entries. Then define

w Z ,m
def

wλm
1

, . . . , wλm
Lm , (4.6)

i.e. the projection of w onto the lower-dimensional subspace specified by the nonzero en-

tries of Z ,m. Finally w m
will be used as shorthand for w Z ,m when the view assign-

ment matrix Z is unambiguous.
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Building a cross-cutting categorization model

{data

{features

we’re going to
cluster these

70

• This is the clustering step in the multi-prototype model

• or, e.g. clustering concepts

2010年7月17日土曜日



Building a cross-cutting categorization model

• Cluster using only a subset of the available features

• More robust to feature correlation / noise

71

feature selective clustering
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Cross-cutting categorization

• Divide features among mutually-exclusive views; features 
in the same view highly covary  

• Each view captures a different way of clustering the data

cross-categorization / multiple views

72

1

2

E.g., (1) contains 
syntactic features 
and (2) contains 
topical features

or, e.g. (1) is  
occupations and 
(2) is locations
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E.g., (1) contains 
syntactic features 
and (2) contains 
topical features

or, e.g. (1) is  
occupations and 
(2) is locations

Cross-cutting categorization

• Divide data among views; 

• Remove features that fail to yield any consistent 
clustering of the data

feature selection + cross-categorization

73
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Cross-cat on the Dartmouth Health Atlas

Mansinghka et al. (2009)

• 4273 hospitals; 74 features including quality scores and 
spending measurements

• Each view captures a set of variables correlated with each 
other, decorrelated from the other views

74

Figure 2: Results from 50 samples on a dataset of animals and their features, similar to [2]. (left) The coassignment matrix
for dimensions, where cij = Pr[zi = zj ], i.e. the probability that dimensions i and j share a common cause (and therefore
are modeled by the same Dirichlet process mixture). Labels show the consensus dimension groups (probability > 0.75). These
reflect attributes that share a common cause and thus covary, while the remainder of the matrix captures correlations between these
discovered causes (e.g. mammals rarely have feathers or fly, ungulates are not predators, and so on). Each dimension group picks
out a different cross-cutting categorization of the rows (e.g. vertebrates, birds, canines, ...; not shown). (right) One sample of one
dimension group and its cross-cutting clustering, by habitat (air, land, and sea dwellers, plus outliers).
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Figure 3: Results on the Dartmouth Health Atlas, which contains 4273 hospitals by 74 variables, including quality scores and
various spending measurements. We analyzed the data (∼1 hour for convergence) with no preprocessing or missing data imputation.
Each box contains one consensus dimension group and the number of categories according to that group. In accordance with custom
statistical analyses [9], we find no causal dependence between quality of care, hospital capacity, and spending, though each kind of
measurement results in a different clustering of the hospitals. We also recover the cost structure of modern hospitals (e.g. increased
long term care causes increased ambulence costs, likely due to an increase in at-home mishaps). Standard clustering methods miss
most of this cross-cutting structure.
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Cross-cat on the Dartmouth Health Atlas

Mansinghka et al. (2009)

• No connection between quality of care, hospital size 
and spending. 

• Increases in long-term care causes increase ambulance 
costs (e.g. an at-home mishap)

• Clustering alone misses this cross-cutting structure

75
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Factorial feature allocation

• Some features might be useful in multiple views

• Cross-cat cannot capture such factorial structure
76

2

1

3

Z= 2

1

3

Z=

factorial feature allocation + feature selection

Z assigns 
features to 
views

2010年7月17日土曜日



Factorial feature and data allocation

• View-dependent outlier detection

• Certain data points might be outliers in certain 
views, but not in others

77

factorial feature allocation
+

factorial data allocation

2

1

3

Z=

U=

E.g., organizing animals 
taxonomically we might want 
to exclude “fictional ducks”, 
but organizing by physical 
characteristics we might 
include them.

factorial feature+data allocation
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What is this model good for?
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• Each view in Cross-cat characterizes a relation 
implicitly (i.e. a coherent set of dimensions capturing variance between 
objects)

• These relations are unlabeled, but go beyond 
simple “word relatedness” or “word similarity”

Open, implicit relation extraction via cross-cat

79
Banko and Etzioni (2008)
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4.7. Applications

[cf. 22]. In particular, identifying when it is possible to use a paraphrase, i.e. the particular
set of valid contexts its inherently a clustering problem, and only a small percentage of fea-
ture dimensions are actually relevant to the task, suggesting that feature partitioning would
be a powerful approach.

4.7.2 Hierarchical Cross-Categorization

Understanding the internal feature representations of concepts and how it comes to bear on
conceptual organization and pragmatics is important for computational linguistic tasks that
require a high degree of semantic knowledge: e.g. information retrieval, machine transla-
tion, and unsupervised semantic parsing. Since reported properties are cognitively salient
and discriminative, extracting them would be helpful for semantic search tasks such as
query disambiguation and user intent modeling. Furthermore, feature norms have been
used to understand the conceptual information people possess for the thematic roles of
verbs [23].

Combining hierarchical topic decompositions introduced in chapter 3 with cross-cat
yields a coherent framework for mixtures of overlapping ontologies. Current fixed ontol-
ogy models of conceptual organization such as WordNet cannot easily capture such phe-
nomena [81], although there is significant evidence for multiple organizational principles
in Wikipedia categories [79]; for example people are organized by their occupation (e.g.
American politicians), their location (e.g. People from Queens), or chronology (e.g. 1943
births). Likewise, most ducks can fly and quack but only fictional ducks appear in cartoons
or have nephews; does this mean fictional ducks can be blanched in water and air dried?
Accounting for the structure of such natural “tangled hierarchies,” or “folksonomies,” re-
quires significantly richer models.

I propose extending the cross-categorization model to latent hierarchical data, which
requires defining a consistent model of multiple overlapping local categorizations within a
larger hierarchical structure. Preliminary work on this model suggests that it better separates
attributes according to their usage domains. Practical applications include noise-filtering for
open-domain category and attribute extraction, as well as determining what terms/features
are most relevant to certain query modes.

Hierarchical cross-categorization would also benefit significantly from data partition-
ing, as one would not expect every feature view to be relevant to all concepts in Wikipedia.
Instead, organizational frames have a native level of generality over which they operate,
controlling what concepts are relevant to include.

4.7.3 Associative Anaphora Resolution

Associative anaphora3: are a type of bridging anaphora with the property that the anaphor
and its antecedent are not coreferent, e.g.,

1. Once she saw that all the tables ❀1 were taken and the bar ❀1 was crowded, she
left the restaurant 1 .

2. Shares of AAPL 2 closed at $241.19. Volatility ❀2 was below the 10-day moving
average.

3Also referred to as mereological anaphora, cf. Poesio et al. [73].

41

Application: Associative anaphora resolution

Charolles (1999),  Bunescu (2003), Poesio et al. (2004)
80
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• Automate the construction of DAG-structured 
ontologies (mixture of trees)

• Really want mixtures of local ontologies

Application: Hierarchical cross-categorization
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• Selectional preference of verbs, adjectives, etc

• Paraphrase acquisition

• Cross-lingual attribute extraction / property 
generation (are concept categorization systems conserved 
cross-culturally?)

• Twitter; accounting for rich topical tag structure

Other applications

82
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• Distributional lexical semantics models cannot 
adequately capture the richness of human 
concept organization.

• Cross-cutting categorization is a coherent, 
tractable framework for addressing this issue

• Can broaden the scope of applications for 
lexical semantics

๏ Didn’t touch on scalability, but yes, it is

Summary
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Thanks!
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Questions?
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