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Object Recognition

Can identify hundreds of categories of objects.

| M AG E N ET 14M |mages 22K classes [Deng et al. CVPR'09)]
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Visual Description
rg By . Berkeley LRCN [Donahue et al. cvPR'15]:

A brown bear standing on top of a lush green
field.

MSR Caption Bot [http://captionbot.ai/]s
A large brown bear walking through a forest.
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Novel Object Captioner (NOC)

We present Novel Object Captioner which can compose
descriptions of 100s of objects in context.

NOC (ours): Describe novel objects\
without paired image-caption data. |, An okapi standing in the

%
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Visual Classifiers. IMAGENET  — okapi

J

icti i . |n|t+ train i : ;
Existing captioners. | MSCOCO } A horse standing in the dirt.
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Insights

1. Need to recognize and describe objects
outside of image-caption datasets.




Insight 1: Train effectively on external sources
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Insights

2. Describe unseen objects that are similar to
objects seen in image-caption datasets.




Insight 2: Capture semantic similarity of words

IMAGENET




Insight 2: Capture semantic similarity of words
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Combine to form a Caption Model

Image-Text Loss
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Not different from existing caption models. Problem: Forgetting.
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Insights

3. Overcome “forgetting” since
pre-training alone is not sufficient.

[Catastrophic Forgetting in Neural Networks. Kirkpatrick et al. PNAS 2017]

11



Insight 3: Jointly train on multiple sources

I Image-Specific Loss 1 Image-Text Loss
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Novel Object Captioner (NOC) Model

Joint-Objective Loss

I Image-Specific Loss 1 Image-Text Loss
A\
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Visual Network

r

———————————

———————————

impala:0.86
green: 0.72

Network: VGG-16 with multi-label loss
[sigmoid cross-entropy loss]

Training Data: Unpaired image data
Output: Vector with activations

corresponding to scores for words in
the vocabulary.
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Language Model

Network: Single LSTM layer. Predict next word
W given previous words wo.t p(Wei | wo.i)

(Wglove)" : Shared weights with input embedding.

Training Data: Unannotated text data (BNC,
ukWac, Wikipedia, Gigaword)

Output: Vector with activations corresponding
to scores for words in the vocabulary.

____________
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Caption Network Network: Combine output of the visual and
text networks. (softmax + cross-entropy loss)

Image-Text Loss
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Caption Model

Training Data:
COCO images with
multiple labels

Y

bear, brown, field,
grassy, trees,
walking

Image-Text Loss
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Training Data:
Captions from
COCO

A brown bear
walking on a grassy
field next to trees
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NOC Model: Train simultaneously

Joint-Objective Loss

I Image-Specific Loss 1 Image-Text Loss
A\
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Evaluation

e Empirical: COCO held-out objects

o In-domain [Use images from COCO]
o QOut-of-domain [Use imagenet images for held-out concepts]
e Ablations

o Embedding & Joint training contribution

® |mageNet
O Quantitative

© Human Evaluation - Objects not in COCO
o Rare objects in COCO
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Evaluation

e Empirical: COCO held-out objects

o In-domain [Use images from COCO]

e Ablations

o Embedding & Joint training contribution

® |[mageNet

© Human Evaluation - Objects not in COCO
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Empirical Evaluation: COCO dataset In-Domain setting

/MSCOCO Unpaireom

Image Data

Elephant, Galloping,
Green, Grass

People, Playing, Ball,
R Field

Black, Train,
Tracks

Eat, Pizza

Kitchen,

Microwave /

/ MSCOCO Paired \

ae—Sentence Data

@ “An elephant galloping
in the green grass”

”Two people playing
ball in a field”

”A black train stopped
on the tracks”

”Someone is about to
eat some pizza”

”A kitchen counter with

/MSCOCO Unpairech

Text Data

”An elephant galloping in the
green grass”

”Two people playing ball in a
field”

”A black train stopped on the
tracks”

”Someone is about to eat some
pizza”

7”

a microwave on it”

A microwave is sitting on top of a
/ k kitchen counter ” /
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Empirical Evaluation: COCO heldout dataset

/MSCOCO Unpaireom

Image Data
S  Flephant, Galloping,
Green, Grass

People, Playing, Ball,
R Field

Black, Train,
Tracks

Pizza

- Microwave

/ MSCOCO Paired \

Image-Sentence Data

@ “An elephant galloping
in the green grass”

”Two people playing
ball in a field”

”A black train stopped
on the tracks”

”Someone is about Q
eat some pizza”

”A kitchen counter with

/MSCOCO Unpairech

Text Data

”An elephant galloping in the
green grass”

”Two people playing ball in a
field”

”A black train stopped on the
tracks”

”A white plate topped with cheesy
pizza and toppings.”

”

a microwave on it”

—/

Held-out

/ A white refrigerator, stove, oven
vish washer and microwavey
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Empirical Evaluation: COGO

/MSCOCO Unpaireom

Image Data

Two, elephants,
Path, walking

Baseball, batting,
boy, swinging

Black, Train,
Tracks

Pizza

- Microwave

/ MSCOCO Paired \

ae—Sentence Data

@ “An elephant galloping
in the green grass”

”Two people playing
ball in a field”

”A black train stopped
on the tracks”

/MSCOCO Unpairech

Text Data
”A small elephant standing on top
of a dirt field”

”A hitter swinging his bat to hit
the ball”

”A black train stopped on the
tracks”

”A white plate topped with cheesy
pizza and toppings.”

”

/

e CNN is pre-trained on ImageNet

A white refrigerator, stove, oven
Qish washer and microwavey




Empirical Evaluation: Metrics

F1 (Utility): Ability to recognize and
incorporate new words.

(Is the word/object mentioned in the
caption?)

METEOR: Fluency and sentence quality.
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Empirical Evaluation: Baselines

B LRCN[1]
m DCC [2] (No Transfer)
DCC [2]

LRCN [1]: Does not caption novel objects. | NOC (Ours)

DCC [2] : Copies parameters for the novel
object from a similar object seen
in training. (also not end-to-end)

[1] J. Donahue, L.A. Hendricks, S. Guadarrama, M. Rohrbach, S. Venugopalan, K. Saenko, T. Darrell. CVPR’15
[2] L.A. Hendricks, S. Venugopalan, M. Rohrbach, R. Mooney, K. Saenko, T. Darrell CVPR’16 25



Empirical Evaluation: Results

48.79 W LRCN[1]
W DCC [2] (No Transfer)
m Dcc (2]
I I NOC (Ours)
0.00 0.00 i
F1 (Utility) METEOR

F1 (Utility) METEOR (Fluency)

[1] J. Donahue, L.A. Hendricks, S. Guadarrama, M. Rohrbach, S. Venugopalan, K. Saenko, T. Darrell. CVPR’15
[2] L.A. Hendricks, S. Venugopalan, M. Rohrbach, R. Mooney, K. Saenko, T. Darrell CVPR’16
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Ablations

Evaluated on held-out
COCO objects.
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Ablation: Language Embedding

Language Embedding

W METEOR
W F
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Ablation: Freeze CNN after pre-training

Language Embedding

&

. MSCOCO

IMJAGENET

[Catastrophic forgetting in Neural Networks Kirkpatrick et al. PNAS 2017]

W METEOR

W F
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Ablation: Joint Training

W METEOR
W F

Language Embedding

————— r_———

IMZGENET 9 wscoco

Joint Training
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ImageNet: Human Evaluations

e ImageNet: 638 object classes not mentioned in COCO

NOC can describe 582 object classes
(60% more objects than prior work)
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ImageNet: Human Evaluations

e ImageNet: 638 object classes not mentioned in COCO

e Word Incorporation: \Which model incorporates the
word (name of the object) in the sentence better?

e Image Description: Which sentence (model) describes
the image better?

32



ImageNet: Human Evaluations

Word Incorporation

Image Description
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Qualitative Evaluation: ImageNet

Instruments

Land Animals

A man holding a banjo
in a park.

' S . T CENg

A okapi is in the grass
with a okapi.

A large chime hanging
on a metal pole

A small brown and white

@k&ﬂ is standing in a ﬁelcl/

Vehicles

Household

L i ' -J' e
A snowplow truck driving A group of people standing
down a snowy road. around a large white warship.

A large metal candelabra A black and white photo of a
next to a wall. corkscrew and a corkscrew.
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Birds

Water Animals

Qualitative Evaluation: ImageNet

A small pheasant is
standing in a field.

A osprey flying over a
large grassy area.

A humpback is flying over
a large body of water.

A man is standing on a
beach holding a snapper.

Outdoors

A large glacier with a

mountain in the background.

Misc

A table with a cauldron
in the dark.

A group of people are
sitting in a baobab.

A woman is posing for a

@ture with a chiffon dress.
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Qualitative Examples: Errors

Balaclava (n02776825) Error: Repetition
NOC: A balaclava black and white photo of a man in a balaclava.

Sunglass (n04355933) Error: Grammar
NOC: A sunglass mirror reflection of a mirror in a mirror.

f Gymnast (n10153594) Error: Gender, Hallucination
W |_| NOC: Aman gymnast in a blue shirt doing a trick on a skateboard.

§ Cougar (n02125311) Error: Description
NOC: A cougar with a cougar in its mouth.

—
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Novel Object Captioner - Take away

Semantic embeddings and joint training to caption 100s of objects.

————————

) =/

middle of a field.

-

)

IMAGENET & wscoco

A okapi standing in the
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MODEL
Share netwark parameters and train jointly on multiple data spurces and with d if ferent objectives.

GoaLs

Existing vieual clissifiers can recognize hun dreds of cat-
eparies of objects. Canowe describe these abjeck in con-

text without paired image-cap on training d ata? Joint-Objectve Loas
[ oS n
by
Embad Embad (Wane?
Vi propase Novel Object Ca ptioner which @n describe o
sibjects unseon in pained image-aption dat. iy @
NOC KeY INSIGHTS el LETM [ pewmeies
Train jointly on multiple data sources. m
IMSAGEMNET .MSCOCO
Images with Labeks Inages and Caplions
Siganoid Gross-entrp y Loss Log-Fkelihond fsoflman cross-esilropy) Log- Heelibood

TRAINING DATA
ity ! 5
[ In-Domain: COCO

1. Leam from unpaired data Train viual CNN
an unpaired image dats, and an [STM Language bear, brown, field,
grassy, trees,
walking
Out of domain:
1M EN

In-Domain: COCO
A brown bear
walking on a grassy
field next to trees
Out of domain:

Model on unannotated text dat.

2. Capture semantic similarity of wards in the lan-
guzge model using dense ward embeddings.

3. Train jointly to describe novel abjects. A vi-
sual recognition CNN, a langusge madel, and an Uifwac' ,BNC'
image-caption madel [1] are trained jointly on dif- Wikipedia. .
feremt diata sources with shared pars meters. WIKIPEDIA
impala  dapi dress :
EVALUATION
W bl ourt a subset of data fram OO0 2] REsULTS
1. COCO Held-oul datasst
ImageNet
W oot
 NOC (Ders)

COCO Image Data OC0 Image-Caption Data coco [hﬂlll i]llt)
. ™ LRCN
Bephave, Galoping, “dn ok phant gafapng
. raar, G ! it the g qra i DCE [ (Mo Teamher)
Paaple, Pinying, Ty pecle piaving w ecciy
Eall Faell Gl i a freld” o MO (Dur
Pt v dd 4 dn.:du
e e Ry
2 |IMAGE! [
8 categorics from Image Not not mentioned in C0C0. voa 0o |
52 chsses with rre mentions (med -5 imagest in COCCE

F1 {Litility)- Ability o n\-q,mm.md incorporate new wards.  METEOR: Fuency and senieas quality:

Captioning Images with Diverse Objects. @

=2017

IMAGENET HUMAN EvaL.

Word Incorpomation: Which mode]l meoorporates the
ward (name of the abject] in the sentence better?
Image Description: Which describes e image better?

o oo Inp opim

Intersection {both THOC and NOC can caption): NOC
maintins descriptive quality but captions more dbjects.

ExaMPLES
B
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Arren heddeg alycha A bl i with ksl
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CODE AND REFERENEES

M. Rubeback, B Masvay, K. 5
T Deml Dwp e
Dby Fuvedl ekt st
Project Page puad e data. b CVPR, 3016
http:/fvsubhashini.github. io/noc . html
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