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• NIST TREC 2010-2013: Ran tracks for the US National Institute of Standards & 

Technology (NIST) Text REtrieval Conference (TREC) 

• Tutorials: ACM SIGIR 2011-12 & WSDM 2011, SIAM Data Mining 2013

• Information Retrieval & Search

Neural Information Retrieval: At the End of the Early Years. IRJ 2018 

Efficient Test Collection Construction via Active Learning. arXiv 2018.

ArabicWeb16: A New Crawl for Today's Arabic Web. ACM SIGIR 2016.

•

Human Computation & Crowdsourcing (e.g., Human-in-the-loop)

Why Is That Relevant? Collecting Annotator Rationales for Relevance 

Judgments. AAAI HCOMP 2016.
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“The place where people & technology meet” 
~ Wobbrock et al., 2009

“iSchools” now exist at over 100 universities around the world

What’s an Information School?

http://dl.acm.org/citation.cfm?id=1572641


Human-centered Technology Design





Information & Computer Science

Integrated 5-Year Degree Program

Bachelors in CS + Masters in IS
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UT Austin “Moonshot” Project

Goal: design a future of AI & autonomous technologies 
that are beneficial — not detrimental — to society.

http://goodsystems.utexas.edu



Fact Checking with Search:
Misinfomation & 

Human-AI Partnerships
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Matt Lease (University of Texas at Austin)



“Truthiness” is not a new problem

“Truthiness is tearing apart our country... It used to be, 
everyone was entitled to their own opinion, but not their 
own facts. But that’s not the case anymore.”

– Stephen Colbert (Jan. 25, 2006)

“You furnish the pictures and I’ll furnish the war.” 
– William Randolph Hearst (Jan. 25, 1898)
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Information Literacy

National Information Literacy Awareness Month, 
US Presidential Proclamation, October 1, 2009. 

“Though we may know how to find the information 
we need, we must also know how to evaluate it. 
Over the past decade, we have seen a crisis of 
authenticity emerge. We now live in a world where 
anyone can publish an opinion or perspective, true 
or not, and have that opinion amplified…”

11Matt Lease (UT Austin)  •  Believe it or not: Designing a Human-AI Partnership for Mixed-Initiative Fact-Checking
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Automatic Fact Checking

13Matt Lease (UT Austin)  •  Believe it or not: Designing a Human-AI Partnership for Mixed-Initiative Fact-Checking



Matt Lease (University of Texas at Austin)

Design Challenge: How to interact with ML 
models?
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Matt Lease (University of Texas at Austin)

Brief Case Study: Facebook
(simpler case: journalist fact-checking)
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Matt Lease (University of Texas at Austin)

Tessa Lyons, a Facebook News Feed product manager: 
“…putting a strong image, like a red flag, next to an 
article may actually entrench deeply held beliefs —
the opposite effect to what we intended.” 
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Matt Lease (University of Texas at Austin)

AI & HCI for Misinformation

“A few classes in ‘use and users of information’ … could 
have helped social media platforms avoid the common 
pitfalls of the backfire effect in their fake news efforts 
and perhaps even avoided … mob rule, virality-based 
algorithmic prioritization in the first place.”

https://www.forbes.com/sites/kalevleetaru/

Monday, August 5, 2019
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https://www.forbes.com/sites/kalevleetaru/
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Want to get involved in research?

EUREKA: www.utexas.edu/research/eureka

• Take an Independent Study for credit

• Find a paid Undergraduate Research Assistant job

https://www.utexas.edu/research/eureka
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Automatic Fact-Checking

21Matt Lease (UT Austin)  •  Believe it or not: Designing a Human-AI Partnership for Mixed-Initiative Fact-Checking



Matt Lease (UT Austin)  •  Believe it or not: Designing a Human-AI Partnership for Mixed-Initiative Fact-Checking

Design Challenges

• Fair, Accountable, & Transparent (AI)

– Why trust “black box” classifier?

– How do we  reason about potential bias?

– Do people really only want to know “fact” vs. “fake”?

– How to integrate human knowledge/experience?

• Joint AI + Human Reasoning, Correct Errors, Personalization

• How to design strong Human + AI Partnerships?
– Horvitz, CHI’99: mixed-initiative design

– Dove et al., CHI’17 “Machine Learning As a Design Material”
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Demo!

Nguyen et al., UIST’18
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Web Search

Interfaces
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Simple Search Interface Refinements

• For “More results” requests, stores current 
ranked list with the user session and 
displays next set in the list.

• Integrates relevance feedback interaction 
with “radio buttons” for “NEUTRAL,” 
“GOOD,” and “BAD” in HTML form.
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Other Search Interface Refinements

• Highlight search terms in the displayed document.

– Provided in cached file on Google. 

• Allow for “advanced” search:

– Phrasal search (“..”)

– Mandatory terms (+)

– Negated term (-)

– Language preference

– Reverse link 

– Date preference

• Machine translation of pages.

http://www.google.com/


Web Search Example
Search suggestions

Query-biased summarization / 

snippet generation

Sponsored search

Search shortcuts

Vertical search (news, blog, image)



Web Search Example
Vertical search (local)

Spelling correction

Personalized search / social 

ranking 



Web Search Example



Web Search Example



Cross-Lingual IR

• 2/3 of the Web is in English

• About 50% of Web users do not use 

English as their primary language

• Many (maybe most) search applications 

have to deal with multiple languages

– monolingual search: search in one language, 

but with many possible languages

– cross-language search: search in multiple 

languages at the same time



Cross-Lingual IR

Ideal

• Let user express query in native language

• Search information in multiple languages

• Translate results into user’s native language



Vertical Search
• Aka/related: federated / distributed / specialty

• Searching the “Deep” web

• One-size-fits-all vs. niche search

– Query formulation, content, usability/presentation
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Clustering Results

• Group search results into coherent “clusters”:

– “microwave dish”

• One group of on food recipes or cookware.

• Another group on satellite TV reception.

– “Austin bats”

• One group on the local flying mammals.

• One group on the local hockey team.

• Northern Light used to group results into 
“folders” based on a pre-established categorization 
of pages (like DMOZ categories).

• Alternative is to dynamically cluster search results 
into groups of similar documents.

http://www.northernlight.com/


Other Visual Interfaces



Speech Queries are Longer

36
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User Query Length

• Users tend to enter short queries.

– Study in 1998 gave average length of 2.35 words.

• Evidence that queries are getting longer.



Spoken Search

Longer and more natural queries emerge given 

support for spoken input [Du and Crestiani’06]

See also: studies by Nick Belkin



• User queries from

• Analysis by [Bendersky and Croft’09]

Long / Verbose Web Queries

Mean Reciprocal Rank 
rank clicked vs. query Length



Spoken “Document” Retrieval



User <-> Search Engine Feedback Cycle

Query formulation reflects an ongoing dialog 

between users and search engines

• Users formulate queries for the search engine, based on a 

mental model of what it “understands”

• Search engines optimize their “understanding” for the

(most frequent) submitted queries 

• Individual session and long term, personal and aggregate

Result: query “language” is continually evolving 

“Handwriting 

recognition”



Verbosity and Complexity

• Complex information requires complex description

– Information theory [Shannon’51]

– Human discourse implicitly respects this [Grice’67]

• Simple searches easily expressed in keywords

– navigation: “alaska airlines”

– information: “american revolution”

• Verbosity naturally increases with complexity

– More specific information needs [Phan et al.’07]

– Iterative reformulation [Lau and Horvitz’99]



Blog Search



μ-Blog Search (e.g. Twitter) 



Book Search

• Find books or more focused results

• Detect / generate / link table of contents

• Classification: detect genre (e.g. for browsing)

• Detect related books, revised editions

• Challenges

– Variable scan quality, OCR accuracy

– Copyright

– Monetary model
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Other IR-Related Tasks

• Automated document categorization

• Information filtering (spam filtering)

• Information routing

• Automated document clustering

• Recommending information or products

• Information extraction

• Information integration

• Question answering



Dimensions of IR

Content Applications Tasks

Text Web search Ad hoc search

Images Vertical search Filtering

Video Enterprise search Classification

Scanned docs Desktop search Question 

answering

Audio Forum search

Music P2P search

Literature search

Some slides ©Addison Wesley, 2008



Routing / Filtering
• Given standing query, analyze new 

information as it arrives

– Input: all email, RSS feed or listserv, …

– Typically classification rather than ranking

– Simple example: Ham vs. spam

– Anomaly detection



Collaborative Search



Entity Search



Expertise Search



Question Answering & Focused Retrieval



Community QA



e-Discovery



Systematic Review is e-Discovery 
in Doctor’s Clothing

Joint work with 

SIGIR 2016 Workshop on Medical IR (MedIR)

Gordon V. Cormack (U. Waterloo) An Thanh Nguyen (U. Texas)

Thomas A. Trikalinos (Brown U.) Byron C. Wallace (U. Texas)









Hybrid Man-Machine Relevance Judging

• Systematic review (medicine) and e-Discovery 
(law / civil procedure) have traditionally relied 
on trusted doctors/lawyers for judging

• Automatic relevance classification is more 
efficient but less accurate

• Recent active learning work has investigated 
hybrid man-machine judging combinations

– e.g., TAR & TREC Legal Track, recent CLEF track

59
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Information Retrieval

and Web Search

Introduction
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Relevance

• Relevance is a subjective judgment and may 

include:

– Being on the proper subject.

– Being timely (recent information).

– Being authoritative (from a trusted source).

– Satisfying the goals of the user and his/her 

intended use of the information (information 

need).



Relevance

• What is it?

– Simplistic definition: A relevant document 
contains the information that a person was 
looking for when they submitted a query to the 
search engine

– Many factors influence a person’s decision 
about what is relevant: e.g., task, context, 
novelty, style

– Topical relevance vs. user relevance



Who and Where?



Modeling Relevance

• Ranking algorithms used in search engines

• Ranking is typically statistical and based on 
its observable properties rather than 
underlying linguistic properties

– i.e. counting simple text features such as words 
instead of inferring underlying linguistic syntax

– However, both kinds of features / evidence can 
be incorporated into a statistical model
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Keyword Search

• Simplest notion of relevance is that the 

query string appears verbatim in the 

document.

• Slightly less strict notion is that the words 

in the query appear frequently in the 

document, in any order (bag of words).
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Problems with Keywords

• May not retrieve relevant documents that 

include synonymous terms.

– “restaurant” vs. “café”

– “PRC” vs. “China”

• May retrieve irrelevant documents that 

include ambiguous terms.

– “bat” (baseball vs. mammal)

– “Apple” (company vs. fruit)

– “bit” (unit of data vs. act of eating)



Users and Information Needs

• Search evaluation is user-centered

• Keyword queries are often poor 

descriptions of actual information needs

• Interaction and context are important for 

inferring user intent

• Query refinement techniques such as 

query expansion, query suggestion, 

relevance feedback improve ranking



Query Disambiguation

• Given (typically terse like “apple”) query, infer 

possible underlying intents / needs / tasks

• With longer queries, detect key concepts 

and/or segment (e.g. “new york times square”)



More Applications…



Location-based Search





Content-based music search



Retrieving Information, not Documents



News Tracking (Living Stories)



Memetracker



“Hyper-local” Search



Recent IR History

• 2010’s

– Intelligent Personal Assistants

• Siri

• Cortana

• Google Now

• Alexa

– Complex Question Answering

• IBM Watson

– Distributional Semantics

– Deep Learning

78



Deep (a.k.a. Neural) IR

@mattlease



Growing Interest in “Deep” IR

• Success of Deep Learning (DL) in other fields

– Speech recognition, computer vision, & NLP

• Growing presence of DL in IR research

– e.g., SIGIR 2016 Keynote, Tutorial, & Workshop

• Adoption by industry

– Bloomberg: Google Turning Its Lucrative Web Search 
Over to AI Machines. October, 2015

– WIRED: AI is Transforming Google Search. 
The Rest of the Web is next. February, 2016.

80https://en.wikipedia.org/wiki/RankBrain

http://www.bloomberg.com/news/articles/2015-10-26/google-turning-its-lucrative-web-search-over-to-ai-machines
https://www.wired.com/2016/02/ai-is-changing-the-technology-behind-google-searches/
https://en.wikipedia.org/wiki/RankBrain


But Does IR Need Deep Learning?

• Chris Manning (Stanford)’s SIGIR Keynote: 
“I’m certain that deep learning will come 
to dominate SIGIR over the next couple of 
years... just like speech, vision, and NLP before it.”

• Despite great successes on short texts, longer texts 
typical of ad-hoc search remain more problematic, 
with only recent success (e.g., Guo et al., 2016)

• As Hang Li eloquently put it, “Does IR (Really) Need 
Deep Learning?” (SIGIR 2016 Neu-IR workshop)

81



Neural Information Retrieval: 
A Literature Review

Ye Zhang et al.
https://arxiv.org/abs/1611.06792

Posted 18 November, 2016 
82
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Word Embeddings

@mattlease



Traditional “one-hot” word encoding

Leads to famous term mismatch problem in IR

84slide courtesy of Richard Socher (Stanford)’s NAACL 

Tutorial



Distributional Representations

Define words by their co-occurrence signatures

85slide courtesy of Richard Socher (Stanford)’s NAACL 

Tutorial



“Early” Neural Word Embeddings

• word2vec (Mikolov et al., 2013) – sliding window
– CBOW:  predict center word given window context

– Skip-gram: predict context given center word

• See also: GloVe (Pennington et al., 2014)
86

deeplearning4j.org/

word2vec



Extending IR Models 
with Word Embeddings

@mattlease



Recent IR Work with Word Embeddings
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Ponte & Croft (2001): LM for IR

P(D|Q) = [ P(Q|D) P(D) ] / P(Q)

∝ P(Q|D) P(D)   for fixed query

∝ P(Q|D) assume uniform P(D)

P(Q|D) = ς𝑞 𝛼 ∗ 𝑃(𝑞|𝐷) + 1 − 𝛼 𝑃(𝑞|𝐶)

89



Berger & Lafferty (1999)

• IR as Statistical Translation

– Document d contains word w

– w is translated to observed query word q

90



GLM: Ganguly et al., SIGIR 2015
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GLM: Ganguly et al., SIGIR 2015
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NTLM: Zuccon et al., ACDS 2015
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DeepTR: Zheng & Callan, SIGIR 2015

• Supervised learning of effective term weights

– Like RegressionRank (Lease et al., ECIR 2009),  
(Lease, SIGIR 2009) but without feature engineering

• Represent each query term in context by 
avg. query embedding - term embedding
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Diaz, Mitra, & Craswell, ACL 2016

• Learn topical word embeddings at query-time

– New flavor of classic IR global vs. local  tradeoff

– Compare use of collection vs. external corpora

• No comparison to pseudo-relevance feedback

95



Cross-Lingual IR with 
Bilingual Word Embeddings

@mattlease
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BWESG: Vulic & Moens, SIGIR 2015
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Ye et al., ICSE 2016: Finding Bugs

• Given textual bug report (query), find 
software files needing to be fixed (documents)

– Saha, Lease, Khursid, Perry (ASE, 2013)

• Augment the Skip-gram model to predict all 
code tokens from each text word, and all text 
words from each code

• token

100



Going Deeper with Characters

“The dominant approach for many NLP tasks are recurrent neural networks, 
in particular LSTMs, and convolutional neural networks. However, these 
architectures are rather shallow in comparison to the deep convolutional 
networks which are very successful in computer vision. 

We present a new architecture for text processing which operates directly on 
the character level and uses only small convolutions and pooling operations. 
We are able to show that the performance of this model increases with the 
depth: using up to 29 convolutional layers, we report significant 
improvements over the state-of-the-art on several public text classification 
tasks. To the best of our knowledge, this is the first time that very deep 
convolutional nets have been applied to NLP.”
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Resources

@mattlease

http://deeplearning.net

http://deeplearning.net/


Neural IR Source Code Released
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Matt Lease (University of Texas at Austin)

Thank You!

Slides: 

slideshare.net/mattlease

Lab: ir.ischool.utexas.edu
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