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Short summary of our first paper:
  • In the paper, we introduce new proof systems for SAT solving.

Short summary of our second paper:
  • We show how two important proof systems for QBF are related.
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- A clause is a disjunction $l_1 \lor \cdots \lor l_n$ of literals.
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Example:

$$(a \lor \bar{b}) \land (c) \land (\bar{a} \lor \bar{c})$$
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**SAT:**

- Given a formula \( F \), does there exist an assignment that satisfies \( F \)?
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- In general, a proof is a string that certifies the unsatisfiability of a formula.
  - Proofs are efficiently (usually polynomial-time) checkable (but can be of exponential size with respect to a formula)
- Example: Resolution proofs
  - A resolution proof is a sequence $C_1, \ldots, C_n$ of clauses.
  - Every clause is either contained in the formula or derived from two earlier clauses via the resolution rule:
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- Different approach: Allow not only implied conclusions.
- Require only that the addition of facts preserves satisfiability.
- Reason also about the absence of facts.

This leads to interference-based proof systems.
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- **Interference-based proof systems** generalize traditional proof systems.

- An **interference-based proof** is a sequence of clauses.
  - **Idea**: The clauses are added to the initial formula step-by-step.
  - Added clauses need not be implied, but their addition must preserve satisfiability:
    - If the formula is satisfiable, then the formula obtained by adding the clause is also satisfiable.
    - If the (unsatisfiable) empty clause, $\emptyset$, can be added, then the original formula must be unsatisfiable.
      - The empty clause is unsatisfiable because it has no literal that could be true.
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- Set-propagation-redundant (SPR) clauses
- Literal-propagation-redundant (LPR) clauses

LPR clauses coincide with RAT.

SPR clauses strictly generalize RATs.

PR clauses strictly generalize SPR clauses.

The redundancy notions provide the basis for new proof systems.
New Landscape of Redundancy Notions

- SAT-EQ
- PR
- SPR
- LPR
- RAT
- RS
- SET
- BC
- EQ
- RUP
- S

- New

- Satisfiability equivalence

- Logical equivalence
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- Pigeon hole formulas have only exponential-size resolution proofs.
- If the addition of new variables via definitions is allowed, there are polynomial-size proofs.
  - So-called extended resolution proofs.

Our proofs do not require new variables.

- Search space of possible clauses is finite.
- Makes search for such clauses easier.
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We show that QRAT (the QBF generalization of DRAT) can polynomially simulate long-distance resolution.

We have an implementation and evaluation of the simulation.
Satisfiability of Quantified Boolean Formulas (QSAT)

“For every truth value of $x$, does there exist a truth value of $y$, such that . . .”

\[ \forall x \exists y \forall z \ (x \lor y) \land (\neg x \lor \neg y) \land (z \lor \neg z) \]
Satisfiability of Quantified Boolean Formulas (QSAT)

\[ \forall x \exists y \forall z \ (x \lor y) \land (\overline{x} \lor \overline{y}) \land (z \lor \overline{z}) \]
∀x∃y∀z (x ∨ y) ∧ (x ∨ y) ∧ (z ∨ z) ∧ (z ∨ z)
∀x∃y∀z (x ∨ y) ∧ (x ∨ y) ∧ (z ∨ z)
Satisfiability of Quantified Boolean Formulas (QSAT)

\[ \forall x \exists y \forall z \ (x \lor y) \land (\bar{x} \lor \bar{y}) \land (z \lor \bar{z}) \]
Satisfiability of Quantified Boolean Formulas (QSAT)

∀x∃y∀z (x ∨ y) ∧ (x ∨ ¬y) ∧ (z ∨ ¬z)
Satisfiability of Quantified Boolean Formulas (QSAT)

∀x∃y∀z (x ∨ y) ∧ (x ∨ y) ∧ (z ∨ z)
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- We implemented the procedure, the tool is called 1d2qrat.
  - Takes a long-distance proof in the so-called QPR format.
  - Outputs a QRAT proof.
  - Several optimizations to reduce proof size.
  - Resulting proofs are reasonably short.
- With the tool it is now possible to merge a QRAT proof of a preprocessor with a long-distance proof of a search-based solver.
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- Our simulation also gave insight for constructing short QRAT proofs by hand.
  - Formulas well-known for having short LQ-Res proofs but being hard for other proof systems: Kleine Büning formulas
  - We have hand-crafted QRAT proofs of these formulas that are shorter than the LQ-Res proofs.
New Proof-Complexity Landscape for QBF

- Open question: Can QRAT also simulate LQU\(^+\)-Res, a system that is stronger than LQ-Res?
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A Little Blocked Literal . . . : Conclusion

- We shed light on the relationship between LQ-Res and QRAT
  - LQ-Res is a popular system for QBF solving.
  - QRAT is the best system for QBF preprocessing.
- QRAT turns out to be stronger than LQ-Res.
- Our new tool allows to transform LQ-Res proofs into QRAT proofs.
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