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Abstract

Certain emerging network applications involve dynamically allocating shared resources to a variety of services to
provide QoS guarantees for each service. Motivated by such applications, we address the following online scheduling
problem belonging to the recently introduced class of reconfigurable resource scheduling: unit jobs of different cate-
gories arrive over time and need to be completed within category-specific delay guarantees, or else they are dropped at
a unit drop cost; processors can be reconfigured to process jobs of a certain category at a fixed reconfiguration cost; the
goal is to minimize the total cost. We study this problem in the framework of competitive analysis. Through a novel
combination of the EDF and LRU scheduling principles, we obtain an online algorithm that is constant competitive
when given a constant factor advantage in the number of resources over an optimal offline algorithm.
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1 Introduction

Motivation. Reconfigurable resource scheduling, recently introduced in [14], is a class of scheduling problems with the
following salient features: (1) there are jobs of different categories; (2) resources can be reconfigured to process jobs of
a certain category at an overhead, in terms of cost or time.

This paradigm is useful in multi-core and multi-processor environments that are increasingly used to support a wide
range of high-throughput applications, such as web services, network applications, and database servers. These envi-
ronments host multiple services (or support multiple categories of jobs) simultaneously (e. g., a shared data center and a
multi-service router). To isolate — with respect to security and performance — categories from one another, these envi-
ronments often configure processors to support only one category at a time. The set of processors configured to support
a particular category depends upon the workload demands for that category; fluctuations in workloads require changes
in processor allocations. For instance, a shared data center [4, 5] adjusts dynamically the allocation of processors to
independent categories as the workload composition changes. Similarly, a multi-service router based on programmabile,
multi-core network processors [16, 17, 18] adjusts allocations of processors to different packet categories as the traf-
fic load fluctuates. In certain applications involving QoS guarantees, jobs are required to be processed within a delay
tolerance, where the delay tolerance is a function of the job category [9].

Problem Statement.In this paper, we study and solve the following variant of reconfigurable resource scheduling.
The input is a sequence of requests, each of which is a set of unit jobs. Each job has a category, and needs to be executed
within a category-specifidelay bound from its arrival, or else it is dropped at a unit drop cost. A job of a given category
can only be executed on a resource configured for that category. A resource can be reconfigured at any time at a fixed
reconfiguration cost. The objective is to minimize the total cost.

Our goal is to design online algorithms that provide good performance under all possible operating conditions.
This motivates us to study this problem in the framework of competitive analysis, where the performance of an online
algorithm is measured by the competitive ratio [15], that is, the maximum ratio between the cost incurred by the online
algorithm and that incurred by an optimal offline algorithm, over all input sequences (see [1] for a comprehensive
introduction to competitive analysis). In this paper, we adopt a standard technique in competitive analysis, sometimes
referred to agesource augmentatiofy, 13], in which the online algorithm is given extra resources as a method to
compensate for its lack of future information. We refer to an online algorithm that achieves a constant competitive ratio
when given a constant factor resource advantageesoairce competitivalgorithm.

We aim to provide a resource competitive online algorithm for reconfigurable resource scheduling with variable
delay bounds. In our previous work [14], we solve a variant with uniform delay bounds and variable drop costs. It
is not clear whether the techniques used in that work can be generalized to solve the variant studied in this paper. To
appreciate some of the difficulties associated with variable delay bounds, consider a scenario in which we are scheduling
two categories of jobs on a single resource: “background” jobs and “short-term” jobs. Background jobs have deadlines
far in the future, and short-term jobs have smaller delay bounds and arrive intermittently. We need to decide whether
to use idle cycles to execute background jobs. If we allow background jobs to use idle cycles whenever available, we
may end up incurring a large number of reconfigurations, or dropping a lot of short-term jobs; later on, we may regret
incurring these costs if we encounter a lengthy interval in which no short-term jobs arrive, and all of the background jobs
could be executed using one reconfiguration. On the other hand, if we do not allow background jobs to use small chunks
of idle cycles, and instead wait for a long idle period, then later on, we may regret doing so if we never encounter a long
idle interval. In summary, either of these basic approaches letdashing(i. e., excessively high reconfiguration cost)
or underutilization(i. e., excessively high drop cost). Even under resource augmentation, these basic approaches fail,
when there are many categories of jobs with different delay bounds.

One natural approach try to overcome these difficulties is to consider algorithms based on the Least Recently Used
(LRU) principle. To pursue this approach, we need to define an appropriate notion of an LRU timestamp in this setting.
We have investigated various natural alternatives (See Section 3.1.1 for an example). In all of these alternatives, we
encounter the following basic difficulty: if we configure the categories with the most recent LRU timestamp, without
considering whether these categories have jobs to execute, then we may suffer from underutilization; if we configure
the categories that have the most recent LRU timestampdjaredjobs to executéhen we may suffer from thrashing.

Thus it appears that LRU alone is insufficient to obtain a resource competitive solution.

Another natural approach is to consider algorithms based on the Earliest Deadline First (EDF) principle. As with
LRU, there are different ways we can formulate a specific algorithm based on the EDF principle (See Section 3.1.2 for an
example). However, all EDF variations seem to suffer from thrashing, and therefore fail to yield a resource competitive
solution.

Our Contribution. In this paper, we give a resource competitive online algorithm for reconfigurable resource



scheduling with variable delay bounds. We solve the problem using a layered approach. First, we use a batching
subroutine to reduce the problem to the special case in which jobs of a given category arrive at integral multiples of
the category-specific delay bound. This layer is analogous to the first layer in [14], but is more involved with variable
delay bounds. Second, we reduce the batched problem to a rate-limited problem in which ajobesif category

arrive at each integeral multiple pf Third, we solve the core problem using a novel combination of EDF and LRU,
which we view as a major contribution of this paper. The main idea of this combination is to keep two sets of categories
configured: one set consists of categories with the most recent timestamps, the other set consists of categories that have
the earliest deadlines and have jobs to execute.

Our consideration of the EDF and LRU combination is motivated by the following observations. The LRU compo-
nent, which does not consider idleness, allows categories with short delay bounds to remain cached as long as they have
recent timestamps; this reduces thrashing. The EDF component ensures that the resources are well utilized. The main
challenge in the analysis is to bound the reconfiguration cost. We address the challenge by employing amortized analysis
and a proof technique called “phase partition” used in [15].

Related Work. In our previous work [14], we introduce the class of reconfigurable resource scheduling, and solve a
variant with uniform delay bounds and variable drop costs by reducing to a file caching problem.

Brucker [2, Chapter 9] surveys a class of offline scheduling problems with context switch time, which they call
changeover time. In this class of problems, each job belongs to a certain group, and between the executions of any two
jobs in different groups on the same machine, there is a changeover period, during which the machine cannot process
any job. Results for single and multiple machine problems with changeover time are summarized. For a variant with
identical machines, equal sized groups, and equal processing and changeover time, Brucker et al. [3] give a polynomial
time offline algorithm that decides whether there exists a schedule in which all jobs are executed within a common delay
bound.

In a position paper, Srinivasan et al. [17] discuss scheduling problems for multi-core network processors, and con-
sider the application of existing multiprocessor scheduling algorithms in this domain. Various challenges are identified
and some initial ideas to address these concerns are presented. Kokku et al. [8] give a scheduling algorithm, called Ever-
est, for multi-core network processors. The parameters considered are a per-service delay bound, a per-service execution
requirement, and a fixed context switch time. Everest is shown to perform well in experiments in terms of maximizing
the number of packets processed within a service-specific delay tolerance.

The EDF scheduling algorithm is shown [6, 10] to be an optimal preemptive uniprocessor scheduling algorithm for
problems that do not involve reconfiguration overhead, in terms of the number of jobs executed. In this paper, we discuss
the issues of applying EDF in reconfigurable resource scheduling with variable delay bounds, and propose a combination
of EDF and LRU to address the problems.

The classic disk paging problem studied by Sleator and Tarjan [15] can be viewed as a special case of reconfigurable
resource scheduling with unit delay bound, unit reconfiguration cost, infinite drop cost, and where each request consists
of a single job. In this seminal work, the competitive ratio of any deterministic online paging algorithm is shown to be
at least the cache size, and certain algorithms such as LRU are shown to be resource competitive.

O’Neil et al. [12] consider a variation of LRU called LRE- which keeps track of the times of the ldstreferences
to pages. Megiddo et al. [11] consider a self-tuning cache replacement policy called Adaptive Replacement Cache,
which combines recency and frequency aspects of the request sequence by maintaining two lists: one list captures the
recency aspect, and the other captures the frequency aspect. Our combination of EDF and LRU integrates recency and
deadline aspects by keeping two sets of categories configured: one set captures the recency aspect and the other captures
the deadline aspect.

2 Preliminaries

Problem Definitions. Most of the material in this section also appears in the preliminaries section of [14]. We include
it here in order to make the current presentation self-contained.

For the reconfigurable resource scheduling problems considered in this paper, the input is a sequence of requests, each
of which consists of a (possibly empty) set of unit jobs. Each job is characterized by a non-black color, a nonnegative
integer arrival time, and a positive integer delay bound. For any job, we define an associated deadline to be its arrival
time plus its delay bound. A job has to be executed on a resource of the same color between its arrival time and its
deadline, or else it is dropped at a unit drop cost. After a job arrivespérnislinguntil it is either dropped or executed.

There is a finite set of resources on which jobs are executed. Resources are numbel@d Each resource is
associated with a color and can be reconfigured to a different color at any time at a fixed reconfiguration cost. Initially,



all resources are colored black.

Any problem considered here proceeds in rounds numbered @roBach round consists of four phases, in the
following order: (1) in thedrop phasejobs with deadling are dropped; (2) in tharrival phase theith request is
received; (3) in theeconfiguration phasdor each resource, an algorithm decides whether to reconfigure to a different
color or not, and if so, to which color; (4) in thexecution phasdor each resource configured to colpmwe execute up
to one pending job of colof.

For any request sequenge a schedulespecifies the reconfigurations, if any, and the job executions, to perform in
each round. The total cost of a schedule is the sum of all reconfiguration and drop costs. The goal is to device a schedule
of minimum cost for a given request sequence

Let S andS’ be any two schedules for a given request sequende says is resource competitiverith S’ if, the
number of resources given ®is within a constant factor of that given 8, and the cost incurred b§ is within a
constant factor of that incurred L8/.

An offline algorithm knows all requests in advance. An online algorithm has to make decisions without knowing the
future requests. The competitive ratio of an algoritdnis defined as the maximum ratio, over all request sequences
o, of the cost incurred byl on o to that incurred by an optimal offline algorithm fet An algorithm A is defined
to bec-competitive if the competitive ratio is Any c-competitive algorithmA is called constant competitive dfis a
constant. We say an algorithrhis resource competitivi, for any request sequenee the schedule generated Hyis
resource competitive with an optimal scheduledor

For the sake of brevity, we use theconfig | drop | delay | batch] notation introduced in [14]. Theeconfig field
describes the details of the reconfiguration cost. In this paper, there is only one possible value for this field, a fixed
reconfiguration cost denoted ly. The drop field describes the details of the drop cost. In this paper, there is only one
possible value for this field, namely since we assume unit drop cost. Td€ay field contains the details of the delay
bound. In this paper, there is only one possible value for this field, a per-color delay bound dendtedTthe batch
field constrains the arrival rounds of requests of céltar occur at integral multiples of the specified value. In this paper,
the possible values for this field ateand D,.

With this notation, our main problem is denoted[dy| 1 | D, | 1]. The special case in which jobs of colbarrive
at integral multiples ofD, is denoted byA | 1 | D, | D,]. We use the terminology “rate-limitda\ | 1 | Dy | D,]" to
denote the special case|d | 1 | D, | D,] in which at mostD, color ¢ jobs arrive at each integral multiple &f,. In
this paper, we assumg is a positive integer (it is not hard to generalize our results to arbitkry

Roadmap. The rest of the paper is organized as follows. Section 3 solves rate-liptited | D, | D], where each
D, is a power of2. Section 4 solvefA | 1 | D, | D], where eachD, is a power o2, with a reduction to rate-limited
[A| 1] Dy | Dy]. Section 5 solves our main problgi | 1 | D, | 1] by a reduction tdA | 1 | Dy | D).

3 Rate-Limited Batched Arrivals

In this section, we solve rate-limitdeh | 1 | D, | D], where eaclD; is a power of2. This problem is characterized
by a fixed configuration cogk, a unit drop cost, per-color delay bouhy, batched arrivals (jobs with delay bount
arrive at integral multiples ab,), and rate-limited input (at mog®, jobs of color/ arrive at each integral multiple of
Dy).

To solve this problem, we propose a combination of EDF and LRU, referred to as algdxitRd-EDF. The main
result of this section is presented in Theorem 1, which is used in Theorem 2 in Section 4.

3.1 Algorithms

In this section, we introduce three online algorithms for rate-limjtdd| 1 | D, | D], whereD, is a power of2,
namely,ALRU, EDF, andALRU-EDF. Because these algorithms only differ in the way the resources are reconfigured,
we first present the common aspects, and then define the reconfiguration schemes of these algorithms in Section 3.1.1,
Section 3.1.2, and Section 3.1.3, respectively. The reconfiguration scheme of algatifRbhis a variation of LRU.
The reconfiguration scheme of algorithm EDF is based on the earliest deadline principle. Even thoughvhétiier
nor EDF is resource competitive, the study of these two algorithms motivates our consideratibRGfEDF, which
is a certain combination akLRU and EDF, and which we show to be resource competitive.

We usen to denote the number of resources given to the online algorithm. We consider the set of resources as a
cache where resources viewed as location. We view each color as a page. Each location can cache one color. We
view reconfiguring resourcewith color ¢ as caching colof at locationi.



For each colo¥, we maintain a counter and a deadline, denoted. byt and/.dd, respectively. A colo¥ isidle if
there are no pending coléijobs, andhonidleotherwise. A color is eithegligible or ineligible.

The common aspects of the three algorithms are as follows. Initially, the cache is empty, and all colors are ineligible.
In each round, the actions performed in the four phases are described as follows.

Drop phase For any color/, if k is an integral multiple ofD,, we drop all pending colof jobs, and set colof to be
ineligible and’.cnt to zero if color/ is eligible and not in the cache.

Arrival phase For any color/, if k is an integral multiple ofD,, we receive a request, which consists of a set of jobs
X, and perform the following steps.

1. We set the deadline éfto bek + D,.
2. We increasé.cnt by the number of colo€ jobs in X.
3. If L.cnt is at leastA, we perform the following substeps.

(a) We setl.cnt to (¢.cnt mod A), which we refer to as eounter wrapping everdf color /.
(b) If color Zis ineligible, we set colof to be eligible.

Reconfiguration phase We use the first half locations of the cache capacity to cache distinct colors; the method used
depends on the algorithm, see Sections 3.1.1 through 3.1.3. We use the remaining cache capacity to replicate the
cache content of the first half locations, that is, we maintain the invariant that each cached color is cached in two
locations.

Execution phase For each resourceg let ¢ be the color cached at locatign\We execute one pending job of color

3.1.1 Reconfiguration Scheme cALRU

Consider any colof. Let k be the most recent integral multiple b%,. We define theéimestampof ¢ to be the index of
the latest round before rourkdn which a counter wrapping event of colboccurs, and if such a round does not exist.

The reconfiguration scheme of algorithlth RU works as follows. We maintain the invariant that we kéegligible
colors with the most recent timestamps in the cache, breaking ties arbitrarily.

Intuitively, like the classic LRU algorithmALRU intends to capture the recency aspect of the input sequence. Due
to the difference between the reconfiguration and drop costs, we update the timestamp of each colorxgaghly
arrivals of that color. To avoid caching a color with a deadline far ahead too aggressively (which may not be desirable
since we can use the slack to execute jobs of other colors with earlier deadlines first), for eaéhweelonly consider
the counter wrapping events 6for which a subsequent integral multiple B} has elapsed.

At a high level, ALRU may keep idle colors with recent timestamps, which results in low utilization of resources.
We refer the readers to Appendix A for a detailed example that sidviRlJ is not resource competitive.

3.1.2 Reconfiguration Scheme of EDF

The reconfiguration scheme of EDF works as follows. We rank the eligible colors first on idleness, where nonidle colors
come first, and then in ascending order of deadlines, breaking ties by increasing delay bounds, and then by a consistent
order of colors. We update the cache as follows. If a nonidle eligible ¢afothe top3 rankings is not in the cache, we
cache colo¥. In case there is hot enough room in the cache, we evict the color with the lowest rank.

At a high level, EDF suffers from thrashing: when a caldrecomes idle and nonidle alternatively, a nonidle color
¢ with larger delay bound is repeatedly brought in and removed from the cache, and so EDF incurs a large number of
reconfigurations. We may later regret paying these reconfiguration costs if a long period of time appears later that allows
to execute all jobs of’ with a single reconfiguration. We refer the readers to Appendix B for a detailed example that
shows EDF is not resource competitive.

3.1.3 Reconfiguration Scheme cALRU-EDF

As discussed in Section 3.1.1 and Section 3.1.2, an algorithm that captures only the recency aspect or only the deadline
aspect in the input sequence is not resource competitive. This observation motivates us to think about algorithms that
capture both the recency and deadline aspects. In the following, we introduce the reconfiguration sckieRig-&DF,

which is a combination cALRU and EDF.



The reconfiguration scheme A RU-EDF is as follows. We first run the reconfiguration schemAbRU to cache
the 7 eligible colors with the most recent timestamps. At any instant, a color is called an LRU-color if it is cached by
ALRU, and a non-LRU color otherwise. We then rank the non-LRU colors that are eligible, in the same way as we rank
eligible colors in the reconfiguration scheme of EDF (see Section 3.1.2 for details)X betthe set of nonidle and
non-LRU colors in the tog; rankings but not in the cache. We bring all colorsXninto the cache. In case there is not
enough room in the cache, we repeatedly evict the AoRU color with the lowest rank until there is enough room.

3.2 Analysis of algorithm ALRU-EDF

Consider any input sequenee For any color and any colo¥ job z, we sayz is ineligible if x is dropped byALRU-
EDF while/ is ineligible. All jobs that are not ineligible ardigible.

Let OFF denote an optimal offline algorithm. Letdenote the number of resources given to OFF, where8m.We
use Costopp(o) and Costaru-epr(o) to denote the total cost incurred by OFF ahtdRU-EDF ono, respectively.
We useReconfigCostorr(o) and ReconfigCostaru-epr(o) to denote the reconfiguration cost incurred by OFF and
ALRU-EDF ono, respectively. We us®rop Costopr(o) and Drop Costa ru-epr(o) to denote the drop cost incurred
by OFF andALRU-EDF ong, respectively. We uséneligible Drop Costa| ru-epr(o) to denote the drop cost incurred
by ALRU-EDF on ineligible jobs ino. We useEligible DropCosta) ru-epr(c) to denote the drop cost incurred by
ALRU-EDF on eligible jobs inv.

We define epochs as follows. For any calpanepochof ¢ ends the momeritbecomes ineligible. A new epoch bf
starts when the previous epoch ends. Note that the last epoch of any color can end prematurely. For any input sequence
o, we usenumEpochs(o) to denote the total number of epochs (including incomplete epochs) associated i
any color¢, we number the epochs of colbfrom zero. We usepoch (¥, j) to denote epocli of color ¢.

Lemma 3.1 For any input sequence such that for each colof, there are less thark color ¢ jobs ino,

CostaLru-EDF(0) < Costopr(o).

Proof. Consider an arbitrary colaf. Since there are less thax color ¢ jobs ino, ¢ never becomes eligible. Hence,
ALRU-EDF never caches and drops all colo¥ jobs. If OFF cacheg at some point, OFF incurs a reconfiguration
cost of A. Otherwise, OFF drops all coldrjob. In either case, the cost incurred by OFF on célbs is at least that
incurred byALRU-EDF on color/ jobs. Summing up over afls, the lemma follows. ]

Lemma 3.2 For any input sequence, EligibleDropCosta ru-epr(o) < DropCostorg(o).

Proof. See Section 3.3. [}

Lemma 3.3 For any input sequence, ReconfigCostaru-epr(o) < 4 - numEpochs(o) - A.

Proof. We give each epochA units of credit:2A units of “first-time” credit and2A units of “end-of-epoch” credit. It
is sufficient to show that the total reconfiguration cost incurred\byRU-EDF can be paid for by the credit associated
with the epochs.

Consider any colof and any nonnegative integgér We use the2A units of “first-time” credit associated with
epoch(¢, j) to pay for the reconfiguration cost incurred by the first tifrig brought into the cache igpoch (¢, j) (recall
that each time a color is cached, it is cached in two locations). In the following, we show that the reconfiguration cost
incurred by each of the subsequent tindés brought into the cache igpoch (¢, ) can also be paid for.

Until any subsequent timéis brought into the cache iepoch(, j), the deadline of does not increase since the
previous timel is evicted, otherwisé becomes ineligible andpoch(¢,5) ends. Because the timestampobnly
increases when the deadline/at reached, the timestamp does not increase since the previousisraeicted, either.
Hence, wherf is brought into the cache subsequentlyjmch (¢, j), an idle color’ is evicted. The colof’ remains idle
until its associated deadline is reached and becomes ineligible; during this period (since tHéstienected by till the
time ¢’ becomes ineligible), sincé is idle and its timestamp does not impro¥eremains outside the cache. Therefore,
we can associate any subsequent reconfiguratidnroépoch (¢, j) with the end of an epoch of a color?’, that is, we
can use th@A units of “end-of-epoch” credit associated withoch (¢, k) to pay for a subsequent reconfiguratior?of
(in two locations) inepoch (¢, 7).

Summing up over alj’'s and/’s, the lemma follows. ]



Lemma 3.4 For any input sequence, Ineligible Drop Costal ru-epr(o) < numEpochs(o) - A.

Proof. Consider any colof and any;. By definition of an epoch, iapoch(¢, j), ¢ starts off ineligible, becomes eligible,
and becomes ineligible again, at which paipbch (¢, j) ends.

By ALRU-EDF, when? becomes ineligiblel.cnt is zero. Letk be the round irepoch (¢, ) during which? becomes
eligible. By ALRU-EDF, £.cnt reachesA the first time inepoch (¢, j) in roundk. By the way{.cnt is updated, the
number of jobs associated withthat arrive inepoch (¢, j) and before round is at mostA. Hence, the ineligible drop
cost incurred bYALRU-EDF on/ in epoch(¥, j) is at mostA. Summing up ovej’s and/’s, the lemma follows. [

Lemma 3.5 For any input sequence such that for each colof, there are at leasf\ color ¢ jobs ino,
Costopp(o) = Q(numEpochs(o) - A).

Proof. See Section 3.4. ]

Theorem 1 Algorithm ALRU-EDF is resource competitive for rate-limitel | 1 | D, | D,], where eactD, is a power
of 2.

Proof. Let o be any input sequence for rate-limitel | 1 | D, | D,]. We breaks into two subsequences and 3,
wherea consists of jobs of colors with less thanjobs ing, andj consists of the remaining jobs. L&the the schedule
generated bALRU-EDF ono. Let S’ (resp.,S”) be the schedule om (resp.,3) obtained by removing jobs ifi (resp.,
«) from S. It is not hard to see that the cost incurred$y(resp.,S”) on « (resp.,3) is at most that incurred by ono.
Let T be the schedule generated by OFFsorLet 7”7 (resp.,7”) be the schedule on (resp.,5) obtained by removing
jobs in 3 (resp.,a) from T It is not hard to see that the cost incurred®y(resp.,7"’) on « (resp.,3) is at most that
incurred byT" ono.
By Lemma 3.1, the cost incurred I8/ on « is at most that incurred by’ on . By Lemmas 3.2, 3.3, 3.4, and 3.5,

the cost incurred by” on 3 is at most a constant factor times that incurredifyon 3. Hence, the cost incurred iy
ono is at most that incurred bY ono. The theorem then follows from the fact that= 8m. ]

3.3 Proof of Lemma 3.2

Lemma 3.6 For any input sequence and any subsequeneeof o, DropCostopr(a) < DropCostorg(o).

Proof. Since any schedule by OFF enimplies a schedule by OFF om of smaller or same drop cost, the lemma
follows. ]

We define an algorithm to be adouble-speed algorithifithe reconfiguration and execution phases are repeated in
each round ind. For any input, a double-speed algorithm producdsable-speed schedul®n the other hand, in an
uni-speed algorithmthe reconfiguration and execution phases are performed only once in each round. For any input, a
uni-speed algorithm produces a uni-speed schedule. In this paper, unless otherwise stated, all algorithms and schedules
are uni-speed.

In this section, we specify the following schemes of ranking eligible colors and pending jobs, which are invoked by
the algorithms that use such schemes in each reconfiguration phase. We rank eligible colors in the same way as used in
EDF, that is, rank first on idleness, where nonidle colors comes first, and then in ascending order of deadlines, breaking
ties by increasing delay bounds, and then by a consistent order of colors. Nafd fRREtEDF uses the same ranking
scheme for non-LRU colors that are eligible. We rank pending jobs in increasing order of deadlines, breaking ties by
increasing delay bounds, and then by a consistent order of colors. In this paper, we use the same consistent order of
colors in all algorithms that use such ranking schemes.

Algorithm Par-EDF is defined as follows. We giMeresources to Par-EDF. In each execution phase, we execute up
to m pending jobs with the best ranks.

Algorithm Seq-EDF is defined the same as EDF except that Seq-EDF isgivesources and uses all the cache
capacity to cache distinct colors, i.e., we do not use half the cache capacity for replication. We use DS-Seq-EDF to
denote double-speed Seq-EDF.

For any input sequeneg we useDrop Costpar-epF(0) and Drop Costps.seq-Epko ) to denote the drop cost incurred
by Par-EDF and DS-Seq-EDF on respectively.



Lemma 3.7 For any input sequence, DropCostpar-epp(c) < DropCostopp(o).

Proof. We viewm resources as one super resource which can executeragdis per round. The proof then follows
from the optimality of traditional EDF algorithm. ]

We define amini-roundto be an iteration of the reconfiguration and execution phases in a round. We number the
mini-rounds from zero. By definition, there are two (resp., one) mini-rounds in a round in any double-speed (resp.,
uni-speed) algorithm or schedule. We definglai to be a mini-round on a resourcé, identified by slot(k, ;). A slot
(k, j) is occupiedf a job is scheduled in mini-roundland on resourck. A slot that is not occupied ifsee we define a
columnto be the set of slots in the same mini-round. A columiuikif all slots in the column are occupied, andnfull
otherwise. Columns are ordered in increasing order of mini-round indices.

For any delay boungd, we defineblocksof delay bound as follows. For any nonnegative integeblock: of delay
boundp, denoted byblock(p, i), is thep rounds starting from round- p.

An inputo is defined to beniceif Par-EDF does not incur any drops en

Lemma 3.8 For any nice input sequenee DS-Seq-EDF does not incur any dropsan

Proof. The proof proceeds in two steps as follows. First, we construct a double-speed schéuriexecutes all jobs
in 0. Second, we show thdt is a schedule generated by DS-Seq-EDF.

In the first step, we schedule jobs in increasing order of delay bounds. For a certain delaybearsthedule jobs
with delay boung block by block. For a certain block gf we schedule jobs with delay boupdn the consistent order
of colors mentioned above. We now describe the scheduling process for any delayphangdlock: of p, and any
color ¢ with delay bound. Let X be the set of colof jobs that arrive iblock(p, 7). First, we pick the firstX| nonfull
columns. Second, in each of the columns picked in the first step, we pick an arbitrary free slot. Third, we sEhedule
the | X | slots picked in the second step.

We need to show that there are at le@st nonfull columns while we schedul®. By definition of rate-limited
[A]1]D¢| Dy, | X| < p, henceitis sufficient to show that at leastonfull columns while we schedul®, which we
prove as follows. LelS be the schedule generated by Par-EDFrorSinceo is a nice schedule, all jobs that arrive in
block(p, 1) are executed by. SinceT is a double-speed schedule, the number of slotgdek (p, i) in T is twice that
in S. Hence, the number of slots irlock(p, i) in T is at least twice the number of jobs that arrivebinck (p, ). Hence
at least half of the columns, that is, at leastolumns, are nonfull while we schedulé

In the second step, we show tHats a schedule generated by DS-Seq-EDF as follows. Since all delay bounds are
powers of2, the increasing order of delay bounds agrees with the increasing order of deadlines. Hence, the ranking of
nonidle eligible colors agrees with the increasing order of delay bounds. By the constructipim@&@ach mini-round, a
job of color/ is not scheduled until one job of each nonidle eligible color is scheduled that has a larger delay bound or has
same delay bound and precedé@sthe consistent order of colors. Hen@eis a schedule generated by DS-Seq-EDi.

Lemma 3.9 For any input sequence and any subsequeneeof o, if DS-Seq-EDF executgsiobs when operated on
«, then DS-Seq-EDF executes at leagibs when operated om.

Proof. Let 8 = o \ a. We sort jobs in3 in increasing order of arrival time, breaking ties arbitrarily. We defipe- .
For0 < i < |3|, we defines; to be jobi in 3 andy; 1 = v; U {8;}. By definition,o = ~4/.

In the following, we prove the lemma by showing that, for arsuch that < i < |8], | X;| < |X;41], whereX; is
the set of jobs executed by DS-Seq-EDF when operated.dfi 3; ¢ X1, X;+1 = X;. Otherwise|X; \ X, 41| < 1.
In either case|X;| < | X;11|. This completes the proof and the lemma follows. ]

Corollary 3.1 For any input sequence, DropCostps.seq-Epkc) < DropCostpar-EpF(0).

Proof. If ¢ is nice, the corollary follows immediately from Lemma 3.8. Otherwise, we bsegito two subsequences
« and g, wherea consists of the jobs executed by Par-EDFogrand 3 consists of the remaining jobs, that is, the jobs
dropped by Par-EDF on. By Lemma 3.8, DS-Seq-EDF does not incur any drops.oBy Lemma 3.9, the number of
jobs executed by DS-Seq-EDF eris at least the number of jobs executed by DS-Seq-ED&.ddence the corollary
follows. [

Lemma 3.10 Consider any input sequenee Leta be the subsequence @fthat consists of eligible jobs ia. Then
EligibleDrop CostaLru-EpF(0) < DropCostps_seq-EDEQ)-



Proof. ConsiderALRU-EDF and DS-Seq-EDF proceed concurrently. Ket(resp.,Y;) be the set of pending eligible
jobs in ALRU-EDF (resp., DS-Seq-EDF) at the beginning of roindVe show the lemma by proving that for afy
X; €Y.

The proof is obtained by induction. For the base case. It is obvious thatXy = Yy = (. The induction step is
as follows. Suppos&’; C Y;, we show in the following thak;;; C Y;;1. Let X/ andY] be the set of pending eligible
jobs in ALRU-EDF and DS-Seq-EDF at the end of the arrival phase in reuidthe arrival phase of round+ 1, the
number of newly arrived eligible jobs become pending in both algorithms. This observation, together with the induction
hypothesis thai’; C Y;, indicates thafX; , C Y/ ,. Let color/ be any color that is ever configured by DS-Seq-EDF
in roundi + 1. By definition of DS-Seq-EDF, coladtis among them nonidle eligible colors with the best ranks, and
in roundi + 1, DS-Seq-EDF executes up2gobs of color/. SinceX;,; C Y/ ,, in ALRU-EDF, unless colof is idle
(which indicates all colof jobs have been executed), colas also among theém nonidle eligible colors with the best
ranks. Sincer = 4m, i.e.,2m = %, by definition of ALRU-EDF, ALRU-EDF configures colof in roundi + 1 and
executeg jobs of color/ if there are at least, and all color? jobs otherwise. In round+ 1, DS-Seqg-EDF configures
up to2m distinct colors ALRU-EDF configure2m distinct nonidle colors if there are that many, and all nonidle colors
otherwise. ThereforeX; 1 C Y; ;. ]

Proof of Lemma 3.2. Consider any input sequenee Let o be the subsequence afthat consists of the eligible
jobs ing. By Lemma 3.6,DropCostorp(a)) < DropCostorr(c). By Lemmas 3.10 and 3.7 and Corollary 3.1,
DropCosiaLru-epr(o) < DropCostopp(a). Hence, the lemma follows. ]

3.4 Proof of Lemma 3.5

We define super-epochs as follows.sAper-epoclends the moment that at least colors increase their timestamps
since the start of the current super-epoch. A new super-epoch starts when the previous super-epoch ends. Note that the
last super-epoch can end prematurely. For convenience, we number the super-epochs from zero.

We define a colof to be ani-active colorif the timestamp of is updated in super-epo¢hFor anyi-active color/,
any epoch of that overlaps with super-epoclis defined to be airactive epochWe define an epoch to specialif it
is noti-active for any complete super-epochAn epoch that is not special inspecial

We attribute jobs to counter wrapping events as follows. For any éa@ad any round: that is an integral multiple
of Dy, let X be the set of colof jobs that arrive in round and; be the value of.cnt at the beginning of round. If
|X| < A — j, there is no counter wrapping event of coloin roundk; we attribute all jobs inX to the next counter
wrapping event of colof. Otherwise, there is a counter wrapping event of célor roundk; we attribute anyA — j
jobs in X to the counter wrapping event of colém roundk, and the rest jobs iX to the next counter wrapping event
of color#.

The following lemma follows from the way we update counters, the definition of counter wrapping events, and the
way we attribute jobs to counter wrapping events.

Lemma 3.11 The number of jobs attributed to each counter wrapping event is at feast

We define a timestamp update event of cdléo be the event that the timestamp/ats updated. We assign credit
to timestamp update events as follows: (1) if cofas i-active and there is a reconfiguration from or to caldn
super-epocti incurred by OFF, we givéA units of credit to the first timestamp update event of célor super-epoch
i; (2) for each reconfiguration from or to a colomcurred by OFF, we givé A units of credit to each of the next two
timestamp update events of col@r(3) for any color? job z that is dropped by OFF, we giveunits of credit to the
first timestamp update event of colbsubsequent to the counter wrapping event whidh attributed to, if such events
exists.

The following lemma follows from the way we assign credit.

Lemma 3.12 The total credit associated with timestamp update events over all col&¥&(®storr(o)).

Lemma 3.13 For any i-active color/, either is cached throughout super-epo¢hor there are at leas6A units of
credit associated with the first timestamp update evehirosuper-epoch.

Proof. Let k be the index of the round in which the first timestamp update evefiro§uper-epocli occurs. Letr be
the index of the round from which super-epac$tarts. If at least two counter wrapping events of cdloccur before
roundk, we definej to be the index of the round in which the second to last counter wrapping evéheédre round:

occurs. Otherwise, we defineo be.



We first show thatj < r, which we use later in the proof of the lemma. If less than two counter wrapping events
of ¢ occur before round, ; = 0 and the claim holds. Otherwise, we show the claim as follows.jLbe the index of
the round in which the last counter wrapping event bkfore round: occurs. By the definitions of counter wrapping
events, timestamps, and timestamp update evgnrtsy’ < k, and the timestamp dfis updated once between roupd
and round;’ (including round;’). Since the first timestamp update event af super-epoch occurs in roundk, j < r.

Let V' be the time interval between roundand roundr, which is well-defined by the claim shown above. We
now prove the lemma as follows. If OFF evidtérom the cache or bringéinto the cache in super-epochby credit
assignment rule (1), the first timestamp update evehimsuper-epoch gets6 A units of credit. If OFF keepé out of
the cache throughout super-epdcive consider the following two cases.

¢ Algorithm OFF evicte out of the cache or bringsinto the cache irV. It is not hard to see that there is at most
one timestamp update event®in V. Hence, the first timestamp update event of super-epochi is either the
first or the second timestamp update events subsequent to any reconfigur&tidByircredit assignment rule (2),
the first timestamp update eventih super-epocli gets6 A units of credit.

e Algorithm OFF keepd out of the cache if/. Then OFF keep$ out of the cache since roundtill round k.
In this case, all jobs contributed to the last counter wrapping evefibefore round: are dropped by OFF. By
Lemma 3.11 and credit assignment rule (3), the first timestamp update evantafper-epoch gets at least A
units of credit.

Hence, either is either cached throughout super-epectr the first timestamp update event/dh super-epoch gets
at leasi6 A units of credit. ]

Lemma 3.14 For any color ¢ and and integerj, the timestamp of is updated inepoch(¢,j), and at the end of
epoch(¥, 7), the timestamp is at least the starteqfoch (¢, j).

Proof. In epoch(¥, 7), ¢ starts off ineligible, becomes eligible, and becomes ineligible again, at which geit(¢, j)
ends. At the timg becomes eligible, the counter b6fs wrapped around. At the timeébecomes ineligible again, the
current deadline of is reached. By definition of the timestamp, the lemma follows. ]

Lemma 3.15 For any super-epoct and any color/, oncel has two complete epochs in super-epacsuper-epochi
ends.

Proof. By definition of the timestamp, the value of the timestamp of any color is smaller than current time. Hence, at
the beginning of super-epochthe timestamp of any color is smaller than the start of super-epoBly definition of
a super-epoch, at mo3tn colors increase their timestamps during super-epdecluding the end of super-epoch
Hence, until the end of super-epogtat most2m colors have timestamps with value at least the start of super-époch
Once/ has a complete epoch super-epochy Lemma 3.14, the timestamp 6fs at least the start of super-epoch
i, which indicated is among them = 7 colors with the most recent timestamps. In the second complete époch
super-epoch, when? becomes eligible/ is brought into the cache and kept in until the super-epaatids.
By definition of epochs, at the end of the second complete epotimaiuper-epoch, ¢ becomes ineligible. Because
a color can only become ineligible when it is out of the ca¢hie,out of the cache when the second epoch ends, which
means super-epodthas ended. Hence the lemma follows. ]

The following corollary immediately from Lemma 3.15.

Corollary 3.2 For any color/ and any nonnegative integérthere are at most three epochs of cofdhat overlap with
super-epochi.

Lemma 3.16 For each color/, there are at most three special epochs.

Proof. By Lemma 3.14 and the definition of aractive epoch, a complete epoch contained in any super-episch
i-active. Hence, a special epoch is either incomplete, or overlaps with the incomplete super-epoch. The lemma then
follows from Corollary 3.2 and the fact that there is only one incomplete epoch and one incomplete super-epach.

Corollary 3.3 For any input sequence such that for each colof, there are at least\ color ¢ jobs ino, Costopp(o)
is at least3A times the number of special epochs.



Proof. Consider any colot. If OFF ever configures colat, OFF incurs a cost ai\. Otherwise, OFF drops all coldr
jobs, incurring a cost of at lea&t since there are at leaédtcolor/ jobs inc. In either case, OFF incurs at least a cost of
A on color/ jobs. The corollary then follows from Lemma 3.16. ]

Lemma 3.17 The total credit associated with the timestamp update events is atAetistes the number of nonspecial
epochs.

Proof. Let X = {j | super-epoch is completé. Consider any € X. Letk; be the number of-active colors. Let
k; be the number of-active colors of which the first timestamp event in super-epdshassigned at leastA units of
credit. Letk be the number of-active colors that are cached throughout super-epoBlf Lemma 3.13k; < k] + k!'.
By definition of a super-epoclt; > 2m. Sincek! < m, k, > %k;, or in other words,

ki < 2k]. Q)
For any color, let ¢;  denote the number afactive epochs of colof andg; be the number of-active epochs.

number of nonspecial epochs< ) ¢
ieX

= Z Z%‘,e

i€eX (

< 32 ki
iex

< 6) K.

i€ X

(The first inequality follows from the definition afactive epochs and nonspecial epochs. The second equality uses the
definitions ofi-active colors and-active epochs. The third inequality follows from the definitiong-aftive colors;-
active epochs and Corollary 3.2. The lastinequality uses Equation (1).) Obviously, the total credit issa egst, %;,
hence the lemma follows. ]

Lemma 3.5 immediately follows from Corollary 3.3, Lemmas 3.12 and 3.17.

4 Batched Arrivals

In this section, we solveA | 1 | D, | Dy], where eachD, is a power of2. This variant is characterized by a fixed
configuration cosf\, a unit drop cost, a per-color delay bouhd, and batched arrivals (jobs with delay boubdarrive
at integral multiples oD,).

The solution to this variant uses a reduction to rate-limjied 1 | D, | D], which is solved in Section 3.

4.1 Algorithm Distribute

Algorithm Distribute proceeds in three steps. In the first step, given an arbitrary indtafi¢a | 1 | D, | D], where
D, is a power o2, we construct an instandé of rate-limited[A | 1 | D, | D,] as follows. Each color associated with

is characterized by a colérassociated witlf and a nonnegative integgrdenoted by, j). Leto be the input sequence
associated witl. For any nonnegative integérlet o; be request of o. For any color, we rank color jobs ing; in

an arbitrary order. For any coldrand any colo¥ job z in o;, we construct a joly with the same characterization except

the color ofy is (¢, j), wherej = %ke(x) andrank(z) is the rank ofz in o;. Let o] be the union of all such’s. The

input sequence’ that associates witlf is the the concatenation ef in increasing order of.

In the second step, we use algoritdxh RU-EDF to obtain a schedul& for I'.

In the third step, we construct a scheddlgor I from S’ as follows. Whenevel’ configures color(?, 5), S
configures colof. WheneverS” executes a job of coldl, j), S executes a job of colat.

Note that Distribute is an online algorithm.
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4.2 Analysis

Lemma 4.1 If there exists an offline scheduléfor I, then there exists an offline scheddlefor I’ that is resource
competitive withl".

Proof. See Section 4.3. ]

Lemma 4.2 The cost incurred by is at most that incurred bg’.

Proof. SincesS replaces colof?, j) with color ¢, the reconfiguration cost incurred Byis at most that incurred bg’.
Since the number df jobs executed by equals the numbey, j) jobs executed by’, hence the drop cost incurred by
S equals that incurred by’. Hence, the lemma follows. ]

Theorem 2 Algorithm Distribute is resource competitive fkk | 1 | D, | D,], where eachD, is a power of2.

Proof. Suppose there exists an offline schedlltor I. By Lemma 4.1, there exists an offline schedIildor I’ that is
resource competitive witli'. By Theorem 1, the schedul, that is, the schedule given by algorithivi RU-EDF for
I’, is resource competitive with’. By Lemma 4.2, the cost incurred I8 that is, the schedule obtained by algorithm
Distribute forI, is at most that incurred hy’. Hence,S is resource competitive with' and the theorem follows. m

4.3 Proof of Lemma 4.1

In this section, we use the definitions of blocks and slots, which are defined in Section 3.3. We sort slots in ascending
order of resource indices and then in ascending order of mini-round indices, where mini-rounds are defined in Section 3.3.
For any scheduleS, any delay boung and any nonnegative integér we define a resourck to be (S, p,1)-
monochromatidf resourcek is configured with one color throughodtock(p, ) in S, and (S, p, ¢)-multichromatic
otherwise. An(S, p, i)-monochromatic resourdeis defined to béS, p, i, ¢)-monochromatidf resourcek is configured
with color £ throughoutblock (p, ) in S.
In the following, we introduce an algorithm Aggregate that takes an arbitrary schEdaganput, and generates a
schedul€el” with three times the resourcesBf For convenience, with each resoukci T, we associate resourcgs,
3k + 1, and3k + 2 in T, referred to as resourdé, 0), (k, 1), and(k, 2), respectively. We us&’, ; andY,, ; to denote
the the set of resources that &7 p, i)-monochromatic andr’, p, i)-multichromatic, respectively. We defid€, ; to be

{resourcgk,0), (k,1), and(k,2) | resourcek € X, ;}

andY ; to be
{resourcegk,0), (k,1), and(k,2) | resourcés €Y, ;}.

We defineM,, ; , to be
{resourcegk,0) | resource is (T, p, i, £)-monochromatig.

For any resourcék, 0) in M, ; ¢, we define its-levelin block(p, i) to be the largest delay bougdsuch that resource
is (T, ¢, j)-monochromatic, wherélock (g, j) encloseslock(p, 7). Resources id4, ; , are ranked in descending order
of T-levels inblock(p, ).

To constructl”, Aggregate starts with an empty schedule and schedules all jobs execufedyoproceeding in
ascending order of delay bounds. For a certain delay bpuAdigregate proceeds block by block in increasing order
block indices. For a certain block pf Aggregate proceeds in an arbitrary order of colors with delay beuhtbw we
describe Aggregate for any delay bouyndany block: of p, and any colo¥¢ with delay bound.

First, we label the resources M, ; , from 0 to | M, ; | — 1 as follows. Ifi = 0, we label resources i/, ; , from
0 to | M, ; (| — 1 arbitrarily. Otherwise, for any resouréesuch that resourcgk, 0) is in both M, ; , andM,, ;1 ¢, we
let resourcek, 0) inherit its label in block(p, ¢ — 1); we then give the remaining labels|iy |1, ; ¢|) to the remaining
resources inVf,, ; ¢, one label per resource.

Second, we partition the set of colbjobs executed b§" in block(p, i) into groups of size (one of the groups can
have size less thay).

Third, we assign groups of coldrto the resources i, ; , in descending order of group size and in descending
order of resource ranks, one group per resource.
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Fourth, we determine the schedule of resource¥jn , in block(p, ) as follows. For any resourdé,0) in M, ; ;
to which we assign a grouf, we executelU| color (¢, j) jobs continuously on resour¢é, 0) in block(p, ), and then
mark all slots on resourdg;, 0) in block(p, i) as occupied, whergis the label we give to resour¢g, 0) for block(p, 1)
in the first step.

Fifth, we sety = |M,, ; |. While there is at least one group not assigned yet, we perform the following steps.

1. We pick an arbitrary; such that resourcg, 0), (k, 1) and(k, 2) are inY, , and there are at leagtfree slots in
block(p, 1) on them (we will show such exists in Lemma 4.4).

2. LetU be the group not assigned with the largest size (breaking ties arbitrarily). We &5sigresourcgk, 0),
(k,1) and(k, 2), executdU| color (¢, q) jobs in the first freeU| slots inblock(p, ¢) on resourcék, 0), (k,1) and
(k,2), and incremeng.

Lemma 4.3 The schedul&” is a schedule foi’.

Proof. By the construction of’ and7”, it is not hard to see that the jobs executed/bbys a subset of the jobs i, the
input associated witli’. Hence the lemma follows. [

Lemma 4.4 For any delay boungh and any nonnegative integérwhile algorithm Aggregate works on the schedule of
jobs with delay boung in block(p, i), there exists such that resourcék, 0), (k, 1) and(k,2) are inY, ; and there are
at leastp free slots inblock(p, i) on these three resources.

Proof. We fix our attention on the process of scheduling jobs with delay bpundlock (p, i).

First, we show that all jobs scheduled #ock(p, ) in or before this process are executedhlock(p,i) in T. To
see that, we observe that (1) for any delay bograhd any nonnegative integgrall jobs of delay bound scheduled
to block(q, j) are executed iblock(q, ) in T; (2) in or before this process, only jobs of delay bound at moste
scheduled. The claim follows from these two observations, and the fact that each delay bound is a power of

Second, we show that the number of jobs we schedule on resour&gs in block(p, i) is at least that executed on
resources X, ; in block(p, ) in T. Itis obvious that the claim holds for jobs with delay boyndt remains to show the
claim for jobs with delay bound less thanLet g be any delay bounds less thanl_et j be any nonnegative integer such
thatblock(q, j) C block(p, ). Let color be any color with delay boung Letr be the number of colof jobs arrive in
block(q, j). We defineX, ; , to be the(T, ¢, 7, £)-monochromatic resource. By the way we schedule dojobs, we fill
resources i, ; , with color ¢ jobs in descending order @f-levels inblock (g, 7). By definitions ofl'-levels, theT-level
of any resource i/, ; , N X}, ; in block(q, j) is greater than that of any resourcelify ; ,NY, ; in block(q, j). Hence,
the number of colof scheduled on resourcesi, ; , N X/ ; in block(q, j) is min (g - |Mg.je N X1’”| ,7). Itis easy to
see that the number of coléscheduled on resourcest), ; NX, ; in block(q, j) is atmostmin (¢ - | X ;e N Xy 4|, 7).
By definition of X, ;, X ;, My je, and Xy je, [Xqj0 N Xpi| = |MgjeN XI’”] Hence, the number of coldrjobs
scheduled on resourcesi, ; N X, ; in block(q, 7) is at least that executed on resourceXp; N X, ; in block(q, 7)
in T'. By definition of X, ;, X, ; ¢, and the fact that colatis associated with delay bougdno color? jobs are executed
on resources ik, ; \ X, ;¢ in block(q, 7). Hence, the claim holds for coldrjobs in block(q, ). Summing up over all
£'s, j's andg’s, the claim follows.

From the above two steps, we conclude that the number of jobs schedul€d in block(p, ) is at most that
executed irY), ; in block(p, i) in T that is, the number of jobs scheduledvif; in block(p, i) is at mostp - [Y,, ;|. Since
the total number of slots that are marked as occupiéq inis at least the - | ;|, and|Y, ;| = 3|Y,, |, we obtain that

at least} of the slots iny, ; are free. Hence the lemma follows. |

Lemma 4.5 The drop cost incurred by” is the same as that incurred by,

Proof. It is sufficient to show that, for any delay boupdnd nonnegative integérthe jobs of delay boung executed
by T in block(p, i) are executed b¥”’. By Aggregate, we intend to schedule all jobs of delay bouesecuted byl" in
block(p, 1), it is sufficient to show that whenever we schedule a group of jobs of delay hguhdre are enough slots
in the target resources. It is not hard to see that the jobs of delay poscteeduled toX, ; can find enough slots in the
target resources. By Lemma 4.4, we conclude that the jobs of delay posoteeduled td’; ; can find enough slots in
the target resources, too. Hence, the lemma follows. ]

Lemma 4.6 The reconfiguration cost incurred # is at most a constant factor of that incurred By
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Proof. We define a reconfiguration ifi’ to be aspecial reconfiguratioiif the reconfiguration is made on the boundary
of block(p, i) on resources i, ; ¢, for anyp, i and¢. For any groud’ of jobs with delay boung that are executed in
block(p, i), we definel to be a(p, i)-multichromatic group il is assigned to resourcesfj ;.

We first bound the cost incurred by special reconfigurations. Fix an arbitrary delay pomndl a nonnegative
integer:. We consider special reconfigurations on the boundary betwleeky(p, i) andblock(p,i + 1). Itis not hard to
verify that if resourcek is (T, p, i, £)-monochromatic, then resour¢k, 0) is (T”, p, 4, (¢, j))-monochromatic, for some
nonnegative integef. Hence, it is sufficient to bound the reconfiguration cost incurred’lgue to the relabeling of
resources inJ,Y, ; ., whereY,, ; , is the set of resources that are in bdth, ; , and M, ;11 ,. Fix any color{. Let
rp.i.¢ e the number ofT’, p, i, £) resources. Lef, ; , be the number ofT, p, 7, {) resources with labels at least; 1 ¢
in block(p,4). Itis not hard to verify that the number of resourcestiy; . that change labels frorblock(p, i) to
block(p,i+1) is at mosty, ; ¢, Which is in turn at mostnax(0, rp, ;. ¢ — 7p,i4+1,¢). SUmMming up over all’s, we obtain that
the number of resources that change labels fé&wvk (p, 7) to block(p, i + 1) is at most the number of reconfigurations
on the boundary betwedrock(p, i) and block(p,: + 1) in T. Summing up over alp’s andi’s, the cost incurred by
special reconfigurations is at most the reconfiguration cost incurrgd by

We then bound the cost incurred by nonspecial reconfigurations in the following three steps. First, we associate
6A units of credit with each reconfiguration . Second, we show that we can spread the credit so that(path
multichromatic group get6A units of credit, for any delay bound and any nonnegative integéras follows. By
the way we form groups and the fact that we can execute at pjudts on a resource iblock(p, i), the number of
(T, p,i)-multichromatic resources is at least the numbef9f)-multichromatic groups. Since there is at least one
reconfiguration on eactt’, p, ¢)-multichromatic resource iblock(p, i), hence the claim follows. Third, we show that
the cost incurred by nonspecial reconfigurations can be bounded by the total credit associated with the multichromatic
groups as follows. For each multichromatic grdupof jobs with delay boung that are executed iblock(p, ), we
use2A units of credit to pay for the reconfigurations at the beginning and erid of 77, and4A to pay for the
reconfigurations caused by the wrapping around when the ebiddf(p, i) is encountered while scheduliig Hence
the cost incurred by nonspecial reconfiguration®'inis within a constant factor of the reconfiguration cost incurred by
T.

Hence, the lemma follows. [

Lemma 4.1 follows from Lemmas 4.3, 4.5, and 4.6.

5 Our Main Result

In this section, we solv@A | 1 | D, | 1], which is characterized by a fixed configuration cdsta unit drop cost,
per-color delay bound,, and non batched arrivals (requests can arrive at any round).

To simplify the presentation, we focus on the special case wherelgaisha power oR2. The special case is solved
by a reduction tdA | 1 | D, | D,], which is solved in Section 4. For any colbsuch thatD, = 1, jobs of color/ are
already batched. Hence, throughout this section, we asgéume 1, for any color¢. Section 5.1 and Section 5.2 give
the algorithm and analysis for the reduction, respectively. In Section 5.3, we comment on how to extend our solution for
the special case to arbitrary delay bounds.

5.1 Algorithm VarBatch

For any delay bound, we definehalf-blocksof delay bound as follows. For any nonnegative integehalf-blocki of
delay boundp, denoted by:alfBlock(p, i), is theL rounds starting from round- £.

Algorithm VarBatch takes an input sequencéor [A | 1 | D, | 1], where eactDy is a power of2, and proceeds in
the following two steps. First, we construct an inptfor [A | 1 | % | %] by delaying any jolx of delay bound that
arrives inhalfBlock(p, i) until halfBlock(p,i + 1), and restricting the execution ofto halfBlock(p,i+ 1). Second, we
apply algorithm Distribute on’ to obtain the final schedule.

Note that algorithm VarBatch is an online algorithm.

5.2 Analysis of VarBatch

Consider any delay boundand any johr of delay boundp. Let x arrive in halfBlock(p, ). We say the execution af
is early if x is executed irhalfBlock(p, ), punctualif x is executed irhalfBlock(p,i + 1), andlate if x is executed in
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halfBlock(p,i + 2). We define a schedulg to beearly (resp. late) if all job executions inS are early (resp., late). We
define a schedul§ to bepunctualif all job executions inS are punctual.

Lemma 5.1 For any input sequence and any early offline schedule with reconfiguration cos€' and one resource,
there exists a punctual schedufiéthat executes all jobs executed $yvith three resources and incurs a reconfiguration
cost ofO(C).

Proof. Given S, we constructs’ in the following three steps. First, we identify a set of jobspscialjobs as follows.
For any delay boungd, any color? with delay boung and any nonnegative integgrif color £ is configured throughout
halfBlock(p, i) andhalfBlock(p,i + 1) in S, we label all colo¥ jobs executed ithalfBlock(p, ) in S as special.

Second, we schedule special jobs on resoQras follows. For any colof and special jolx of color ¢ executed in
roundy in .S, we executer in round;j + % on resourc® of S’.

Third, we determine the schedule of nonspecial jobs on resduarel2 in ascending order of delay bounds. For
any delay boung and any nonnegative integérwe determine the schedule of nonspecial jobs of delay bgund
halfBlock(p,i) in an arbitrary order of colors as follows. For any colowith delay boundp, let X, be the set of
nonspecial jobs of colof executed imalfBlock(p,4) in S. We schedule jobs iX, in the first free slots on resourde
and2 in halfBlock(p,i + 1), where slots are defined in Section 3.3.

We need to show the following properties $f (1) all job executions irb” are punctual; (2) the drop cost incurred
by S’ is the same as that incurred I8y (3) the reconfiguration cost incurred I/ is at most a constant factor that
incurred bys.

By the way we schedule jobs 7, for any delay boung and nonnegative integer integemany job of delay bound
p executed irhalfBlock(p, i+ 1) in S’ arrives in blockhalfBlock(p, ). By definition of punctual executions and the fact
thatS is an early schedule, all job executions3hare punctual, that is, (1) holds.

To show (2), itis sufficient to show that any job executedbig executed bys’. It is straightforward that any special
job executed bys is executed bys’. In the following, we show that any nonspecial jobs executed liy executed by
S’. It is not hard to verify that, for any delay boundand any nonnegative integér nonspecial job scheduled in
halfBlock(p,i + 1) in S” are executed ihalfBlock(p, i) or halfBlock(p,i + 1) in S, hence with two resources, we can
execute all nonspecial job scheduleditdfBlock(p,i + 1) in S’. Summing up over alp’s andi’s, we obtain that any
nonspecial job executed kfis executed bys’. Therefore, (2) follows.

It is straightforward that the reconfiguration cost incurred on resoui@eS’ is at most the reconfiguration cost
incurred byS. Now we show how to bound the reconfiguration cost incurred on resdussel 2 of S’ with the
accounting method in the following three steps. First, we assotiateunits of credit with each reconfiguration in
S. Second, we show that we can spread the credit such that each group gets#h leags of credit, where a group
is a continuous sequence of nonspecial jobs of the same €atoa half-block of D, in S, as follows. For each
reconfiguration from colof to color ¢’ on a resourcé, we give4A units of credit to the group of coldf scheduled
on resource: immediately after the reconfiguration bock (D, 7); we give4A units of credit to the group of coldr
scheduled on resourdeimmediately before the reconfiguration dfvck(Dy, i); we give4A units of credit to the last
group of color¢ scheduled on resourdein block(Dy,i — 1); where the reconfiguration incurs bdock(Dy, 7) and in
block(Dy, 7). Third, we show that the total credit associated with the groups can pay for the reconfiguration cost on
resourcel and2 in S’ as follows. For each group of color ¢, we use2A units of credit to pay for the beginning and end
of U in §’, and2A to pay for the reconfigurations caused by the wrapping around when the end of the current half-block
of Dy is encountered while scheduling Hence, (3) follows.

Therefore, the lemma follows. ]

The following lemma can be proved with a proof similar to that for Lemma 5.1 and hence omitted here.

Lemma 5.2 For any input sequence and any late offline schedulg with costC' and one resource, there exists a
punctual scheduleS’ that executes all jobs executed Bywith three resources and incurs a reconfiguration cost of
o).

Lemma 5.3 For any inputo for [A | 1 | D, | 1] and any offline schedulg for o, there exists a punctual schedufé
that is resource competitive witl.

Proof. SupposeS usesm resources. Consider any integesuch thatd < & < m. Let S, denote the schedule of
resourcek in S. Let Cj, denote the cost incurred by,. Let Sy, Sk,1, and Sk o denote the schedule obtained by
retaining only the early, punctual, and late executionS;inrespectively. Obviously, the reconfiguration cost incurred
by each ofSy, o, Sk,1, andSy, o is at mostCy,.
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By Lemma 5.1, there exists a punctual schedﬂjgj that executes all jobs executed By o with three resources
and incurs a reconfiguration cost@f{C,). By Lemma 5.2, there exists a punctual schediflg that executes all jobs
executed byS;, » with three resources and incurs a reconfiguration co§}(@f;). Hence, all jobs executed Iy, are
executed by} , Sk,1 andSy, ,, and the total reconfiguration cost incurredsiy,,, Si,1, ands;, , areO(Cy).

Given 7m resources, we construst as follows. We use resourc&s to 7k + 6 to execute the jobs executed on
resourcek in S. We useS;, , in resources fronk to 7k + 2, Sy 1 in resourcesk + 3, S;. , in resources fronk + 4 to
7k + 6. By the above argument, all jobs executed’jnare executed on resources fr@nto 7k + 6 in S’, and the total
reconfiguration cost incurred by on resources frorik to 7k + 6 areO(Cy). Summing up over alk’s, the lemma
follows. ]

Theorem 3 Algorithm VarBatch is resource competitive fdx | 1 | Dy | 1].

Proof. Consider any input for [A | 1 | D, | 1]. Suppose there exists an offline schedfifor o with costC andm
resources. By Lemma 5.3, there exists a punctual schétidte o with costO(C) andO(m) resources. Let’ be a
request sequence obtained by delaying the arrival of each ¢dlelay bound that arrives imialfBlock(p, i) in o until
halfBlock(p,i + 1) and restricting the execution ofto halfBlock(p,i + 1). SinceS’ is punctual, there exists an offline
schedules” for ¢’ that behaves exactly &&.

The sequence’ can be viewed as an input sequence[fdr| 1 | £¢ | B¢]. By Theorem 1, algorithm Distribute
is resource competitive fdn\ | 1 | 2¢ | Z¢]. Hence, algorithm Distribute generates an online schefidter o’ that
is resource competitive witf”. Therefore,I" incurs costO(C') with O(m) resources. Fa#, algorithm VarBatch first
transformso into ¢’ by delaying the job arrivals and then applies algorithm Distribute to generate schiedoder’.
The scheduld’ is also the final schedule for.

In summary, for any inpug for [A | 1 | D, | 1], if there exists an offline scheduke for o with costC' andm
resources, algorithm VarBatch generates a schefifite o with costO(C) andO(m) resources. Therefore, algorithm
VarBatch is resource competitive fk | 1 | Dy | 1]. ]

5.3 Extension to Arbitrary Delay Bounds

The extension of our solution to arbitrary delay bounds is straightforward. The basic idea is as follows: for any delay
boundp such tha’ < p < 27+, and any jobr with delay boundp that arrives inhalfBlock(27~1,4), we delay the

arrival of z until halfBlock(2’~!,i + 1) and restrict the execution of in halfBlock(2’~!,i + 1). The proof of the
extended solution is similar as given in Section 5.2.
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A Analysis of ALRU

In this section, we show th&LRU is not constant competitive even with a nonconstant factor blowup in the number of
resources.

Let OFF denote an arbitrary offline algorithm. We give OFF one resource (the argument can be easily extended to
the general case that OFF has more than one resource). Recall that wd &ien resources. Considéy colors with
a delay boun@’ and one color with a delay bourid, where2* > 2/+1 > nA. For convenience, we refer to each
color with a delay boun@’ as a short-term color and the color with a delay bohas a long-term color. The input
sequence proceeds 2 rounds as follows. We receiv& jobs for each of the short-term color every integraRdfand
2% jobs for the long-term color at the very beginning.

It is not hard to verify that the timestamp of any short-term color is always at least as recent as that of the long-term
color. Hence ALRU caches all short-term colors at the beginning of the second integ2alasfd then keeps the same
configuration afterwards. The reconfiguration cost incurred\byrU is nA. The drop cost incurred by\LRU is at
least2”.

Consider an offline algorithm OFF that caches the long-term color throughout. The reconfiguration cost incurred by
OFF isA. The drop cost incurred by OFF2—7-1nA. Hence, the competitive ratio dfLRU is at least

nA + 2F
A+ 2k=i=1pA°

Because® > 27! > nA, we obtain that the competitive ratioma(%), which is not a constant wheiis sufficiently
large.
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B Analysis of EDF

In this section, we show that EDF is not constant competitive even with a nonconstant factor blowup in the number of
resources.

Let OFF denote an arbitrary offline algorithm. We give OFF one resource (the argument can be easily extended to
the general case that OFF has more than one resource). Recall that we giver&salrces. We considér+ 1 colors
as follows: a color with a delay bourid, a color with a delay boun®*, a color with a delay boun#**!, ..., and a
color with a delay bound** % —1, where2* > 27 > A > n. The input sequence proceed2fit Z ~! rounds as follows.
For the color with a delay bound @f, we receiveA jobs for each integral multiple &, until round2*~!. For a color
with a delay bound o2**7, for0 < p < 5, we receive2*+7~1 jobs at the very beginning.

For the above input sequence, EDF first cachestioelor with the smallest delay bounds, and then executes jobs
for the color with the largest delay bound whenever any resource becomes idle. The reconfiguration cost incurred by
EDF is at lease* 1A,

Consider an offline algorithm OFF that caches the color with a delay bouad tfroughout rounds frond to
2k=1—1, and caches the color with a delay boun@/f? throughout rounds fro* 7~ to 257 —1, where0 < p < Z.
Algorithm OFF does not incur any drop cost and incurs a reconfiguration c@tﬂ;fl) A.

Hence the competitive ratio of EDF is at Ie&%f%, which is not a constant § — j is sufficiently large.
2
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