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Abstract— Multi-robot patrol is a fundamental application  is practical in reality remains, to our knowledge, an open
of multi-robot systems. While much theoretical work exists question.

providing an understanding of the optimal patrol strategy for . . .
teams of coordinated homogeneous robots, little work exist We present an empirical study of multi-robot patrol using

on building and evaluating the performance of such systems & team of mobile robots provided by the Pharos testbed{10].
for real. In this paper, we evaluate the performance of multt ~ Pharos achieves robot navigation using consumer-grade
robot patrol in a practical outdoor distributed robotic system, ~GPS/compass and communication through ad hoc WiFi.
and evaluate the effect of different coordination schemesm  Thijs is due to practical objectives, i.e., low cost and easy
the performance of the robotic team. The multi-robot patiol ¢ o gty cture-less deployment. Using Pharos, we evaluat
algorithms evaluated vary in the level of robot coordination: . . . A )
no coordination, loose coordination, and tight coordinaton.  different coordination mechanisms for maintaining optima
In addition, we evaluate versions of these algorithms that idleness at given waypoints along a cyclic patrol route géhr
distribute state information—either individual state, or entire  different coordination mechanisms are examirgdcoordi-
team state (global-view state). Our experiments show thathile  npated in which the robots do not coordinate their behaviors

tight coordination is theoretically optimal, it is not practical i their peers (i.e., they act like individual robots ieat
in practice. Instead, uncoordinated patrol performs best n

terms of average waypoint visitation frequency, though losely ~ Of @ team).Tightly coordinated in which a robot in the
coordinated patrol that shares only individual state perfeamed ~ team will not continue to move before knowing that all
best in terms of worst-case frequency. Both are significanyl its teammates are synchronized in terms of reaching their
better than a loosely coordinated algorithm based on sharig respective waypoints, antloosely coordinatedin which

?AZE?;"Q%V ps}?gﬁ'cewfaﬁzgogﬁmfn|§h'tfy ?(l)sl;:(;tep;]aertlgiyogt:ent\!v‘yeen each robot is coordinated only with the subset of robots that

by extending the theory to account for such heterogeneity,rd '€ Within its communication range. Two message update
find that the new theory accounts for the empirical results. schemes between the robots are usidtividual status

messages+SM, where each robot sends its peers only its

. . L . own status; andlobal status message$sSM, where each
Multi-robot patrol is a fundamental appllcat|9n of multi- robot sends to its peers its entire world view in terms of team

robot systems [7], [12], [2], [8], [S], [14] in which a team status. We examine the influence of using these two schemes

of ”?Ob"e robots cqntlnually V'S'_t a target area (e_.g., ¥dn the team’s performance in the two coordinated scenarios
continuous 2-D environment, a linear path, or a discret, ightly coordinated and loosely coordinated)

graph) to monitor some change in the environment's stat E : ith f d th b
In this paper we concentrate drequency-based patrgl’] xperiments wit _teams of o and t ree o ots are
' _conducted and the idleness at each waypoint is recorded.

[8], [12] where the goal is to maximize a given freqUencyp . ¢ 1 show that loose coordination using ISM performed

criterion, usuallyidlenessi.e., the time between consecuuvebetter than loose coordination using GSM, since it involves

visits to a part|cular_p0|nt within the patrolied region 112 each robot waiting for fewer other robots. Tight coordioati
We focus on evaluating the worst and average idleness for a S S L2
always fails; the communication scheme is irrelevant when

team of robots patroliing 2 cyclic set of waypoints. .the route forces the robots to have connectivity disconnec-

Previous work on multi-robot frequency-based patrol P"ions, which is expected and common in real-world networks

tmhanly l;:otncent:jated cl)n I_lndlr:g optlrl'n?I patro'_Stratﬁg'e'stfooLautonomous robots. Surprisingly, the uncoordinatedmec
¢ el r(T'kO S, an _evat_ua lngt_ e7 S0 uc|jo_ns 1_15|n|g i eorlezlcg ism performed better in terms of average idleness, haweve
((;)OS : "e ar;\proxma '0';] ratio [7], anf r']n simulation [ l]) the loosely coordinated algorithm using ISM outperformed
enera y,.t ey prove.t at a team.o NOmMOgeneous TobQiz. \ncoordinated patrol in terms of worst-case idleness.
must be tightly coordinated to maintain uniform tempora Wi .
. . - . . . e respond to the discrepancy between theory and prac-
separation, which guarantees minimal uniform idleness in a L , .
cyclic patrol environment. Whether such tight coordinatiotlce’ caused primarily by robot heterogeneity, by extegdin
y P ' 9 the theory to account for such heterogeneity. Specificaty,
provide a theoretical analysis of the average and wors-cas
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I. INTRODUCTION
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observed in the experiments. The only means of coordination between the robots is
through explicit communication (specifically, using WiFi)
They are not equipped with sensors to visually or otherwise
identify their teammates. The robots determine their iocat
In the problem of frequency-based multi-robot patroland headings using GPS and compass. The control of the
a team of robots is required to repeatedly visit a set agbbots’ actions is done using behavior-based control [15],
interesting locations to optimize some visitation frequen where the experiment consists of a sequence of one type of
criterion. A key metric for evaluating the performance ofbehavior:GoToWaypoi nt .
any solution to this problem is thiellenesscriterion [12],
which is the time between visits by any robot to a point of
interest. We implement the multi-robot patrol application using the
Theoretically, the optimal algorithm requires that theéPharos testbed [10], which consists of numerous Proteus
robots be tightly coordinated, especially in cyclic patromobile robots. These robots are highly modular, enabling
routes (e.g. [2], [12], [9], [8]). Tight coordination meaak easy customization for specific applications. For our robot
robots travel along the cyclic path while always maintagnin patrol implementation, the robot configuration is shown in
uniform inter-robot distance (in time). Specifically, ifeth Figure[1. It consists of a customized Traxxas Stampede
travel time along the cyclic path & time units, then given mobile chassis and a plane containing computational ele-
k homogeneous robots, the distance between them shouldrbents, a Garmin eTrex GPS receiver, and a CMPSO03 digital
maintained asV/k throughout the patrol execution. compass. The Traxxas Stampede provides non-holonomic
In reality, constraints posed by the robots (for examplear-like movement. It is upgraded with a more powerful
the range of their wireless communication interfaces), théll Rock Crawler Professional motor, a Devantech 20A
environment (rough terrains or large environments in whicMD0O3 motor controller, stiffer suspension springs, an E4
direct communication between robots is not possible) makesiniature optical wheel encoder, and dual Tenergy Lithium
it at times impossible to obtain perfect coordination. Addipolymer 14.8V 11Ah battery packs. These upgrades enable
tionally, even robots that consist of the same hardware dbe robot to easily move and power the computational and
not necessarily act uniformly. For example, their velesiti sensing elements that reside above the chassis. While its
might not be the same due to slight differences in calibratictheoretical top speed is 10m/s, we software limit the top
and maintenance, and sensor performance. speed to 3m/s. When moving at 0.5m/s, its minimum turning
In this work, we examine the use of the following thregadius is approximately 3m. The batteries enable contiauou
coordination mechanisms, and determine empirically aneperation of the robot for over six hours.
theoretically the best coordination mechanism for a team of
k robots patrolling along a cyclic set of waypoints. .

Uncoordinated: Each one of the: robots patrols along the Dt
set of waypoints oblivious to the presence of the other mbot
i.e., the robots act ak teams, each consisting of one robot,
and not as a team df robots.

Tightly Coordinated: The robots are given a list of team-

mates in advance. Each robot progresses through one way- Motor
point at a time. Upon arriving at a waypoint, it will not conteter
continue to move until it is sure that its teammates have also

reached their current destination waypoints.

Loosely coordinated: The robots are given a list of team-
mates in advance, but they also maintain a dynamic list of
“active” teammates. If a robot does not hear from a teammate
within some time duration (we set this value totgeconds),

it will remove the teammate from the list and mark it as “out 4 obot's main computational components are a general-
of range.” Once it hears from a teammate previously not rpose x86 computer and a microcontroller. The x86 is a
as “out of range”, it adds the teammate back again to the li A EPIA Nano-ITX motherboard that contains a 32-bit VIA
of actiye teammates. Ea(?h _robot _actg in tight coordinatioe7 CPU running at 1GHz, 1GB of DDR2 RAM, a 16GB
only with team members in its active list. compact flash drive, and a CM9-GP |IEEE 802.11g WiFi
We used two types of message update schemes betweghi | module based on the Atheros AR5213A chipset.
the robots: It runs Ubuntu Linux 11.04 server and Player 3.0.2 [11].
Individual Status Messages (ISM):Each robot sends its Custom Player drivers provide high-level programming ab-
own status to Its peers. stractions for robot movement and sensing. The WiFi in-
Global Status Messages (GSM)Each robot sends its own terface is configured to form a wireless ad hoc network on
status plus its known status of its teammates to its peers.channel 1. This is necessary because as the robots move, they

II. THE PATROL PROBLEM AND COORDINATION
MECHANISMS
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Fig. 1. One of the Proteus robots used in our tests.



will often go out of range of a central base station, rendgrinlocation to the next waypoint. Thus, the actual patrol
an infrastructure-based network infeasible. activity is implemented as a sequence@ToWaypoi nt
Specialized tasks are handled by a MC9S12DP512 micrbehaviors. Per the behavior-based programming model,
controller (MCU) that is attached to the x86 via a 115.2kbpbehaviors have starting and terminating conditions. Is thi
serial UART. The MCU is responsible for controlling andcase, the start condition for the firsBoToWaypoi nt
accessing most of the robot’s actuators and sensors. Spebiéhavior is the arrival at the robot’s starting waypoint.
ically, it controls the MD03 motor controller via a PWM For the remainingGoToWaypoi nt behaviors, the starting
signal and adjusts the robot’s speed based on feedback fraondition is the completion of the previo@GToWaypoi nt
the wheel encoder. It also controls the front servo via agrothbehavior. The terminating condition of tig@ToWaypoi nt
PWM signal, which determines the steering of the robobehavior is when the robot reaches the behavior’s waypoint
Finally, the MCU communicates with the CMPS03 digitaland, depending on the type of patrol, synchronizes with the
compass via 12C, gathering heading information at 5Hz anosther members of the team.
sending this information to the x86.
Localization is achieved using the Garmin eTrex GPS V. EVALUATION
receiver. It is attached directly to the x86 via a 4.8kbpgaser , )
UART connection, and provides location information at 0.54 Experimental Settings

1Hz with approximately 3m accuracy. The GPS receiver is To test the multi-robot patrol implementation, we created a
mounted 30cm above the robot on a plastic pole to improvgatrol route on a parking lot as shown in Figlife 2. Waypoints
the accuracy and reliability of the device. are indicated by the markers, and the route is shown by the
As previously mentioned, the x86 runs Player 3.0.2, whichrrows. The route consists of six waypoints arranged in a
provides higher-level software abstractions for the risbotrectangle. The waypoints are spaced 18.5m to 19.5m apart
sensors and actuators. PlayePesi ti on2Dinterface forming a route 114.4m in length per round. In all experi-
is used to control the robot's movements and receivgents, the robots patrol the route ten times. We performed
compass data, while théPSI nt erface is used to re- experiments involving two and three robots. The robotsgbatr
ceive location data. Finally, aidpaquel nterface is the route in the same direction (i.e., clockwise when viewed
used to transfer debugging and MCU status inform&rom above). To minimize waypoint idleness, the robots
tion to the client application, which in this case is thenitially start at different waypoints equally spaced ajdhe
Mul ti Robot Pat r ol Server. route. Specifically, for two robot experiments the starting
The Mul ti Robot Patrol Server is written in Java waypoints are 2 and 5, and for three robot experiments the
as a Player client. A unique instance of this applicastarting waypoints are 1, 3, and 5. For all experiments, the
tion runs on each robot and subscribes to the aforggbots move at a target speed of 2m/s, though the actual
mentioned Player interfaces. It implements the multispeed is less because the robots slow when they turn, stop if
robot patrol logic. The server uses Java sockets for nehey fail to receive GPS or compass readings, and stop when

work communication with other robots. Currently, thesynchronizing with teammates in coordinated patrols.
robots communicate using singlecast TCP links that are

opportunistically formed when two robots are within
range. TheMul ti Robot Pat r ol Server also accepts
connections from thé/ul t i Robot Pat rol Cl i ent. The
Mul ti Robot Patrol Client runs on a central base
station and is responsible for initializing a multi-robot
patrol experiment. Initially, all patrol robots are placed
within range of the base station. The patrol begins
when theMul t i Robot Pat rol C i ent connects to each
robot’s Mul ti Robot Patr ol Server, and informs it
of the team members, patrol type, patrol route, patrol
speed, number of patrol rounds, and starting points. The
Mul ti Robot Patrol C i ent then sends a start mes-
sage to each robot causing it to begin patrolling. Note
that by this time, the robots operate independently of thﬁg. 2. The patrol route used to evaluate our multi-robot patrol lexpen-
Mul t i Robot Pat r ol C i ent. This is necessary since the tation.
robots may move out of range of this client while patrolling.

GPS waypoints specify the patrol route. The For two robot experiments, we performed uncoordinated,
Mul ti Robot Pat r ol Server follows this patrol route loosely coordinated, and tightly coordinated tests. Taodoet
by encoding it via a behavior-based programming modeleams only use ISM messaging since there is no global
Each waypoint in the patrol route is stored within a uniquénformation to share among the robots other than the status
GoToWaypoi nt behavior, which when executed uses GP®f themselves. For three robot experiments, we perform
and compass data to navigate the robot from its currenhcoordinated, loosely coordinated ISM, loosely coorttina




W Uncoordinated  w Loosely Coordinated

GSM, tightly coordinated ISM, and tightly coordinated

GSM. )
Each experiment is run twice, enabling us to verify the ‘ J ‘ 1 [ [ . ‘ l

stability of results across experiments. We observed that ‘ ‘ |

the general trend was maintained across different types of

experiments and thus, for brevity, we present average salue . |

across both uncoordinated and loosely coordinated experi- !

ments. The results of the tightly coordinated experimergs a ’

omitted because, as will be discussed, they promptly fagl du e T T e e T e

to wireless disconnection between the robots.

Idleness(s)

g

Waypoint Number

(a) Two Robots
B . EXpe r| me ntal Resu |tS W Uncoordinated w Loosely Coordinated ISM .. Loosely Coordinated GSM

Experiments are successful if they execute to completion.
This occurs when all robots complete the desired nhumber
of patrol rounds, which is ten in this case. As previously [ 71 7[ 1 \ ‘
mentioned, each experiment is executed twice. Table | shows o I 1 : I 2 | : l i l I
which types of experiments executed successfully and which .
failed. The failed experiments involve tight robot coomhn .
tion. In these experiments, wireless disconnection rediit . ' ' l ' ' I
the entire system entering a deadlock state with every robot d g A : . ;
waiting for another robot to announce their arrival at their
waypoint. In a ISM test, a permanent wireless disconnection
between any two pairs of robots will result in this deadlock.
In a GSM test, any partition among the robots in the network
will result in deadlock. The results clearly indicate thathe
real-world where wireless links are dynamic and unreliable N . . .
an uncoordinated or loosely coordinated strategy is superi.Olc coordination will only increasethe average waypoint

because it enables the system to avoid deadlock, i.e., it@_(le_nessa Wh;Chd'S uhndeswa:jple.t d vatrol has i didl
more robust to communication failures. 0 understand why coordinated patrol has increased idle-

ness, consider the amount of time robots spend waiting at a

Idleness(s)

Waypoint Number

(b) Three Robots

Fig. 3. The average idleness of each waypoint.

| [ Two Robots| Three Robots| waypoint for their teammates to synchronize. This is shown
Uncoordinaied Success Success in Figure[4. Clearly increasing the number of robots results
Loosely Coordinated I1SM Success Success in an increase in the wait time at each waypoint. When GSM
Loosely Coordinated GSM N/A Success coordination is used, the wait time increases even moresinc
Tightly Coordinated ISM Fail Fail robots may wait for teammates who are not directly within
Tightly Coordinated GSM N/A Fail wireless range. As expected, the uncoordinated scenasio ha
TABLE | the least wait time (nearl®) since the robots do not wait

THE SUCCESS AND FAILURE OF MULT{ROBOT PATROL EXPERIMENTS for their teammates at each waypoint. These significant
periods where a robot waits for its teammates explain the
elevated waypoint idleness in the coordinated scenarins. O
The average waypoint idleness for the successful expéanteresting observation is that while increasing the numbe
iments is shown in Figurel 3. The results are the average$robots results in a decrease in waypoint idleness, iftesu
across two executions of each the same experiment. Eriaran increase in average wait time at each waypoint since
bars denote 95% confidence intervals. As expected, addingreere are more robots with which to synchronize.
third robot reduces the overall average waypoint idleness. The amount of time to complete each experiment is shown
In the two-robot scenarios, the average of the uncoordin Figure[5. Again, the results are the averages across two
nated case is lowest, but its confidence interval is vergxecutions of each experiment type. In all experiments the
large relative to the coordinated case. This indicates thatbots leave from the same spot, which is our home base next
loosely coordinating the robots increases the predidtabil to the patrol route. The start and end times of an experiment
of the waypoint idleness, though at the cost of slighthare calculated as the time they were launched to the time
higher average idleness. In the three robot case, the averdlgey reach the final waypoint in the route, respectively. The
idleness in the uncoordinated scenario is far lower than amgsults show that the three robot uncoordinated scenattie is
coordinated scenario, even when considering the confidenfestest and that multi-robot coordination increases thal to
intervals. The loosely coordinated ISM scenario performduration. The results also show that GSM coordination in the
better than the GSM scenario, despite GSM disseminatirilgree robot scenario increases the duration over the ISkl cas
more robots status information. The surprising results atey nearly 300s (5 min.), demonstrating the high overhead
caused by coordination overhead, and indicate that any forof multi-hop coordination. As expected, the uncoordinated



i Uncoordinated  w Loosely Coordinated | | Num. TX | Num. RX | MSg. LOSS|
2 Robots Loosely 4,315 3,690 10.8%
Coordinated
3 Robots Loosely | 13,372 9,042 32.4%
Coordinated ISM
ol 3 Robots Loosely | 16,768 13,379 20.2%
. Coordinated GSM
‘B TABLE Il

2

N - 77&.7 G THE NUMBER OF COORDINATION MESSAGES TRANSMITTEPRECEIVED,
° ! 2 : ¢ ° AND THE PERCENTAGE OF THESE MESSAGES LOST

Wait Time (s)

Waypoint Number

(a) Two Robots
i Uncoordinated u Loosely Coordinated ISM .. Loosely Coordinated GSM
B V. OPTIMALITY OF PATROL FORTWO HETEROGENOUS
RoBOTS

2 As stated in Sectiof IV, a somewhat unexpected exper-
imental result was that the uncoordinated patrol performed

Wait Time (s)

‘ ) better than the coordinated patrol in terms of average idle-
l [ | ness. Based on the difference between the patrol time of
] ) | i 5 i individual robots (see Figurgl 5), we concluded that this
n 2 5 r 5 discrepancy was based on the fact that the robots are not
Waygeins iumber homogenous, but have different velocities. In this sectien

(b) Three Robots provide theoretical results that shed light on the emgirica
superiority of the uncoordinated patrol.
Fig. 4. The average wait time at each waypoint. When the robots are homogenous, and specifically have

the same velocity, the optimal patrol scheme for a team
of k& robots was shown to be the tightly coordinated one
scenarios exhibit the highest variation in robot comptetio[4], [7], [8]: The robots should spread uniformly along the
times since the robots do not wait for each other and magyclic path, and maintain uniform distribution betweenrnthe
operate at different speeds due to variations in the caidra throughout the execution. If the time it takes a robot to
of their mobility components and accuracy of the sensoiavel along the entire cyclic path i time units, then,
used for navigation. by maintaining uniform distance (in time) along the path,
the guaranteed idleness along the path is exadiik.
Specifically, the worst idleness along the path and the geera
| idleness at each point along the path is altk.
- When the robots are not homogenous, and have different
i velocities, the optimality of the tightly coordinated patr
l I scheme is not maintained. As mentioned above, we evaluate
the patrol using two criteriaworst idlenesswhich is the

1200

800

600

Average Patrol Time (s)

v ‘ greatest idleness reported at some point along the pathgluri
. j I I the execution of the patrol algorithm, aaderage idleness
N I B . | which is the average idleness at each point along the path.
faE e B s Denote the velocity of robot?;, 1 < i < k, by v;
(measured, w.l.o.g. imm/sec), and the length of the path
Fig. 5. The average time to patrol the route ten times. by S (measured, w.l.o.g., imeters). Assume without loss

of generality, that for 2-robot teamps > vy. Therefore, if

In the coordinated scenarios, the robots transmit theihe robots are coordinated, then both travel at velogity
status to their teammates approximately once every secondWe omit the proofs of the lemmas due to space limitations.
Since the wireless network is opportunistic and dynamic
due to node mobility, some of these messages are lost. Thd.emma 1:In a team of two robots, iRv; < wvg, then
number of messages that were transmitted, received, and the coordinated patrol does not perform better than the
percentage lost are shown in Table Il. Three robot networksicoordinated patrol in terms of both worahd average
have higher message loss than two robot networks, perhagkness.
due to increased wireless collisions when there are threeLemmall provides only a tight bound on the minimal
transmitters. In general, the frequent message loss, amorgjocity of R, that makes it worthwhile to choose the
other considerations such as heterogeneity in the robotshcoordinated patrol in terms @forst idlenessThe average
velocity, further motivates the use of loose coordinatiaro idleness can be lower using the uncoordinated scheme also
tight coordination. for lower velocities ofvy. The following lemma provides



a tighter bound on theverageidleness obtained by the of multi-robot patrol, accounting for different strategiéor
coordinated vs. the uncoordinated patrol whgn< vy <  dividing a graph between robots—either with or without an
2v;. Denote the least common multiple 6§v, and S/v2  overlap between the subgraphs associated with each robot.

by d; = lem(S/v1,5/v2). They evaluated their heuristic solution on a ship simulator
Lemma 2:In a team of two robots, ifl;S/v; < 57;2 — accounting for real environmental and ship constraintshsu

1, then coordinated patrol does not perform better than ttes sea currents, winds and physical capabilities of the ship

uncoordinated patrol in terms of average idleness. However, their algorithm is also centrally executed, and

Returning to the experimental results, we see that in th@ncentrates on finding an optimal patrol path for the rabots
two-robot uncoordinated patrol, one robét;) completed a Elmaliah et al[9] considered the problem of multi-robot
pass through the points at an average of approximdtily patrol along an open fence. In their work they generated
seconds, while the second robdty) completed a cycle in an algorithm for determining the optimal patrol path for
an average of approximateB0 secondsd; in this case is each robot while accounting for accumulation of errors in
400, and hence‘llg—g =4 < % —1=5—-1 = 4, and robot motion, representing this error in travel time. They
the dominance of the coordinated patrol is not guaranteegerformed an evaluation using real robots, and have shown
Note that Lemmd&]2 does not take into account time spetitat the algorithm that takes into account these deviations
on coordination (exchanging messages to make sure tHedm flawless motion indeed guarantees better point-visit
all robots are synchronized). Therefore, considering aldoequencies. However, in their work they also base their
the coordination time, the coordinated patrol is expectegatrol on tightly coordinated behavior, where in most parts
to perform even worse than the uncoordinated patrol, as the patrol (aside for one endpoint of the open fence)
demonstrated in the experiment. the robots are committed to maintaining uniform distance
between them.

Marino et al[13], [14] also considered a real robotic

The problem of multi-robot patrol has become a canonicanvironment, and suggested a fully distributed behavior-
problem in multi-robot systems in the past few years dubased framework for multi-robot perimeter patrol. They do
to its immediate applicability in various domains, mainlynot use explicit communication between the robots, but each
security and safety applications. As such, there is a greaibot base its understanding of the world on its sensing
deal of work in this area. Two aspects of the problem areapabilities, i.e., by observation. In our work we examine
considered in the literatureadversarial patro] in which the influence of the communication on the coordination
the team’s goal is to maximize its chances of detectinmiechanism of the robots, comparing the resulted frequency
an adversary trying to penetrate through the patrol patf visits of a point across the different mechanisms.
undetected (e.g. [5], [2]); anfrequency based patrolin Finally, since mobile wireless ad hoc networks are inher-
which the team’s goal is to optimize some frequency criteriaently less reliable than traditional networks, many networ
for example to minimize time intervals between visits oiprotocols and middleware services exist that aim to improve
to guarantee minimal deviation between such time intervafgliability in such networks. They touch multiple levels of
along the patrol path (e.g. [4], [16], [7], [8]). The lattey i the network stack and employ diverse strategies including
the focus of our paper. increasing information spread [20], [6], better broadcast

The first analysis of the multi-robot patrol problem wasscheduling [19], network coding [21], introducing delay-
presented by Mechadet al[12], where they introduced the tolerance [1], and context-aware adaptation [18], [17]. In
notion of idlenessas the time between consecutive visitghis paper, we utilize the standards-based network stack
along points of interest in a graph. They evaluated severabailable on Ubuntu Linux. The aforementioned protocols
strategies for generating multi-robot patrol paths in simuand services were not used because of their proprietary
lation. The question they examined whew to find patrol nature. Regardless, determining their impact on multetob
paths for robots such that the worst idleness is minimizegatrol is an interesting direction for future work.

Their work did not consider real robotic communication
capabilities, and assumed centralized decision making. VIl. CONCLUSIONS ANDFUTURE WORK

Other theoretical work in multi-robot patrol concentrated Due to modeling and approximations, simulations and
on similar questions, and varied in their suggested solstio theoretical results often produce conclusions that do not
For example, EImaliakt al[8] considered multi-robot patrol perfectly reflect reality. In the case of multi-robot freqag-
in areas in which some restrictions exist on the domaibased patrol that we examine in this paper, there is sig-
(mainly the possibility of representing the world on specifi nificant inconsistency between theoretically proven optim
types of grids), finding a minimal cost Hamiltonian cyclebehavior and practical results. This divergence origmate
in polynomial time while accounting for possible directadn from a combination of two real-world phenomena: unreliable
velocity constraints. Recently, Portugal and Rocha [16}-co wireless network connectivity among mobile robots and the
sidered the problem of multi-robot patrol in graphs, wherdeterogeneity of robots in a team. Through experimentation
the graph is partitioned such that each robot is assignéd a real-world robotic testbed, we demonstrated that the
to a region of the graph. They evaluated the solution inncoordinated and loosely coordinated-ISM algorithms per
simulations. Agmoret al[3] described the general problemformed better than the theoretically ideal algorithm, vhic

V1. RELATED WORK



repeatedly fails. Moreover, by relaxing the prior thearati [15]
assumptions to more closely reflect reality, we have shown
) . L . [16]
theoretically that in heterogeneous teams, it is sometlmés
optimal to act without coordination, as if each robot is part
of its own individual team. (7]
As future work, we would like to extend both the theo-
retical analysis and the empirical evaluation to largemga
of robots. We intend to examine continuous synchronizatioft8l
where robots do not necessarily stop when waiting for their
teammates and can instead continuously synchronize eveg]
when between waypoints. We would also like to evaluate
how the properties of the mobility plane impacts the PeIm)
formance of the multi-robot patrol algorithm. For example,
we could switch to Segway RMP 50-based robots, which
. 21]
can turn in place, but can only move at 1.7m/s (versus tHa
Traxxas Stampede, which can move at up to 10m/s).
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