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Abstract

We demonstrate that for any well-defined cryptographic protocol, the symbolic
trace reachability problem in the presence of an Abelian group operator (e.g., multi-
plication) can be reduced to solvability of a decidable system of quadratic Diophantine
equations. This result enables complete, fully automated formal analysis of protocols
that employ primitives such as Diffie-Hellman exponentiation, multiplication, and xor,
with a bounded number of role instances, but without imposing any bounds on the size
of terms created by the attacker.

1 Introduction

Conventional formal analysis of cryptographic protocols relies on the so called “Dolev-
Yao” attacker model, which assumes that the attacker can intercept any message and con-
struct or modify messages using a given set of computational and cryptographic primitives.
Cryptographic operations are treated abstractly as black boxes, in the sense that they are
assumed to have no computational features other than those associated with encryption
and decryption. Black-box cryptographic primitives are characterized using simple axioms
such as dec(enc(z, k), k~!) = z, where k~! is the inverse key to k, which might be
either k itself for symmetric encryption, or the corresponding private key for public-key
encryption. Sometimes even less is assumed: for example, in the free algebra model dec
is not used explicitly (the consequences of this restriction are discussed in [Mil03]).

Thisrudimentary treatment of encryptionis not adequateto deal with primitivessuch as
xor (exclusive or), multiplication, and Diffie-Hellman exponentiation, which are widely
used in security protocols. The attacker can and will exploit associativity, commutativ-
ity, cancellation, and other properties of these operations. For example, Bull's recursive
authentication protocol was formally proved correct in a model that treated xor as an ab-
stract encryption, and then found to be vulnerable once self-cancellation properties of xor
are taken into account [Pau97, RS98].

We use symbolic trace reachability as the standard representation of the protocol analy-
sis problem for trace-based security properties, which include secrecy and most authentica-
tion properties. This problem has been shown to be undecidablein several general settings
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(for example, see [DLMS99]). Our approach follows the line of research that makes the
reachability problem decidable by bounding the number of sessions, but allowing an un-
bounded attacker who may create messages of arbitrary depth [ALQO, FA0L, Bor01, MS01].
Other model checking approaches require a priori bounds on message complexity or may
fail to terminate. Inductive proof approaches have no finiteness limitations, but require
substantially more human effort per protocol, and are still subject to undecidability results.

In symbolic approaches, messages are represented as terms in an algebra generated
by abstract computational primitives. Messages may contain variables, representing data
fieldswhose valueis not known in advanceto therecipient. A variable can beviewed asthe
attacker’s input to the protocol execution since the attacker can instantiate it with any term
available to him as long as the instantiation is consistent in every term where the variable
appears.

A traceis a sequence of messages sent and received. A trace isreachableif thereisa
substitution that instantiates all variables with ground terms such that all messages sent by
the honest parties are consistent with the protocol specification, and all messages received
by the honest parties from the network could have been constructed by the attacker from
the previously sent messages and attacker’sinitial knowledge.

A traceisan attack if it violates the security condition—in the case of secrecy, if avalue
that is supposed to remain secret appears in the trace as an unencrypted received message
(i.e., is announced by the attacker). For a bounded number of sessions, the symbolic trace
reachability problem has been shown to be NP-complete [RTO01], assuming a free term
algebra.

Our main contribution is to extend the constraint solving approach, first proposed
in [MS01], to handle the algebraic properties of Abelian group operators. For any well-
defined cryptographic protocol, we show that symbolic trace reachability is equivalent to
solvability in integers of a certain system of quadratic equations. We then prove that this
system is decidable. Decidability of the bounded-session protocol insecurity problem for
xor (first shown in [CLS03, CKRT03b]) and for the free attacker algebra without equa-
tiona properties (previously proved in [RT01, CCMO01, MS01]) follow as special cases.

1.1 Overview

In Section 2, we introduce our formal model and describe how to reduce the protocol anal-
ysis problem to a sequence of symbolic constraints. In Section 3, we posit the origination
stability condition, which is a necessary property of any well-defined protocol. In Sec-
tion 4, we summarize the theory of ground term derivability in the presence of an Abelian
group operator, due to Comon-L undh and Shmatikov [CL S03].

The main technical result of the paper appearsin Section 5. If the constraint sequence
has a solution, we prove that it has a conservative solution. Intuitively, the conservative
solution uses only the structure that is already present in the original sequence. We show
that the substitution for any variableis a product of terms (and their inverses) drawn from
a finite set: the non-variable subterms of the origina constraint sequence. The resulting
set of product derivation problemsis naturally reduced to a system of quadratic Diophan-
tine equations, as shown in Section 6. One of the steps along the way is Abelian group
unification, which is known to be decidable [BS01]. We then proceed to demonstrate that
the quadratic system has a solution if and only if a particular linear subsystem has a so-
lution. Since linear Diophantine equations are decidable (e.g., [CD94]), this establishes
decidability of the protocol analysis problem in the presence of an Abelian group operator.



In Section 7, we extend our approach to protocols with Diffie-Hellman exponentia-
tion, under the restriction that multiplication may appear only in exponents. We replace
exponentials by a combination of products and uninterpreted functions, which reduces the
symbolic analysis problem for such protocols to the solvability of a symbolic constraint
sequence with an Abelian group operator. Conclusions are in Section 8.

1.2 Reated work

Boreale and Buscemi [BB03] and Chevalier et al. [CKRT03a] recently developed decision
proceduresfor protocol analysisin the presence of Diffie-Hellman exponentiation. Neither
addresses decidability inthe presence of an Abelian group operator. Thedecision procedure
of [BBO3] requiresan apriori upper bound on the number of factorsin each product, but the
paper does not indicate how to compute this bound for a given symboalic trace. In general,
establishing upper bounds on the size of variable instantiations needed for a feasible attack
on a protocol is a highly non-trivial problem and one of the main challenges in proving
decidability. Therefore, the technique of [BB03] cannot be considered a compl ete decision
procedure even for protocols with Diffie-Hellman exponentiation.

Chevalier et al. [CKRT034] proved that the insecurity problem for a restricted class
of protocols is NP-complete in the presence of Diffie-Hellman exponentiation. They do
not consider Abelian group operators outside exponents, and their result only applies to
protocolsin which no more than one new variableis introduced in each protocol message.
Also, they do not permit variables to be instantiated with products. These restrictions are
quite strong, ruling out some well-defined protocols. For example, a protocol in which an
honest participant receives z - y, then receives y, and then sends z is not permitted by the
syntactic restrictions of [CKRT034 (this protocol may be rewritten so as to satisfy the re-
strictions, but it is not clear whether there exists a general -purpose syntactic transformation
that converts any protocol into one satisfying the restrictions of [CKRT03a]). In contrast,
the results of this paper are directly applicable to any protocol which is well-defined in the
following sense: an honest participant is not required to output the value of an attacker’s
variable before he has received any message containing that variable.

The technique of [CKRTO034] is more general in its treatment of Diffie-Hellman expo-
nentiation since it allows exponentiation from an arbitrary base, while only constant-base
exponentiation is considered in this paper. See [ShmO04] for an extension of our constraint
solving technique to modular exponentiation from an arbitrary base.

Pereiraand Quisguater [PQO1] discovered an attack on a group Diffie-Hellman (GDH)
protocol that exploits algebraic properties of Diffie-Hellman exponents. Their approach
is specific to GDH-based protocols, and the attacker model is restricted correspondingly
(e.g., the attacker is not even equipped with the ability to perform standard symmetric
encryption). They do not attempt to address the general problem of decidingwhether aterm
is derivable in an attacker agebra with the equational theory of multiplication, or whether
aparticular symbolic attack trace has afeasible instantiation. Since they only consider the
problem in the ground case, the resulting system of equationsis linear, whereas the system
we obtain in the general case with variablesis quadratic (see Section 6). An application of
our approach to one of the Pereira-Quisquater examplesis summarized in Section 7.

Recent research by Narendran et al. focuses on decidability of unification modulo the
equational theory of multiplication and exponentiation [MNO02, KNWO02, KNWO03]. While
equational unification isan important subproblemin symbolic protocol analysis, unification
aoneisinsufficient to decide whether a particular symbolic attack trace is feasible.



Decidability of symbolic protocol analysis in the presence of xor has been proved
in [CKRTO3b, CLS03]. Chevalier et al. [CKRT03b] showed that the problem is NP-
complete in a restricted protocol model which is very similar to the one proposed in this
paper. Independently, Comon-Lundh and Shmatikov [ CL S03] demonstrated decidability of
symbolic protocol analysis with xor in the unrestricted model. This paper lifts the results
of [CLS03] by considering the symbolic analysis problem in the presence of an arbitrary
Abelian group operator, resulting in a substantially more complicated theory than in the
xor case. In contrast, [CLS03] only considers Abelian group operatorsin the ground case,
and obtains symbolic decidability results for xor only.

Bertolotti et al. [BDSV 03] investigated cryptographic protocol analysisin the presence
of associative and commutative operators. The algebraic theory considered in this paper is
significantly more complicated. In protocols such as group Diffie-Hellman [STW96], the
exponentsform an Abelian group. In particular, the attacker can easily compute multiplica
tiveinverses. To discover attacks such as that found by Pereira and Quisquater [PQO1], the
algebraic theory must include inverses and cancellative reductions such as ¢ - ¢ =1 — 1.
Demonstrating decidability in the presence of an Abelian group operator (rather than mere
associativity and commutativity) is the main technical contribution of this paper.

2 Modd

We begin with the strand space model of [THG99]. A strand is a sequence of nodes rep-
resenting the activity of one party executing the protocol. Strands are finite and do not
have branching or loops. Associated with each node is a message term with asign, + or
—, indicating that the message is sent or received, respectively. Messagesin a strand are
ground termsin a suitable algebra

A protocol specification is a set of roles for legitimate parties in the protocol. A role
can be instantiated with different data in different protocol sessions. Hence, rolesin a
protocol are specified as strand schemas, in which message terms may contain variables.
A role strand is a partialy (or fully or un-) instantiated strand schemathat is arole; arole
instanceis afully instantiated (ground) role strand.

In the usua strand space model, there is a standard set of penetrator roles represent-
ing primitive computations that an attacker can perform. An attack on a protocol may
involve many concurrent sessions or role instances woven together with penetrator strands.
A bundle is a collection of (protocol and penetrator) role instances in which the source
of each received message is identified. Thus, nodes in a bundle are partially ordered by
their strand sequence and also by the connection of a send node to a receive node for the
same message. Bundles are backward complete in the sense that the strand predecessor of
each (non-initial) node must be present, and the send node for each receive node must be
present. A bundle is essentially a Lamport diagram [Lam78] in which the processes are
strands. (Lamport called this a space-time diagram, but others renamed it in the context of
distributed systems.)

2.1 Overview of constraint solving

Itis shownin [THG99] and elsewhere how security questions can be reduced to questions
about the existence of a bundle that exhibits a security violation. In our constraint solving
approach begun in [MS01], bundle existence is determined by starting with a semibundle



consisting of partially instantiated role instances, in which the sources of received mes-
sages are not necessarily determined. (The term “semibundle’ comes from the Athena
paper [Son99].) In a semibundle to be analyzed, the number of instances of each role has
been chosen, and variables representing nonces (or session keys) have been instantiated
to symbolic constants in the roles that generate them. The remaining variables are, for
purposes of analysis, viewed as chosen or constructed by the attacker.

As in Athena, search for a solution begins with a semibundle that has no penetrator
strands. Athena adds penetrator strands and role strands as necessary to extend the semi-
bundle until it is a complete bundle. We never add role strands, because we bound the
number of roles to begin with to achieve decidability. We never add penetrator strands,
because their purpose is modeled implicitly by derivation constraints. We solve the con-
straints to seeif the original semibundle can be instantiated to the role strands of a bundle.
Unlike Athena, we solve the problem in an infinite state space that includes all possible
combinations of penetrator strands.

A different sequence of derivation constraints is generated for each possible trace.
Derivation constraints assert that each received message is derivable, using attacker term-
generation rules, from messages that were previously sent in the trace. A solution instan-
tiates variables in the semibundle so that ground terms representing received messages are
al derivable. If the constraint sequence is not solvable for any of the possible traces, then
an attack bundle does not exist for the given set of role strands (though one might exist for
alarger set).

An efficient method for generating traces and solving a set of derivation constraints by
applying rulesfor successive transformations of the constraint sequenceisgivenin [MS01].
One important advance in that paper is the ability to handle non-atomic or constructed
symmetric keys, that is, keys that may be the result of a combination of operations such as
concatenation, encryption, and hashing. Some work was done subsequently to improvethe
efficiency of constraint generation and solving. Corin and Etalle devised an incremental
approach [CEO2] that has been adopted and incorporated into our own software tool. Re-
cently, the AVISPA project made further improvements with a “constraint differentiation”
approach [BMV03].

This paper focuses on the decidability of constraint solving in the extended model with
Abelian group operations. The constraint solving step is different from that of [MS01],
and consists mainly in reducing the constraint solving problem to a choice among afinite
selection of substitutions, followed by solving a system of simultaneouslinear Diophantine
equations.

The solution approach presented here is aimed only at establishing decidability. An-
alyzing complexity and finding an efficient way to carry out protocol analysis are left to
futurework. A practical algorithm similar to that of [MS01] may work by gradual discov-
ery of theright set of substitutions by successive unifications, but unification would haveto
be performed modul o the equational theory of Abelian groups, followed by solving a sys-
tem of linear Diophantine equations. Practical techniques for solving linear Diophantine
equations have aready been developed in the context of associative-commutative unifica-
tion [LC89].

2.2 Term algebra

To focus on decidability in the presence of an Abelian group operator, we use asimplified
term algebra that includes only pairing, symmetric encryption (but not decryption), a one-



argument function f modeling a one-way hash function, and an Abelian group operator
written as multiplication. There are also assumed to be an unlimited number of variables
and free constants (zero-argument functions). Thisisalmost afreealgebra, that is, onewith
no valid equations between terms (other than identities). But our term algebrais not free
because multiplication forms an Abelian group, with unit 1 and a multiplicative inverse.
The notation for these operationsis shown in Fig. 1.

Asin prior work with free algebras, thereis no explicit decryption operator. Decryption
is performed implicitly by protocol participants. The attacker’s ability to extract compo-
nents of a pair, or to decrypt an encrypted term when he knows the decryption key is
modeled by separate attacker inference rules, which are discussed in Section 2.4.

The overall algebraic structure is described as the disjoint combination of afree theory
and the Abelian group theory, following [SS89]. In this context, “digoint” meansthat each
relation involves only functions (and constants) from one theory at atime, in this case the
group theory. However, any term is acceptable as an argument to any function. One way
of viewing this is that all terms are untyped (or share a common base type, or sort). In
particular, we do not distinguish between keys and other kinds of messages.

Actual cryptographic operators do have requirements on their arguments, at least on
their size in bits, and in many cases more subtle restrictions. Protocol implementations
depend on observing these restrictions. For example, our algebrawould alow aterm like
{t} (&), but a protocol would normally have to apply atype coercion operator (a hash or
truncation, perhaps) to (k, k") beforeit could be used as akey. Moreover, when the Abelian
group operator is applied to a compound term (e.g., a pair), in the actual implementation
the corresponding bitstring must be interpreted as an element of the right group, which
may or may not be possible. We trust the protocol specification in this respect. If terms
appearing in the abstract protocol specification involve application of the Abelian group
operator to compound terms, we assume that such terms can be mapped into the group.
Nevertheless, due to our abstract treatment of cryptographic functions, our analysis may
generate unimplementable attacks, e.g., those involving application of the Abelian group
operator to ciphertexts encrypted with a symmetric key, etc. These spurious attacks can be
recognized by static inspection and discarded.

Itisnatural to ask here about the relationship between ground termsin our term algebra
and the hitstrings they are mapped to in the protocol implementation. Thisis not an easy
question to answer because of the level of abstraction of our model (and &l Dolev-Yao-
style [DY 83] models in general). For example, regarding encryption as a free operator
means that the infinite sequence of terms ¢, {¢} &, {{t}x}, ... are al distinct, whereasin
practice the bitstring values would all have the same length and could not al be distinct.
Thus, there are additional relations in reality, and this implies that there may be more
attacks on the real protocol than on the abstract version. Such concerns are addressed in
work on computationally sound forma models, which is beyond the scope of this paper.
The Abadi-Rogaway paper [AR02] is a good introduction to thisissue.

Additional relations may also come about because of particular ways that encryption
is performed. Encryption can be accomplished using exponentiation or multiplication, for
example, and some interaction with the multiplicative Abelian group operator could occur,
especialy if they both use modular arithmetic. Such design choices might lead to attacks
that would not be discovered in the present model. However, our decision procedure will
determine the existence of any attack strategiesthat work uniformly, that is, for all possible
cryptographic implementations that satisfy the abstract axioms.

We describe a specific extension with exponentialsin Section 7, for application to pro-



(t1,t2) Pairing of terms¢; and t».
{t1}+, Termt; encrypted with term ¢
using a symmetric algorithm.
ty+...-t, Product of terms (associative and commutative).
t~!  Multiplicative inverse of term ¢.
f(t) Any freefunction.

Figure 1. Message term constructors
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Figure 2: Normalization rules for products and inverses

tocols using Diffie-Hellman key agreement, while still allowing ordinary symmetric en-
cryption in the protocol. The ideais to transform constraints with exponential terms into
constraints with products of exponents. Other extensions are possible with no conceptual
difficulty. Abstract public key encryption can be handled in away similar to symmetric en-
cryption, using apair of functionspk(a) and sk(a) to generateapair of keysfor aprincipal
a. Variations and extensions of pairing could also be added without affecting decidability,
such asn-tuplesfor some or al n > 2, or associative concatenation.

The associative and commutative properties of our multiplicative group alow us to
regard the product as an operator on a set of any number of terms, as suggested by the
extended product notation ¢y - ... - t,.

Terms can be put in normal form by applying the reduction rules given in Fig. 2. A
termisinnormal formif no further reductionsare possible, even after rearranging products
using associativity and commutativity. Normalization also includes “flattening” products,
sothat (a-b) - cwill benormalizedto a - b- c. The normal form s unique up to permutations
of the extended product. Thus, for example, (a-b)-(a ! -c) reducesto either b-c or c-b, and
these two productss are regarded as equal. We assume that terms are always normalized.

A term with a positive integer exponent is defined in the expected way; for example,
a’ = a - a. A term with a negative exponent, like ¢t ~", is an abbreviation for an inverse
with a positive exponent, like (¢t ~1)™.

2.3 Unification

There is a unification algorithm that can be applied to any two terms¢; and ¢, constructed
using the syntax of Fig. 1, by combining conventional structural unification on the free
operators and Abelian Group (AG-) unification modulo associativity and commutativity of
the - operator and normalization rules of Fig. 2. If both termsto be unified are not products,



Unpairing (UL, UR) Decryption (D)
T+ (u,v) T+ {u,v) TH{u}, Thro

TrFu TkFwv TrFu
Pairing (P) Encryption (E)
Tru Tro Tru Tro
T+ (u,v) T+ {u}y
Function (F) Inversion (1)
ThHu TrFu
T+ f(u) Trut

Multiplication (M)
TFu ... TkFu,

TFup ... up

Figure 3: Attacker’s capabilities

we use conventiona unification by structural recursion, treating all constructors of Fig. 1
as freefunctions. If at least one of the termsis a product, unification is performed modulo
AG, which is known to be decidable [BS01] and which produces a finite number of most
genera unifiers. In the rest of the paper, we use MGU agr (L1, t2) notation for the finite
set of most general unifiersof ¢, and ¢2. Note that because a non-product term may contain
products as inner subterms, ¢; and t> may have more than one most general unifier even if
neither is a product.

2.4 Attacker mode

We use the standard attacker model augmented with rules concerning products and inverses
(an extension to exponentials can be found in Section 7). The attacker’s ability to derive
terms is characterized as a term closure under the inference rules of Fig. 3. The sequent
T F u meansthat « is derivable (computable) from thetermsin the set 7. The term closure
of T isthe set of al terms derivablefrom T (including members of T').

2.5 Constraint generation

Suppose we are given a protocol specified as a set of roles (strand schemas). We first
choose a finite set of role strands for the semibundle. (There is no algorithm to determine
how many of each are needed.) Each role may be instantiated zero or more times. In each



role strand, any nonce variable generated by that roleisinstantiated with adistinct symbolic
constant.

As an example, consider the protocol with two roles +z and —z + {y} ., where z and
y are nonces, and the security policy isto keep y secret. In the semibundle pictured below,
x has been instantiated with a in the first role strand, which generates it, and y has been
instantiated with b.

The third strand (node 4) is an artificial “test” strand introduced to detect compromise
of b. If b can be received (in the clear) by the test party, then b has been compromised.

@ Uy

No variables remaining in a semibundle should occur in more than one strand. Even
though role specifications may use the same variablelike A or K in different roles because
the valueis expected to be the same, there is no guarantee that corresponding variables will
be instantiated with the same value during execution.

We generate all possible node orderings, or traces, that are consistent with the given
strands. Thisis afinite set that grows exponentially with the number of strands. (Some
traces can be discarded safely, but for proving decidability we may as well assume that we
have all of them.) Each trace yields a sequence of derivation constraints.

Ingenerd, if uy,...,uy isthe sequence of receive-node messages, and T'; is the set of
messages sent in nodes prior to the node in which u; is received, then the constraints are
just the sequence

C= {Tz > uz}

Each individual constraint T'; > u; can be interpreted as “at step 4, the attacker knows
messages in T; and needs to generate message u;.” We will refer to u; as the target term
of the constraint, and T'; as the source set of the constraint. Both «; and messages in T;
may contain variables. We assume that 7 contains terms that are initially known to the
attacker, such as constants specific to the protocol and the attacker’s own long-term keys.
It is usualy not necessary to include the constant 1, since if T'; contains any term ¢, the
attacker can derivel ast -t 1.

The properties of protocol-generated sequences are discussed in Section 3.

Our example semibundle has traces corresponding to all node orderings that respect
the ordering of nodes 2 and 3. Note also that the only traces of interest are attacks, which
end with node 4. Thus, the complete set of orderings to examine is 1234, 124, 14, 2134,
2314, 214, 24, 4. (One can show that it is sufficient to examine 1234 and 14, since any
attack possible with a different ordering is possible with one of these.) The ordering 1234
generates the constraint sequence

alx

{a,{b}z} >0

For convenience, we simplify the notation for source sets by regarding alist asaunion.
Thus, {a, {b};} > u may bewritten a, {b}, > v and T U {a} > u may bewritten T, a 1> w.
We say that o isa solution of T' > u (written o IF T' > w) if o isaground substitution
such that either uo € To, or To F wuo is derivable using the inference rules of Fig. 3.



Given a constraint sequence C = {T; > u;}, o is a solution of the constraint sequence
(o IF Q) if o simultaneously solves every constraint T'; > u;.

The constraint sequence arising from the trace 1234 in the exampl e can be satisfied with
the substitution z — a, since the attacker’s Decryption rule (D) can be applied to satisfy
the second constraint.

2.6 Subtermsand product closures

We introduce a few definitions for convenience. If T is afinite set of terms, let St(T") be
the set of subterms of T', which is the least set of terms such that:

o Ift € Tthent € St(T)

o If (u,v) € St(T) thenu,v € St(T)

o If {u}, € St(T) thenu,v € St(T)

o If f(u) € St(T) thenu € St(T)

o Ifus ... up, € St(T) thenu; € St(T') for each

Note that u; - us is not considered a subterm of uq - us - u3. For an individual term ¢,
St(t) = St({t}). We say that ¢t isa supertermof v if u € St(t).

Define
PC(T) ¥ {t,-...t, |(Vi)ticeTort;'eT)
$1C) Y Urpu,eeSUTIU {u)
Var(C) ¥ Var(St(C))
Var(T) {2z e St(T)|zisavaiable}
s©) “ st(C)\ Var(C)
s©) € Ppos(o))

Thus, S(C) isthe set of al non-variable subterms of C, and S(C) isthe closure of this set
under product (-) and inverse.

3 Waell-Defined Protocols and Constraint Sequences

We start by defining two properties of constraint sequences that are essential for establish-
ing decidability: monotonicity and origination. Conceptually, these properties are similar
to those defined for the constraint solving method of [MS01]. Informally, monotonicity
means that the attacker’s knowledge never decreases as the protocol progresses: al mes-
sages intercepted by the attacker are simply added to the set of terms available to him.
Origination means that each variable appears for the first time in some message generated
by the attacker (recall that in the symbolic analysis approach, variables model attacker’s
input to the protocol execution).

Our proof of decidability requires that monotonicity and origination be preserved by
any partial substitution (this is a technical difference from [MS01]). In this section, we
argue that this is true for any symbolic constraint sequence associated with a well-defined

10



protocol. Our notion of well-definedness is formalized below, but it can be informally
understood as follows. For any choice of attacker’s inputs to the protocol execution, the
protocol should never require an honest participant to generate a message containing an
attacker’s input before the attacker sent any message with that input.

Although a constraint sequence must be solved by a ground substitution, the substiti-
tions we work with below are not always ground substitutions. We do assume, for con-
venience, that all substitutions are idempotent. An idempotent substitution eliminates ev-
ery varigble it instantiates. That is, if we define the domain D(0) = {z|z6 # z}, then
y € St(z8) impliesy ¢ D(§). Furthermore, a substitution does not introduce new vari-
ablesin the context of aconstraint sequence: Var(C#) C Var(C).

3.1 Monotonicity and origination

LetC = {T1 > us; ...; T, > u,} beany constraint sequence generated from a protocoal.

Definition 3.1 (Monotonicity) C satisfies the monotonicity property if 7 < ¢ implies that
T; CT;.

This property means that the attacker does not “forget” terms. As the protocol pro-
gresses, the set of the terms available to the attacker does not decrease. The constraint
generation procedure described in Section 2.5 produces monotonic constraint sequences.
Furthermore, this property is preserved by substitutions.

To understand the origination property, recall that variables represent the attacker’'s
input to the protocol execution. Therefore, each variable must appear for the first timein
some message generated by the attacker, i.e., in some message received by an honest party.

Definition 3.2 (First occurrence) Given a constraint sequence C = {T; > u;}, define
k. (C) for any variable z € Var(C) to be the index of the constraint in which z appears
for thefirst time, i.e, z € Var(Ty, > ug,), but Vi < k; ¢ ¢ Var(T; > u;). Where C is
clear from the context, we will refer to k,,(C) simply as k..

Definition 3.3 (Origination) A constraint sequence C = {T; > u;} satisfies the origina-
tion property if Vy € Var(T,) ky < ky.

Origination implies that the first occurrence of a variable is in a target term, since, if
z € Var(Ty,), wewould have k,, < k,, which isimpossible.

In order to ensure this property for the initial constraint sequence generated from a
protocol specification, we observe two conventions. First, nonces generated by arole are
instantiated with new symbolic constants in that role. This ensures (in a free constant
context) that al nonces are different. Second, we require that any other variables chosen
by arole, such as the choice of responder principal made by an initiator, and the choice of
initiator as well, are either instantiated with constants (for the strand containing a shared
secret), or are placed in aprior received message, asif the attacker chose these values. This
is artificial, but it makes sense for analysis, since we want to find attacks in which these
values are chosen in a worst-case way, and we may as well assume that the attacker has
chosen them.

For example, the one-message protocol A — B : A, N would have an additional
message E — A : A, B inserted (E for enemy or attacker). We assume that the attacker
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initially knows constants a, b, e representing principals names. We can model this with
another, earlier message A — F : ({a, b), ¢). Thetwo role strand schemas are then

A:+{{a,b),e) — (zq,Tp) + (x40, zn) and
B : —(Ya;sYn)-

In asemibundle with one A strand and one B strand, the nonce N would be instantiated in
A’srole, producing the constraint sequence

a, bv e <$aa mb>
a,b, e, a1 > (Ya, Yn)-

(In this example we assumed that constants a, b, e are known initially to the attacker, and n
isanew constant for the nonce generated by A.)

3.2 Weéll-defined protocols

For subsequent results, we need the property that origination is preserved by substitutions.
This property will follow from acondition, defined bel ow, called well-definedness, whichis
intuitively equivalent to requiring that honest participants make no undetermined choices.
If aprotocol is presented in away that allows an undetermined choice, we want to analyze
the protocol as though the attacker made the choice.

To explain our notion of an ill-defined protocol, suppose a protocol specification re-
quires an honest participant to receive z - y at a point in the protocol where he has never
received any messages containing x or y before, and then return . Thisis an undetermined
choice, because an honest recipient needs to split a product of two unknown values. Recall
that the attacker has complete control over the values of x and y. Suppose the attacker
chooses x and y so that z = ! in some execution of the protocol. Then, in this execution
of the protocol, the honest participant will receive 1 (sincey ~! -y = 1), and will then have
to return y—*, even though he has not received any prior message containing y and thus
has no way of knowing what value was chosen by the attacker for y. In this example, the
protocol is not implementable as specified, since there is no way for the honest participant
to determine which value of y the attacker had in mind.

We stress that non-implementability of this protocol is unrelated to hardness of factor-
ization. Even if z - y had unique factorization and the honest participant had unlimited
computationa power, he would still have no way of determining which of the two factors
was chosen by the attacker as z (because - iscommutative, values of z and y are completely
symmetric). In this case, the honest participant has to make an undetermined choice be-
tween two candidates, which means that the protocol cannot be implemented as specified.

In contrast, suppose a protocol specification requires an honest participant to receive
x - y, then receive y, and then return z. The correct choice of x is then determined and
computableasz = (z - y) - y L. Thisprotocol is well-defined.

The ability of an honest participant to compute the messages he is required to send
by the protocol specification is no different in principle from the ability of the attacker to
compute the messages received by honest participants (although honest participants may
have access to term generation rules other than those of Fig. 3). The honest participants
computationsrequired by the protocol are, roughly, the mirror image of the attacker’s com-
putations. Thus, if a constraint sequence C is generated from a trace of a well-defined
protocol, each attacker term set T'; must be computable from terms previously received
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by honest participants, namely {u;|j < i}, plus any initial knowledge of honest partic-
ipants such as their own secret keys. (At each step, an honest participant needs only to
generate the difference T'; \ T;_1.) This observation will lead usto the formal definition of
well-definedness bel ow.

We start by definining the honest participants knowledge at each step of the symbolic
protocol trace. Each KC; is a set of terms. Even though there may be more than one honest
participant, we combine all honest participants knowledge into one set, because this is
sufficient for our purpose.

Definition 3.4 Let C = {T; > u;} be a constraint sequence generated from the protocol,
and let Ko be the set of terms collectively known to honest participants before the start of
protocol execution. For all 4 suchthat 1 < i < |C|, define K; = Ko U {u,|j < i}.

Note that /Cy does not contain any terms with variables with them. The reason for this
is the origination property, which requires that every variable must appear for the first time
in some message sent by the attacker, and no messages had been sent before the protocol
started.

Consider the computation that the honest participants must execute according to the
protocol specification. Inasense, it isthe mirror image of the attacker computation. Recall
that each constraint 7; > u; means that the attacker needs to generate u; from termsin
T;. For honest participants, the reverseis true: they must generate termsin 7'; from their
knowledge KC;.

Informally, a protocol is well-defined if it does not require honest participants to output
amessage containing avariablethat they have never observed before. M oreover, this condi-
tion must hold for any value of variables. Since variables are controlled by the attacker and
represent the attacker’s input to the protocol execution, the protocol must be well-defined
for any choice of these values. Intuitively, this means that a participant’s behavior in the
protocol must be well-defined regardless of how other participants choose their nonces,
what they send in lieu of ciphertexts encrypted by unknown keys, and so on.

Definition 3.5 (Well-defined protocol) A protocol is well-defined if every symbolic con-
straint sequence C = {T; > u;} generated from its specification satisfies the following
property: for any ¢, for any partial substitution 8, Var((T’; \ T;-1)0) C U,; Var(u;0),

As mentioned above, an example of an ill-defined protocol is a protocol in which an
honest participant receives z - y and is then required to send z. This means that honest par-
ticipants must produce z from their knowledge Ko U {z - y} where Var(Cy) = 0. Observe
that there exist variable values (modeled as partial substitutions), eg., 6 = [y — z 1],
such that in the resulting concrete protocol execution the honest participant’s knowledge
is /Ko U {1} and heis required to output = even though he has never seen any terms con-
taining = before. This protocoal is not well-defined. On the other hand, a protocol in which
an honest participant is required to output = when his knowledgeisCo U {z - y} U {y} is
well-defined. Under any partia substitution 8, Var(z6) C Var({z6 - y0, z0}).

We argue that any protocol that does not force honest participants to make undeter-
mined choices satisfies Definition 3.5. Otherwise, the behavior of some honest participant
is not defined for some values of attacker’s inputs. For those values, the honest participant
is expected to output the value of an attacker’s variable before the attacker has sent any
messages containing that value.
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If aprotocol designer wishesto check whether his protocol specificationiswell-defined,
Definition 3.5 may be difficult to verify to practice because, for each constraint sequence
generated from the protocol specification, it quantifies over al possible substitutions. In ap-
pendix A, we explain how to check whether a constraint sequence satisfies Definition 3.5
by considering only a finite number of substitutions (namely, those that may lead to can-
cellation of variablesin the knowledge of honest participants).

We now prove asimple auxiliary lemmathat will help demonstrate stability of origina-
tion under any partial substitution.

Lemma 3.6 If the protocol iswell-defined according to Definition 3.5,and C = {T'; > u;}
is the corresponding symbolic constraint sequence, then, for any partial substitution 6,
Vi Var(T30) C U;,; Var(u;0).

Proof: Proof is by induction over al constraints in C. By Definition 3.3, Var(7T;) = 0,
thus the lemmaiis satisfied vacuously. Suppose the lemmaholdsfor al T'; > u; € C where
j < i. Consider T; > u;. By Definition 3.5, Var((T; \ T;-1)0) C U, Var(u;0). By
the induction hypothesis, Var(T;_16) C U;_;_, Var(u;0) C U;,; Var(u;0). Therefore
Var(T;0) = Var((T; \ T;-1)0) U Var(T;—16) C U;_, Var(u;0). This completes thein-
duction. |

3.3 Stability of monotonicity and origination

This section contains the results which are used in the rest of the paper.

Theorem 3.7 (Stability of monotonicity) LetC = {T1>wu;;...; T,>uy} beaconstraint
sequence generated froma protocol. Then j < ¢ impliesT';60 C T30.

Proof: Observe that for al ¢’ € T,0 thereexistst € T such that ' = ¢6. Since C is
generated from the protocal, it satisfies Definition 3.1. Therefore, if ;7 < 4, then for all
t € Tj),t € T;, andfor al t' € T;0, thereexists ¢’ € T;6 suchthat t' = ¢ = t6. There-
fore, T;60 C T;0. O

Theorem 3.8 (Origination stability) Let C = {T; >wuy;...; T >u,} beaconstraint se-
guence generated from a well-defined protocol. For any partial substitution 6, C6 satisfies
the origination property.

Proof: Stability of origination under any substitution follows directly from Lemma 3.6.
As described in Section 3.3, C satisfies the origination property by construction. Consider
any partial substitution 6, let = be some variable occurring in C6 and let &, be the in-
dex of the constraint in which it occurs for the first time. By Lemma 3.6, Var(T',6) C
U, -, Var(u;0). Therefore, for any variable y € Var(T%,6), y occurs in some ;¢ where
J < 1. We conclude that £, < k,, and the origination property is satisfied. m|
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4 Ground Derivability

In this section, we outline the theory of ground term derivability in the attacker model with
an Abelian group operator due to Comon-Lundh and Shmatikov [CLS03]. We only state
the key lemmas. Proofs can be found in [CLSO03]. Note that in [CLS03], Abelian groups
were considered only in the ground case. In contrast, this paper is devoted to solving the
problem in the symbolic case.

The normalization property stated in Lemma 4.5 may appear superficialy similar to
the analysis-followed-by-synthesis closure previously established for the free attacker al-
gebra [Pau98, CIM00]. Normalization results of [Pau98, CIMO0Q] do not apply, however,
to attacker models with non-atomic encryption keys and equational theories with cancel-
lation, requiring development of a new proof normalization theory such as [CLS03]. For
example, a cannot be derived from T' = {{a} (1 ), k} by any sequence in which analysis
steps are followed only by synthesis steps.

Definition 4.1 (Ground proof) A ground proof of T' - « is a tree labeled with sequents
T F v suchthat all termsin 7', w and v are ground and:

e Everyleaf islabeledwith T v suchthatv € T

81 ... sn
e Every non-leaf node labeled with T' - v hasparents sy, . . . s,, such that
ThHwv
is an instance of one of the inferencerules of Fig. 3

e TherootislabeledwithT F

The size of a proof isthe number of its nodes.
Informally, there exists a proof of T+ w if and only if the attacker can construct term
u from the term set T' using its capabilities as defined by the rules of Fig. 3.

Lemma4.2 If thereisa minimal size proof P of one of the following forms:

T+ (u,v) T+ (v,u) T+ {u}y Tro

TkFu TkFu TkFu
then (u,v) € St(T), (v,u) € St(T'), or {u}, € St(T'), respectively.

Proof: Thislemmawas proved in [CLS03]. a

Definition 4.3 (Proof composition) If P; isaproof of T - v; fori = 1,...,nandC isa
proof of {v;|i = 1,...,n} F u, then the composition C[P;, ..., P,] isthe proof of T + u
constructed by putting proofs P; together in the obvious way.

Definition 4.4 (Normal ground proof) A ground proof P of T' - u is normal if
o either v € St(7T") and every node of P islabeled T +- v withv € St(T'),
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e or P =C[P4,...,Py,] whereevery proof P; isanormal proof of some T + v; with
v; € St(T") and proof C' is built using the inference rules (P),(E),(F),(M),(I) only.

Lemma 4.5 (Existence of normal ground proof) If thereisaground proof of T' - w, then
thereisa normal ground proof of T' F w.

Proof: Thislemmawas proved in [CLS03] for an attacker theory which isidentical to that
of Fig. 3, but without (F) rule. The proof can betrivially extended to account for (F). O

Lemma 4.6 If there exists a proof of T' - ¢ and c(u,v) € St(t), where c(u,v) is either
(u, v}, (v,u), or {u},, then either

o c(u,v) € St(T), or

e there exist normal proofsof T' + w and T + v in which no nodes are labeled with
T + c(u,v).

Proof: We prove the lemmafor (u, v) (the proofsfor (v, u) and {u} , are similar).

Suppose (u, v) € St(t), but (u,v) ¢ St(T"). Consider the minimal size normal proof of
T + t (such a proof must exist by Lemma 4.5). By Definition 4.4, this proof has the form
C[P1,...,P,] where P; isthe proof of somewu; € St(T'), and context C' is built using the
inferencerules (P),(E),(F),(M),(1) only.

By assumption, for all 4, (u,v) ¢ St(u;) (otherwise, there is a contradiction with
(u,v) ¢ St(T') sincewu; € St(T'), thus St(u;) C St(T")). Consider the first inferencein C

THt ... TFHt
that resultsin the appearance of (u,v), i.e, such that (u,v) € St(t')
THt

butforall 7, (u,v) ¢ St(t;). Let P; bethe subproof of T F ¢ ;. By minimality of the proof,
Vt;, no node in the subproof of T' I- ¢ ; islabeled with T - (u, v).

For rules (E),(F),(M),(1), if (u,v) € St(¢'), thenthereexists j such that (u,v) € St(t;).
The condition (V5){u, v) ¢ St(t;) can hold only if (i) the inferencerule in question is (P),

TFu TFruo
and (i) t' = (u,v). Therefore, theinferencehasthefoom _ Inthiscase,
T+ {u,v)
u = t1. Therefore, no node of the subproof of 7' -  islabeled with T' + (u, v). O

5 Conservative Solutions

We will use the ground derivability results of [CLS03] as summarized in Section 4 to
reason about solutions of symbolic constraint sequences. Our maininsight isthat, assuming
the symbolic constraint sequence C is generated from a well-defined protocol and has a
solution, there exists a conservative solution that uses only the structure already present
in C. Even though variables may need to be instantiated, in the conservative solution all
instantiations are products of subterms (and their inverses) that are already present in the
original sequence C.
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Toillustrate by example, consider the following constraint sequence, where z and y are
variables:
1,a> z;
L,a,(z,b) > (y,b);
L,a,(z,b),{z - y}r > {a}s
One solution of this sequence is the substitution ¢ = [z +— a - (a,a),y — (a,a) 1]
This solution, however, is not conservative, since the (a, a) termis not among the subterms
of the original (uninstantiated) constraint sequence. We demonstrate that if the constraint
sequence is solvable, then it aso has a conservative solution — in thiscase, o* = [z —
a,y — 1]. We can then reduce the protocol analysis problem to the search for conservative
solutions of the corresponding constraint sequence.

Lemma5.1 St(T'o) C St(T)o U U, evar(r) St(z0).

Proof: It is sufficient to show that, for al ¢ € T'o,St(to) C St(t)o U U, evar(s) St(z0)-
The proof is by induction on the depth of ¢'s structure. For the induction basis, consider
the case when the depth of ¢ iSO, i.e., ¢ = a for some constant a, in which case St(to) =
St(a) = a € St(t)o, or t = z for some variable z, in which case St(to) = St(zo). Now
suppose St(to) C St(t)o U U, evar(s) St(zo) for any ¢ of depthlessthan or equal to ¢, and
consider ¢ of depth i + 1. If t = (u, v), then St({u,v)o) = (uo,vo) U St(uc) U St(vo).
Observe that (uo,vo) = (u,v)oc € St(t)o, and, since the induction hypothesis holds
for uw and v, St(uo) C St(u)o Uy evar(u) St(z0),St(vo) C St(v)o U, evar() St(zo).
Because St(u), St(v) C St({u,v)) and Var(u) U Var(v) = Var((u,v)), we obtain that
St((u,v)o) = St({u, v))o U Uyevar((u,v)) St(zo). The proofsfor ¢ = {u}y, f(u),u"?t,
anduj - ... u, aeidentical. O

Lemma 5.2 (Instantiation doesn’t introduce structure) Let C be a constraint sequence
generated from a protocol, and let T'; be some term set such that T'; > u; € C. If, for some
termw, thereisa minimal size normal proof P of one of the following forms:

Tio = (u,v) Tio = (v, u) Tio - {u}, Tio kv

TioFu Tio b u TioFu
Then (u,v) € St(T;)o (resp. (v,u) € St(T;)o, resp. {u}, € St(T;)o).

Proof: We prove thelemmafor (u, v). The proofsfor (v, u) and {u} , are similar.

By Lemma 4.2 and Lemma 5.1, (u,v) € St(Tio) C St(T3)o U U, evar(r,) St(zo).
If Var(T;) is empty, the lemma follows trivially. Suppose Var(T’;) is not empty. Since C
is generated from a well-defined protocol, C satisfies the origination stability property by
Theorem 3.8. Construct a linear ordering < on Var(C) consistent with the order of first
occurrence, so that k, < k, impliesz < y. Arrange variables z.,...,z, € Var(T;) o
thatz; < ... < z,.

We prove the lemma by induction over the size of Var(7T';). More precisely, we will
show, if z;, € Var(T3), thenif (u,v) € St(zo), then (u,v) € St(T;)o U St(z10)U ... U
St(mk,l U).
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By the origination property (Definition 3.3), thereexists j < ¢ such that z , € Var(u;)
andy € Var(T;) impliesy < zj,. Observethat St(Tjo) = St(T})o U UyEVar(T St(yo).
By the monotonicity property (Definition 3.1), T'; C T; (in fact, since z, € Var(T})
and z, ¢ Var(Tj), T; C T;). Therefore, St(T )a C St(T;)o and Var(T;) C Var(T;).
Sincey € Var(Ty) |mpI|eSy =< zp, it must be that y = z; € Var(T; )wherel < k.
Therefore, for all y € Var(T}), St(yo) C St(z10) U... U St(z,_10). We conclude that
St(Tjo) C St(T: )aUSt(xla)U .USt(zg—10). Tocompletetheinductionstep,itremains
to show that (u, v) € St(T})o.

Sincezy, € St(u; ) (by theoriginaiion property) and (u, v) € St(z o) (by assumption),
(u,v) € St(ujo). We apply Lemma 4.6 to the proof of T'jo + ujo. If (u,v) € St(Tjo0),
we are done.

Now suppose (u,v) ¢ St(T;o). By Lemma 4.6, there must exist a proof of Tjo + u
such that no node is labeled with T' F (u,v). SinceT;o C T;o, this proof can also serve
as the proof of T;0 F w. But this contradicts the assumption that the minimal size normal
proof of T;o - u relieson Tio + (u,v). We concludethat (u,v) € St(T;o). a

Lemma5.3 If t = (u,v) € S(C)o (resp. {u}, € S(C)o, f(u) € S(C)o), then there
existst' = (u',v') € St(C) (resp. {u'}y € St(C), f(u') € St( )) suchthat t'c = t.

Proof: Observethat St(uy - ... up) = {u1 + ... up} U, St(w;), and St(u=") = St(u).
Therefore, it follows immediately from the def|n|t|on S(C)o = PC(St(C) \ Var(C))o
that (u,v) € S(C)o if and only if (u,v) € St(C)o. Thisimplies that there exists
(u',v") € St(C) such that (u',v')o = (u,v). The proofs for {u}, and f(u) are iden-
tical. O

Tk V1 [T F U2]
Lemma 5.4 Suppose P is a proof by Definition 4.1, and let be an
T+ V3
inferencein P which is an instance of some rule other than (M) or (1) (theT I v, premise
may be absent). For i € {1,2,3},ifv; € §(C)o for some o, thenv; € St(C)o.

Proof: If theruleis (P), then vz = (v;,vs). By assumption, v3 € S(C)o. By Lemmab.3,
there exists (v}, v}) € St(C) such that v; = vjo fori € {1,2}. Therefore, v € St(C)o
and, since v € St(C) by definition for i € {1,2}, v; € St(C)o. If theruleis (UL), then
v = (vs,v') for sometermv’. By assumption, v; € S(C)o. By Lemma5.3, thisimplies
that v; € St(C)o, and, by the same reasoning as above, v; € St(C)o. The proofs for
(UR),(D),(E),(F) are similar. O

Definition 5.5 (Conservative substitution) Substitution o is conservativeif
(Vz € Var(C)) St(zo) C S(C)o
Intuitively, a conservative substitution does not introduce any structure that was not

aready present in the origina symbolic sequence C. We will prove that if there exists
some solution ¢ I+ C, then there exists a conservative solution o * I+ C.
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Define transformation v on normalized ground terms as follows:

_ c ifceS(C)o
ve(c) - { 1 otherwise

_ (ve(u),ve(v)) if (u,v) € §(C)o,
ve((u,v) - { 1 © © otherwise

_ {vc(W)}io(w if {u}y € S(C)o,
ve({uly) - { 1 © " otherwise

_ flve(w)) if f(u) € 8§(C)o,
ve(f(u)) = { 1 © otherwise
ve(uy+...-ug) = ve(ur):...-ve(ur) (k>1)
ve(u™t) = ve(u) "

Then define substitution o* as zo* = ve(zo). Essentidly, zo* is the same as zo,
except that all subterms of zo that are not in S(C)o have been eliminated by the transfor-
mation vc.

In our choice of v, we use 1 as the replacement for any subterm whose structure was
not already present in the original constraint sequence. This choiceis arbitrary. Infact, any
value computable by the attacker would work just as well. The essence of our argument
in the rest of this section is that if there exists some attack (i.e., some instantiation of
variables that makes the symbolic trace feasible), then there is an equivalent attack which
can be constructed without using thesetermsat all. Therefore, it does not matter what these
subterms are replaced with, as long as the replacement value can be feasibly computed by
the attacker.

Lemma5.6 If v € Var(C) or v € §(C), thenvo™* = vc(vo).

Proof: If v € Var(C), thenvo* = v (vo) by definition of o*. Otherwise, by induction
on the structure of v. If v = ¢ € §(C), cisacongtant, then vc (ve) = ve(co) = va(c) =
¢ = co* = vo*. For theinduction hypothesis, assume that the lemmaistrueforvy, . . ., vg.
For the induction step, we need to show that it holds for (v, v2), {v1 }v,, f(u), v1 * and
V1Lt en. o Vg

Consider v = {(v1,v2) €
(vi0,v20) € §(C)o, and vo
vio*. Given that vo € S(C
(v10*,v20*) = vo*.

The proofsfor {vy }y,, f(u),v1 L and vy - ... - v, aresimilar. O

S(C). Thisimpliesthat vo € §(C)o. Observe that vo =
* = (v10*,va0*). By theinduction hypothesis, v (v;0) =
Yo, by definition of vg, ve(ve) = (ve(vio),ve(veo)) =

Lemmab.7 o* isa conservative substitution.

Proof: Consider any z € Var(C). By définition, zo* = vc(zo). We prove that
St(vc(zo)) € S(C)o by induction on the structure of v (za).

If ve(zo) = ¢ where ¢ is a constant, then, by definition of v, it must be that ¢ €
S(C)o. For the induction hypothesis, suppose vc(za) = (t1,t2) or {t1}s, Or f(t1) or
tio...-tporty "t andty,..., t, € S(C)o.

First, consider thecasewhenvc(zo) = (t1,t2) (the{t1 }+, and f(¢,) casesaresimilar).
If (t1,t2) ¢ S(C)o, then, by definition of vc(zo), it must be the case that (t1,t2) =
ve(zo) = 1, and we obtain a contradiction. Therefore, (t1, ;) € S(C)o.
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Now consider the case when vg(zo) = t1 - ... -t} or vc(zo) = t;~" and, by the
induction hypothesis, ¢; € S(C)o for al 4. Since S(C)o is closed under - and inverse,
ve(zo) € S(C)o. O

Lemma5.8 GivenT > u € C and some ground term ¢, if there exists a proof of T'o - ¢,
then there exists a proof of To* F v (t).

Proof: Let P be the norma proof of T'o I ¢ using the inference rules of Fig. 3. Such a
proof exists by Lemma4.5. We prove the lemma by induction over the structure of P.

For the induction basis, suppose that P consists of asingle leaf node T'o + ¢ such that
t € To. Thisimplies that there existsv € T such that t = vo. Either v € Var(C),
orv € T\ Var(C) C S(C). In either case, by Lemma 5.6, vo* = vc(t). Therefore,
vc(t) € To*, and the proof of To* - v (t) consists of asinglenode T'o* + v (t).

Totty [...ToF tg)
Consider one inference of P of the form (theTo + t;
Totkt
premises for ¢ > 1 may be absent) and assume as the induction hypothesis that for all ¢
there exist proofs P; of To* + v (t;). To complete the induction, it is sufficient to show
that for any inferencerule, there exists aproof of To * F ve(t).

If theruleis (D), thent; = {¢t}+,, t2 = t; for someterm ¢;. By Lemmab.2, {t}, €
St(T)o, i.e, thereexists {v1 }y, € T suchthatvio = t,va0 = t;. Since{v },, ¢ Var(T),
we obtain that {v1},, € S(T) C S(C). Therefore, {t};, € S(C)o, thusve({t}:,) =
{ve(t) boa(ty)- By theinduction hypothesis, P, is the proof of To* v ({t}+,) and P;
isthe proof of To* + v (tr). Theproof of To* F v (t) isthen constructed as follows:

P1 Pa
To* + {VC(t)}uc(tk) To* + llc(tk)

To* - ve(t)

A similar argument appliesfor rules (UL),(UR).

If theruleis (P), thent = (¢1,t2). According to the definition of v, there are two
possibilities. If vc((t1,t2)) = 1, then ve((t1,t2)) € To*, and the proof of To*
ve((t1, to)) consists of onenode T'o* F 1. If ve((t1,t2)) = (ve(t1), ve(tz)), the proof
of To* F v ((t1,t2)) isconstructed asfollows:

Py P
To* Fve(ty)  To* F ve(ts)

TO'* |— 1/0(<t1, t2>)

A similar argument appliesfor rules (E),(F),(M),(1). |

Theorem 5.9 (Existence of conservative solution) If there exists a solution o IF C, then
there exists a conservative solution o* I+ C.

Proof: Let o IF C be asolution of C. Define substitution ¢ * with domain Var(C) by
zo* = ve(zo). By Lemmab.7, o* is aconservative substitution. To show that o* I+ C,
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consider any constraint 7' > u € C. Since o I C, there exists a proof of T + uo.
Either u € Var(C), or u € St(C) \ Var(C) C S(C). In either case, by Lemma 5.6,
uo* = ve(uo). By Lemmab.8, there exists aproof of To *  ve(uo) = uo™. Therefore,
o* I C. O

Lemma5.10 If o isa conservative substitution, then St(C)o C S(C)o.

Proof: First, observethat St(C)o C S(C)o U UzeVar(C) St(zo). By definition of S(C),
S8(C)o C 8(C)o. By Définition 5.5, (Vz € Var(C))St(zo) C S(C)o. Therefore,
St(C)o C §(C)o. |

Definition 5.11 (Conservative proof) GivenT > u € C and a substitution o, a proof P
of To + uo isconservativeif, for every node of P labeled T'o + v,

e either v € St(C)o, or

e nodeTo + v isobtained by (M) or (1) inference rule and is only used as a premise
of an (M) or (1) rule.

Lemma 5.12 (Existence of conservative proof) Ifo* IF C = {T; > u; } isaconservative
solution, then there exists a conservative proof of T;0* F u;o* for each .

Proof: Let o* be the conservative solution of C. Consider any constraint T'; > u;. Since
o* IF C, by Lemma 4.5 there exists a normal proof P; of T;o* + wu;o*. Let T,» =T;U
{u;}, and let V; = Var(T;) C Var(C). ¢From Definition 4.4 of normal proofs, it follows
that every node of P; is labeled T;o* + v wherev € St(Tia*). Since T} C St(C), by
Lemma5.10v € S(C)o*.
T+ (%1 [T F ’U2]
Any inference in P; other than (M) or (I) must have the form

T+ U3
Sincev; 23 € S(C)o*, by Lemmab.4 vy 2 3 € St(C)o*. O

6 Decision Procedurefor Symbolic Constraints

In this section, we present a decision procedure for symbolic constraint sequences associ-
ated with well-defined protocols. The essence of our decidability result is the proof that
for each symbolic constraint sequence C, there exists a finite number of systems of si-
multaneous Diophantine equations such that (i) each system is decidable, and (ii) C hasa
solution if and only if at least one of the systems has a solution in integers. We emphasize
that our goa is a theoretical decidability result. Therefore, we are concerned only with
showing finiteness of our procedure and decidability of a particular class of Diophantine
equations. In future work, we plan to investigate an efficient constraint solving procedure
based on [M S01] that can be applied to practical protocol analysis.

Our decision procedure starts with two finite, nondeterministic steps~+; and ~5, fol-
lowed by two deterministic steps ~»3 and ~+4. Let Cy be an initial constraint sequence
generated from the protocol specification. For each step ~»;, we show that (i) there are
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finitely many C; such that C;_; ~»; C;, and (ii) C;_; hasasolutionif and only if at least
one C; has a solution. This guarantees soundness and completeness. Soundness means
that if any member of the set of sequences obtained by a particular step has a solution, then
the original sequence has a solution. Completeness means that if the original sequence has
a (conservative) solution, then at least one of the sequences obtained at each step has the
same solution. Performing the steps does not require a priori knowledge of the solution. If
asolution exists, it will be discovered by exhaustively enumerating all possible sequences
produced by our procedure and checking whether each one has a solution.

For each of the constraint sequences C 4 produced by the last step, we show that C 4 has
asolutionif and only if aspecial system of quadratic Diophantine equations has a solution.
Quadratic Diophantine equations are undecidable in general, but the system obtained in
our case is solvable if and only if a particular linear subsystem is solvable. Since linear
Diophantine equations are decidable, this establishes that the symbolic protocol analysis
problem is decidablein the presence of an Abelian group operator.

Following Theorem 5.9, we limit our attention to conservative solutions. Our decision
procedure consistsin the following steps:

1. Guess subterm equalities.

2. For each constraint, guess all subterms derivable from the set of terms available to
the attacker, and add them to this set.

3. Remove al constraints in which the derivation involves inference rules other than
(M) or (1).

4. Substitute al target terms that introduce new variables.

5. For each of the resulting sequences, solve a system of linear Diophantine equations
to determine whether the sequence has a solution or not.

Running example. We will use the following symbolic trace as an (artificial) running
example to illustrate our decision procedure. An event A — t isa+t nodein an A-role
strand, etc.

. A — a-b 4. B +— {Y}
22 B — a-X'Y 5. B — b X
3. A — A{ah 6. A +— a°

Recall that the goal of symbolic protocol analysisis to determine whether thistrace is
feasible, i.e., whether there exists an instantiation of variables X and Y such that every
term sent from the network and received by an honest participant (i.e., every term of the
form P +—) is derivable using the rules of Fig. 3. Thisis eguivalent to deciding whether
the corresponding symbolic constraint sequence C has a solution:

a-b>a-X-Y;
a-b{a}r >{Y}y;
a-b,{a}y,b- X >a®
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6.1 Determine subterm equalities

Suppose C has some solution ¢. In the first step ~» 1, we guess the equivalence relation
on St(C) induced by substitution 0. As we argue below, there are only finitely many
possihilities to consider, and one of them is the right one. Of course, we don’t know o
beforehand. Therefore, to discover which eguivalence relation is the right one, we will
need to enumerate al possible relations and perform the remaining steps of the decision
procedure for each one to determine whether it leads to a solvable sequence. If C does
not have a solution, it will not matter which equivalence relation we choose, since none of
them will lead to a solvable sequence.

More precisely, for al s;,s; € St(C), we guess whether s;0c = s;o or not. Since
St(C) isfinite, there are only afinite number of possible equivalence relationsto consider.
Each equivalencerelation represents a set of unification problems modul o associativity and
commutativity of - and normalization rules of Fig. 2 (see Section 2.3). There are finitely
many most general unifiers consistent with any given equivalence relation. Let © be the
finite set of candidate unifiers. For each € O, let C; = C6.

Observe that for any substitution o, there exists a partial substitution § € © such that
sif = s;0 if andonly if s;0 = sjo. Therefore, any ¢ = 6 0 ' for some § € ©. (Notation:
Composition of substitutionsisleft toright, so t(61 o 62) = (t61)02 = t616-.)

Lemma 6.1 (Soundness:) For any C; suchthat C ~»; C, if there exists a solution o I+
C;, thenthere exists a solution o I+ C.

(Completeness:) If there exists a solution ¢ I+ C, then 3C; such that C ~»; C; and
olk C;.

Proof: To prove soundness, suppose some o1 I+ C; where C; = C6 for some§ € ©.
Thismeansthat VT; > u; € C, T;001 F u;00; isderivable. Choose as o any substitution
of theform 6 o 8’ such that Vs € St(C) so = so;. Observethat VT; > u; € C Tio F u;o
isderivable. Therefore, o I C.

To prove completeness, observe that, by our definition of ~+ 1, for any substitution o
there exists a unifier § € © such that ¢ = 6 o §’. Therefore, for any ¢ such that o I+ C,
thereexists C; = CO suchthat o I- Cjy. |

Lemma 6.2 Suppose o I+ C. Consider C; suchthat C ~+; C; and o IF C;, and any
s,s" € St(Cq). If s # ¢/, thenso # s'o.

Proof: By construction of C, for al s,s’ € St(C;), thereexist §,8" € St(C) such that
30 = 5,80 = s'. Sincec = 0o b, 50 = soc and§’c = s'. By choiceof 0, if 56 = §'c,
then 360 = §'0. Therefore, if sc = s'o, thens = ', or, reversing the order of implication,
if s £s',thenso # s'o. O

Running example. In our running example, we guess that the only subterm equality is
{Y'}» = {a}s, giving us partial substitution [Y" — a] and producing the following C 1

a-b>a?-X;

a-b,{a}p>{a}s;
a-b{a}ty,b- X > a®
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6.2 Determineorder of subterm derivation

In the second step ~+ 2, we nondeterministically choose one of the candidate sequences C 4
produced by ~»;. Assuming C; has a solution o, we (1) guess which subterms of C;o
can be derived by the attacker using inference rules of Fig. 3, and (2) add each derivable
subterm s to every constraint T'; > u; € C; such that so is derivablefrom To.

In the resulting constraint sequence, every constraint is solved either by application of
asingleinferencerule, or the derivation involvesonly rules (M) and (I). In the former case,
we can discover theright rule by syntactic inspection. Inthelatter case, only multiplicative
operations are used, and we will convert the constraint solving problem into a system of
simultaneous Diophantine equations.

Since we don’'t know ¢ in advance, we need to exhaustively try all possible combina-
tions of subterms and constraints. If the chosen C; has a solution, one of the candidate
combinationswill be theright one. If the chosen C; does not have asolution, al candidate
sequences will be unsolvable.

Formally, the~»5 step consistsin the following sub-steps:

1. Guess S = {s € St(Cy) | IT; > u; € C; such that there exists a proof of T;0 -
so},i.e, Sk isthe set of subtermsthat are derivable from some term set available to
the attacker. Thisterminates, since there are only finitely many subsets of St(C ) to
consider.

2. Foral s € Sy guessj, € {1, ...,n} such that there exists a proof of T;, o I s, but
thereisnoproof of T';, ;10 F so. Inother words, j istheindex of thefirst constraint
in C; from whose source term set s can be constructed. This terminates, since S+ is
finite, and, for each member of S\, there are only finitely many constraintsin C; to
consider.

3. By definition of the normal proof, for any solution o IF C 1, any term set T' such that
Tru e Cq,any s, s’ € S, if theminimal size normal proof of To - so contains
anodelabeled T'o + s'o, then the minimal size normal proof of T'o + s'o does not
contain anode labeled T'o - so. Therefore, o is consistent with at least one linear
ordering < on Sy that satisfies the following property:

e If s < s, then the normal proof of T'o I so does not contain any node labeled
withTo F §'o.

Of al possible orderingson S\ that satisfy this property, we pick one that also satis-
fies

o If js < jgr,thens < s'.
Thisispossiblesince j, < j,» meansthat there does not exist aproof of T';, o +- s'o.
Therefore, the proof of T';, o - so cannot have anode labeled T'; o + s'o.

Intuitively, < is the order in which membersof S\ are derived. Since there are only
finitely many possible linear orderings on S to consider, we find < by exhaustive
enumeration.

4. We arrange s1,...,S; € Sk according to the ordering <, and insert each s; in the
constraint sequence immediately beforethe T's, > us, constraint. More precisely, we
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replace C; with
Ty > ug;

Tj,, -1 > uj,, 15
Ty, > s1;
Tj,,,81 > uj, ;

Ty, s1 > Un

Call the resulting sequence Cgl), and repeat this step for ss,...,s; € Se. Given
c{, ¢\ isconstructed by inserting T't> s; immediately before T>u;, € C{' "
and adding s; to the term sets of all subsequent constraints.

LetCy = Cgk) . Without loss of generality, assume that all duplicated constraints are
removed from Cs,.

In the following lemma, we use C ~ C asashorthand for C ~»; Cq ~2 Cs.

Lemma 6.3 (Soundness:) For any C» such that C ~» C,, if there exists a solution o5 I+
C,, then there exists a solution o I+ C.

(Completeness:) If there exists a solution ¢ I C, then 3C» such that C ~» C, and
ok Cs.

Proof: To prove soundness, observe that for every constraint 7' > u € C there exists
T >u € Cy suchthat T C T'. Consider al subterms sy, ...,s; € T \ T'. By construction
of Co, Vs; Ty; >s; € Cp, Ty, = T,and T, \ Ts; = s;. Because oz I Cs, there
exists a proof of Toy F s;oo. By induction over {si,..., s}, there exists a proof of
Toy F sjos Vsj. Since oy I C,, there also exists a proof of Taz F uos. Therefore, for
al T > u € Cq, there exists a proof of (T \ {s1,...,8k})o2 = Tos F uos. We conclude
that o5 IF C;. By Lemma6.1, thisimpliesthat there exists asolution o IF C.
Completenessfollowsdirectly from the construction of C». For any substitution o such
that o IF Cq, there exists a finite set of derivable subterms Si-. Also, for each derivable
subterm s € Sy, there exists some constraint 7';, > u;, € C; such that so is derivable
from T';, o, but not from the preceding T';o. Since we consider all candidate sequences C
associated with all possible values of S\ and j,, there exists C, such that C; ~»» C, and
o IF C5. Completeness then follows from Lemma6.1. O

Lemma 6.4 Suppose o IF C. Consider C, such that C ~ C, and o IF Cs, and any
s,8" € St(Cy). If s # &', thenso # s'o.

Proof: Followsfrom Lemma6.2 since St(C2) = St(Cy). O
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Lemma6.5 Vs, € S

T1[>t1;

T, > t;
CY) = Tj, U{s'|s'" <s,} D> sp;
Ty, U{s'|s" < 5.} D>y, ;

T U{s'|s" < sp} > up;
where Ty > ty,... Ty >t € CV Ty, >y, ... Ty>uy, € Cy.

Proof: Proof is by inductionover i € {1,...,r}. If i = 1, Cgl) satisfies the lemma by
construction. Suppose the result holds for C 5”1) .
By construction,
Ty > tg;

T >ty

TJ{s,- > 8;;

T]{Si U {Sl} > U, 5 -
T U{s;} > uy

cl =

whereTy > ty,... T >t € Cgi_l).

By the induction hypothesis, m > j,, , impliesT;, = T, U U, <,,_ {s'} where
Ty > uy € Cy. By our choiceof ordering, s; 1 < s; and js, > js,_,. Therefore,

7, =T, 0 U {&1=7.0 J {5}

s'<si-1 s'<s;

andVm > j,,

T, U{si}=TnU |J {s}0{si}=TnU |J {s"}

s'<si—1 s'<s;

Lemma6.6 (Vs, € Sv)(Vi > r) Tj, U{s'|s' < s,}D>s, appearsin Cgi) before T'>uy, ..

Proof: The proof is by induction over i > r. For the induction basis, consider that 7';, U
{s'|s' < 8.} > s, € CY) and appears before T' > u;, by Lemma6.5. Suppose the result
holds for C!” and consider C{""),

By theinduction hypothesis, T;, U {s'|s' < s,} > s, appearsin Cgi) before T > uj, .
Sincej,, < js,,., thismeansthat T;, U{s'|s' < s,}>s, appearsin Cgi) beforeT'>u;,
By Lemma6.5, VT >t; € Cgi) such that 7; > t; appearsbefore T > (T T, > t; appears
inC{"") before T > u;, . Therefore, T, U{s'|s' < s,} > s, appearsin C{'"") before
T uj,,,, - O
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Lemma6.7 If T >u € Cy ands € Sy suchthat s’ < u,thens e T.

Proof: By constructionof C», u € Si-. By Lemma6.6, T;, U{s'|s' < s}D>s € Cgk) = C..
m]

The most important property of our construction is that every constraint in C 5 is either
solved with one rule application, or the proof involves only multiplicative rules (M) and

OF

Lemma 6.8 Let o be any solution such that o I+ C» for some C, such that C ~ C,.
Consider any T' > u € C» and the last inference of the proof of To F uo.

o IfusceTo,thenu e T.

e If uo isobtained by (UL), then (u,t') € T for someterm’.

If uo isobtained by (UR), then (¢', u) € T for sometermt’.

If uo is obtained by (D), then {u}+ € T for someterm¢’ € T'.

If uo isobtained by (P), then u = (u1, us) for sometermsu;,us € T'.

If uo is obtained by (E), thenu = {u},, for sometermsuy,us € T
e If uo isobtained by (F), thenu = f(¢') for sometermt’ € T.

Proof: Consider any T>u € C. Sinceo IF C, isaconservative solution, by Lemmab.12,
there exists a conservative proof of T'o F uo.

If uo € To, thenthereexistst € T C St(C;) such that to = uo. ¢From Lemma 6.4,
it followsthat u = ¢ € T'. We conclude that, whenever uc € To, T > u € C4 issuch that
ueT.

If us ¢ T'o, consider the last inference of the conservative proof of T'o - uo. It must

have theform
Totwvy [...TokF v

TotF uo

(theTo F v; premisesfor i > 1 may be absent). If thisinferenceis an instance of any rule
other than (M) or (1), then i < 2 and, by Definition 5.11, v, » € St(Cs)o, i.e, thereexists
v} » € St(Csz) suchthat vio = vy andwvso = vs.

Since there exist proofs of To F v] ,0, it must be that v , € Si-. Since the proof of
T'o I uo contains nodes labeled T'o - v; 50, by definition of ordering < it must be that
v 5 < u. By Lemma6.7, v; , € T. We conclude that the proof of 7o + uo consists of

one inference:
TotviceTo [Totl vho € To]

TotF uo

Consider al possible cases for this inference rule other than (M) or (1).

If theruleis (UL), then v} o = (uo, t) for someterm¢. By Lemma5.10, v/ 0 € S(C)o.
By Lemma5.3, thismeansthat thereexists (u', t') € St(C,) suchthat (u’,¢')o = vio. By
Lemma6.4, thisimpliesthat v; = (u/,t'). Sinceu',u € St(C,), Lemma6.4 also implies
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that w' = u. Therefore, v = (u,t’) € T. We conclude that, whenever uo is obtained by
(UL) rule, T > u € Cz issuchthat (u,t') € T. The proofsfor (UR) and (D) is similar.

If theruleis (E), then uoc = {v10}4,o. By Lemma5.10, uoc € S(C)o. By Lemmas.3,
there existsu’ = {v1 },;, € St(Cz) and uo = u'o. Sinceu € St(C2) by Definition 5.11,
Lemma 6.4 implies u’ = u. We conclude that, whenever uc is obtained by (E) rule,
u = {u1 }y, AT 1> {u1 }y, € C> Whereu; » € T. Theproofsfor (P) and (F) are similar.
O

Running example. In our running example, we guess that no subterms (other than those
already appearing as target terms) are derivable. Therefore, after removing duplicated con-
straints from C,, C2 = C;.

6.3 Eliminate all inferences other than (M) or (1)

In the third step ~»3, we eliminate al constraints which can be satisfied by a single ap-
plication of an inference rule other than (M) or (I). This step is deterministic. Lemma 6.8
impliesthat al such constraints can be found by syntactic inspection. Let C 3 be the result-
ing constraint sequence.

Inthefollowinglemma, weuse C ~» C3 asashorthandfor C ~+; C; ~»3 Cy ~+3 Cg.

Lemma 6.9 (Soundness:) For any C3 such that C ~» Cs, if there exists a solution o3 I+
C;, thenthere exists a solution o I+ C.

(Completeness:) If there exists a solution ¢ I+ C, then 3C3 such that C ~» C3 and
ok Cs.

Proof: To prove soundness, suppose o s IF C3. By Lemma6.8, for every constraint 7' > u
eliminated by ~»3, there exists a one-step proof of T'o F uo for any substitution o. This
means that there exists a proof of T'o3 + uos for every constraint 7 > u € Cs \ Cs.
By our assumption that o5 IF Cs3, there exists a proof of Tos + uos for every constraint
T > u € Cs. Therefore, o3 IF C,. Using Lemma 6.3, this is sufficient to demonstrate
soundness.

To prove completeness, observe that C3 C Cs. Therefore, if o IF Cs, then o IF Cs.
Then apply Lemma6.3. a

Lemma6.10 If o IF C3, thenVT > u € C3, the proof of To F uo uses (M) and (1) rules
only.

Proof: Consider aminimal size conservative proof of To - uo and supposeit contains an

inference
Totvi €To [Tol vy €Tol

Totw

that is an instance of arule other than (M) or (I). By construction of C s, this cannot be the
last inference, therefore, v # . By Definition 5.11 of a conservative proof, it must be that
v € St(C3)o C St(Cs)o, i.e, thereexists v’ € St(C2) such that v'c = v. By definition
of <, it must bethat v’ < u. By Lemma 6.7, this implies that v’ € T. This contradicts
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minimality of the proof. Therefore, the proof of T  uo does not contain any inferences
other than (M) or (1). |

Lemma6.11 If z € Var(Cs) let Ty, > ug, € Cs bethe constraint in which z occurs for
thefirst time. Thenu = 2% - HPO ug,; Where g, isan integer, uy, ; are not headed with
andz ¢ St(Ty, U {ug,;|j > 0}).

Proof: By the variable origination property (Definition 3.3), z ¢ St(T,). Suppose z €
St(ug, ;) for some j and uy,; # z?%. Lemma6.10 implies that there exists t € St(T%, )
such that to = uy,jo. Since St(Cs) C St(C,), Lemma6.4 impliesthat t = wy, ;. This
meansthat = € St(T}%, ), and contradicts the variable origination property. m|

Definition 6.12 Define Qpmaz = [, cvar(

Cy) o where ¢, is the power of z in the con-
straint in which it occurs for the first time.

Running example. Inour example, we guessthefirst and third constraints were obtained
by application of rules (M) and (1) only. We eliminate the second constraint, obtaining the
following Cj:

a-b>a?®-X;

a-b,{a}y,b- X >a®

6.4 Substitute target termsthat introduce new variables

In the fourth step ~»4, we take each target term in which some variable occurs for the
first time and introduce a new variable, substituting the entire term in question. This step
is deterministic. For example, if 2 occurs for the first time in constraint T'; &> a - z2, let
0; = [z — &7 - a~2] where & is a new variable, and apply 6; to the entire constraint
sequence. In the resulting constraint sequence, each variable z occurs for the first timein
some constraint of theform T'; > Z.

In the definition below, aterm with a fractional exponent ¢ = represents a term « such
that 4™ = ™. Obvioudly, taking a root of some element of afinite field requires that the
root in question exist. Our definition of £ guaranteesthe existence of all newly introduced
roots since the value of every rational exponent introduced by ~» 4 appears explicitly in
the protocol specification. For example, if we replace 22 with z, then &% will appear in
the constraint sequence if and only if =™ appears in the protocol specification (note that
™ = (22)%).

Recall from Definition 3.3 that &k, istheindex of the constraint T'; > u; inwhich variable
x occursfor thefirst time, and that, by Lemma6.11, u; = 2% - szo u;; for some integer
z-

Definition 6.13 If T; > u; € Cs, define

1

92':{ [x»—)ii-nu;ja] ifi = k, for somez; & isafresh variable

0 otherwise

If more than one variable appears for thefirst timein w ;, any one of them may be chosen.
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Let C4 = C36; ... 60N, Where N3 isthe number of constraintsin C3. Although only
integer powers appear in C3, C4 may contain rational powers.
Assume that term sets T; appearingin C4 have been ordered, i.e., T; = {t;1, iz, ...}

Definition 6.14 C,4 iswell-orderedif ¢ < i’ impliesthat ¢;; = ty; € Ty whenj < |T;].

Informally, Definition 6.14 means that term sets T'; are consistently ordered so that if
the same term appears in multiple sets, it always appears in the same position. Due to the
monotonicity property of constraint sequences (Definition 3.1), if 7 < i/, then T; C T;.
Without loss of generality, we can assumethat C, is well-ordered.

Lemma 6.15 For any rational r appearing as a power of sometermin Cy4, r - Q 4, iSaN
integer.
Proof: Follows directly from Definitions 6.12 and 6.13. m|

Lemma6.16 If T' > u € Cy, the proof of T'o F uo uses (M) and (1) rules only.

Proof: Follows from Lemma 6.10 and construction of C 4. O

Lemma6.17 If z € Var(Cy), z occurs for the first time in some constraint of the form
T >z e Cywherez ¢ St(T).

Proof: Follows from Definition 6.13 and construction of C 4. O

In the following lemma, we use C ~» C, as a shorthand for C ~+; C; ~»3 Cs ~r3
C3 g C4.

Lemma 6.18 Thereexists a solution o IF C if and only if there exists a solution o4 I+ C4
for some C4 such that C ~» Cy.

Proof: Substitution 6.13 is simply a renaming of terms in C 3 and does not introduce or
lose any solutions. The result follows directly from Lemma6.9. |

Running example. In our example, #; = [X — X - a~2],0; = (. Therefore, C, =
039102 is:

a-b>X ;

a-b{a}p,b- X -a=2 > ab

6.5 Deriveasystem of quadratic Diophantine equations

Inthelast step of the constraint solving procedure, we convert each constraint sequence C 4
into a system of quadratic Diophantine equations which is solvable if and only if o IF C 4
for someo.

Diophantine equations are polynomial equations in any number of variables with inte-
ger coefficients, where only integer solutions are permitted. Thereis no general procedure
for determining the solvability of a Diophantine equation or finding a general solution; that
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was Hilbert's Tenth Problem. A system of Diophantine equations must be solved in com-
mon by the same substitution. One can reduce a single Diophantine equation of any degree
to a system of quadratic equations by introducing variables. For example, in the equation
z3 = 27 onecan let y = 22, reducing the original equationto zy = 27. The system of the
latter two equationsis equivalent to the first. Hence the solvability of systems of quadratic
Diophantine equationsis also undecidable.

To solve the protocol analysis problem, we generate a system of quadratic Diophantine
equations. In our case, we can demonstrate that the system we get is solvable if and only
if aparticular linear subsystem is solvable. Luckily, solvability of systems of linear Dio-
phantine equations is decidable (see, e.g., [CD94]). This problem is equivalent to solving
an integer linear programming problem, which is known to be intractable in general, but
there are efficient solution techniques that work well most of the time (just as the simplex
method works well for real linear programming).

The key to this result is Lemma 6.19. Intuitively, we prove that, for every constraint
T > u € Cy, the target term uo must be equal to some product of integer powers of
non-variable terms appearing in set T'. We then simply represent each power as an integer
variable, and convert the constraint satisfaction problem for each constraint into a system
of linear Diophantine equations.

Thereis a complication along the way. In addition to the linear system corresponding
to the solvability of a given T' > u constraint, the integer variables in question must also
satisfy a special system of quadratic equations. We show that this quadratic system always
has a solution. Therefore, only the linear system needs to be solved to determine whether
the constraint is satisfiable. Any solution of the linear system will automatically satisfy the
quadratic system.

For any term ¢, define ®(¢) to bethe set of all top-level factorsof ¢. If ¢t =¢7* -...-tI»
where none of ¢; are headed with - and all ¢; are distinct, then ®(¢) = {¢1*,...,t/"}. For
example, ®(a~2-b2) = {a~2,b3 }. Define ¥ (t) = {ti" € ®(t) | t; # = € Var(Cy4)} tobe
the set of all non-variablefactorsof ¢. Let ¢(¢) = [[;cq ) f11-€, ¢(¢) ist withal factors
of the form ™ removed. For example, ¢ (a - ({z})3 - 23) = a - ({z}4)3. Obviously, if ¢
does not contain variables among top-level factors, then ¢ (t) = ¢.

Lemma6.19 If z € Var(Cy,), let k, be the index of the constraint in which variable z
occursfor thefirsttime. Thenifo IF C4and T; > u; € Cy

wioc = [[ (@(t:;)o)*] D
ti; €T
such that -
glidl = 2li, 5]+ > (D (Glkard]-r-2[0,57) @

J'>i ared(t;;)
for some integers 2, j], 2[4, 7], where 1 < i < |Cy|, and by conventionif 5 > |T%, | then
2[ks,j] = 0.

Before we begin the proof, it is helpful to give a small example that gives some insight
into how the exponents are computed.

Consider the constraints t1; > z and t;1, t}, - > u;, where z is a variable and the
other terms do not contain variables. Each target term is a product of powers of the terms
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on the left. Thus, we may write z = 2" and 2[1,1] = 2[1,1]. We also have u; =
tfl[”l] - (th, - 2)*2), Tofind 2[i, j], we subgtitute for  and also notethat ¢,; = t;; because
C, iswell-ordered. Hence,
w; = tfl[i,1]+2[1,1]~z[i,2] . t/§2[i,2]

Therefore £[i, 1] = z[i, 1] + 2[1,1] - 2[4, 2]. This expression should be recognizable as a
special case of equation (2).
Proof:(of Lemma 6.19) The proof is by induction over the length of the constraint se-
guence. For the induction basis, consider 7'y > u; € C4. By Lemma 6.16, the proof of
T10 - w0 containsonly rules(M) and (1). Therefore, u1o = [[,, p, (t1;0)*127] for some
integers z[1, j], where1 < j < |T;|. By Lemma6.17, no variables occur in T'; . Therefore,
for al j, t1; = ¥(t1;) and for al z € Var(Cy),j', and r,z” ¢ ®(t1;). Then for al
3, 2[L, 5] = 2[1, 5], and we obtain uio =[], o, (3 (t1)o) 7] This completes the base
case.

Now suppose the lemmais true for all constraints up to and including 7';_1 > u;_1,
1 > 2. To complete the induction, we need to proveit for T'; > u;. Applying Lemma6.10
to T; > u;, we obtain that

U;0 = H (t,’jl U)Z[i’j’] (3)

tijleTi
Now consider any t;;; from the above product, and fix it. By definition of ¢(¢;1), t;j =
Y(tyr) - @it - ... -zl for some variables z1, ..., z,, and rational constants ri,...,7,,

wherem > 0. Consider any variable z € {z1,...,z,}, and let k, be the index of the
first constraint in which z occurs. By Lemma 6.17, the fact that = occursin T'; implies
that T; > u; cannot be the first constraint in which z occurs. There must exist a preceding
constraint of the form 7., > = € C4 and k; < 7. The induction hypothesis holds for
this constraint, thuszo = T, o7, (¥(tk,5)0)*% 7). By monotonicity (Definition 3.1),
Ty, C T;. Since al sets T; are ordered according to Definition 6.14, this means that
(Vj < |Ty.|) tk.; = ti;. Moreover, since ¢ occurs in t;;:, Lemma 6.17 implies that
[Ty, | < j'. We set 2[k;,j] = 0 fordl j > |T%,|, and we replace each ¢y, ; with the
corresponding ¢;;, obtaining

2o = [] Wtig)o) e O
J<j'

Substituting valuesfor z1 0, . . . , 0 given by equation (4) into equation (3), we obtain

thm ~ . Yl
wio= [[ (¢ty)o- [ (] @(tg)0) Eibr) )]

tij’ ET; .Z‘T‘e@(ti]-l) i<jg’

Distributing the exponent z[z, j'], obtain
wio = Il en( (¢(tij’)0)z[i,j']-Hzre@(tij,)(nj<j, ((ti;)o) 2 kel 2lid ) )
= I, er,@(tiy)o)* ]
L, en.( Morca,)( ILc; ((t:;) )2 kel r2lid] )
- HtijETi(¢(tij)U)z[i’j]

Yarea, ) Blka,dlr2[4,5'])
Htij’eTi( Hj<j’( (Y(tij)o) €2(t;;r) J J ))
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Observing that T, , . (TTjcj £(---tij--)) = Tlyyem (s £ tis o)), we
obtain

Ui = HtijeTi('(/’(tij)O')z{i’j]
Yerca, ., ) (Elka gl r2lig'])
e er ( Tps, ( @(tig)o) =" em a2 )

2[i,] Y (Carca, ) Elke.dlrzlig)
= Lo, e ( @(ti)o) - (g (ti)o) =727 e ent 0 R 00

Ht” e, (¢(tij)O_)Z[ivj]+2j’>]‘(ZzT‘e<I>(tij,)(E[kmvj]'r'z[ivj ]))

This completes the induction. |

6.6 Convert into asystem of linear Diophantine equations

We now convert each constraint into an equivalent system of linear Diophantine equations.
If this system is unsolvable, the constraint cannot be satisfied and the entire constraint
sequence does not have a solution. If, on the other hand, there exist some values of Z[z, 7]
that solve the linear Diophantine system, we will demonstrate that quadratic equations (2)
are guaranteed to have a solution.

Consider any T; > u; € Cy. By Lemma6.19, u;o = [[,, cr, ((ti;)o)?]. By
definition, (¢;;) does not contain any variables as top-level factors. It is possible that
zt* € ®(u;) for somevariablez, andrational p;,. Applying Lemmag.17 and Lemma6.19,
for al z;, € Var(C4) we obtain that z,0 = HtkwjeTkw (¥ (tr, j)o)? =, Therefore,
equation (1) can be rewritten as

Hzik 6‘1’(ui)(HtkszTkm (T/J(tkzj)o-)i[k,j])pk ) Hu“eql(w) v =
[iser, (1 (tij) o))

For any variable x; occurring inu;, it must be that £, < i since k., istheindex of the
first constraint in which z;, occurs. By Definitions 3.1 and 6.14, ¢, ; = t;;. Dividing the
right-hand side of equation (5) by

[T (I @)

ThF €®(u;) thai €Tk,

©)

we obtain
[I wio= ] @t)o) (®)
ui € (u;) ti; €T;
where
ylidl = 2li, 51— Y. o 2lka, d] (7)
zhF € ®(u;)

Recall that 2[k;, 7] = 0if j > |T%, |
LetFac(Cy) = Urpyec, (¥ (ui) UU,,, er, ¥(ti;)) betheset of all factors appearing
in equations (6). Since Fac(C4) C St(C4) C St(Cz), by Lemma6.4, if ¢,t' € Fac(Cy)
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andt # t', thento # t'c. Therefore, if w € Fac(C4) and T; > u; € Cy, thefollowing
system of linear equations must hold:

a9 = Yi,er Oyl ]
if we € W(u;), if ws € W(t;;), (8)
0 otherwise 0 otherwise

where y[i, 7] areinteger variables (: ranges over the length of the constraint sequence, and,
for each i, j rangesfrom 1 to |T;[), and ¢, q1, . . ., q|7;| @erational constants. We multiply
both sides of each equation (8) by the lowest common multiplier of the denominators of
4,41, ---,q 1, ad obtain a system of linear Diophantine equations over y[i, j].

Lemma 6.20 C, hasasolution if and only if the system of equations (8) has a solution in
integers.

Proof: It follows immediately from the reduction in this section that if system (8) does not
have asolution in integers, then C 4 does not have asolution, either. To complete the proof,
it is the necessary to show that if system (8) has a solution in integers, then system (7) and,
especialy, the quadratic system (2) also have a solution.

Let {y[i, ]} beany solution of system (8). First, set y[k,, j] = 0 fordl z € C4 andal
j. Since ¥(ug,) = ¥(z) = 0, equation (8) degeneratesinto 0 = Dte, e, 9 Ylka, ]
and, clearly, is still satisfied. By Lemma6.17, u, = x. Therefore,

Z pk'é[kzaj]zé[kzaj]

ThF €D (uk, )

and y[k,, j] = 2[ks, j] — 2[ks, j] = 0. System (7) is thus satisfied by y[k, j] = 0 aswell.

Now, set Z[kz,j] = Qmae for dl z € C4 and @l j. Recal from Definition 6.12
and Lemma 6.15 that Q4. iS an integer constant such r - Q4. iS an integer for any
rational power r appearing in C4. We need to demonstrate that, provided 2[k .., 7] = Qumaz»
systems (7) and (2) are solvablein integers.

First, consider system (7). If i = k, for somek,, it degeneratesinto 0 = Q 02 — Qmas
(see above). If for al k,,7 # k., it becomesy[i, j] = 2[1, j] — szk@(m)pk - Qmaz, and
is solved simply by setting 2[4, 5] = y[i, 4] + Zzikeq,(ui)pk - Qmaz- Thisworks since by
Lemma6.15 py - Qmaz iSaninteger.

It remains to show that the quadratic system (2) has a solution in integers. Pick any
T; > u; € C4 and fix it. Proof is by induction over all values of j from |T';| to 1. For
the base case, consider j = |T;|. In this case, there are no j' > j, and we simply set
2[i, ] = 2[i, 5].

Now suppose the lemmais true for z[i, j + 1],..., 2[4, |T;|]. To complete the proof,
it is sufficient to show that there exists an integer value for z[i, j] that satisfies egua-
tion (2). Observe that z[i, j'] is an integer for al j' > j (by the induction hypothesis),
and Z[kg, j] - 7 = Qmas - risaninteger for al z such that 2" € ®(¢;;+) (by Lemma6.15).
Therefore, z[i, j] = 2[t, 71 = 3055} (Xarcat,, ) ([ka, 4] -7+ 2[d, §'])) isaninteger solution
for equation (2). This compl etes the induction and proves that, assuming linear system (8)
has an integer solution for y[i, 7], systems (7) and (2) are solvable in integers, too. |



Running example. In our running example, we are solving the following C 4:

a-bDX;
a-b{a}y,b- X -a21>a®

Applying equation (6), C4 hasasolutioniff thefollowing systemissolvableinintegers:

1 e (a . b)y[l,l]
a® = (a-b)¥2U. ({a})¥22 . (b-a2)¥123

Notethat ¥ (u;) = 0, therefore, Ly cwuy) o =1, and (b X-a2)=b-a2

We set y[1,1] = 0 since k, = 1, and convert the second equation into an equivaent
system of linear Diophantine equations (8), treating non-atomic terms such as {a}, as
constants:

6 = y[27 1] _2'y[273]
0 = y[272]
0 = y[27 ]-] +y[273]

This system has the following integer solution: y[2,1] = 2,y[2,2] = 0,y[2, 3] = —2.
Therefore, the constraint sequence has a solution. In this example, Q ... = 1, therefore,
2[1,1] = 1,and X = (a - b)?"!] = ¢ - b. Reconstructing the values of original variables,
weobtan X = X a2 =qa"1-b.

Theorem 6.21 (Soundness and completeness) Symbolic constraint sequence C has a so-
lution if and only if the system of linear equations (8) has a solution in integers for some
C, suchthat C ~ Cy,.

Proof: Followsimmediately from lemmas 6.18 and 6.20. m|

Corollary 6.22 (Decidability with xor) If - is interpreted as xor (i.e., t % = t), then
symbolic trace reachability is decidable.

Corollary 6.23 (Decidability with freeterm algebra) If there are no operators with al-
gebraic properties, symbolic trace reachability is decidable.

7 Extension to Group DiffieeHellman

In this section, we extend the constraint solving approach developed in Section 6 to pro-
tocols such as group Diffie-Hellman (GDH) [STW96]. Our extension, however, applies
only in arestricted setting. We assume that the Abelian group (multiplication) operator ap-
pears only in the exponents. In particular, exponentials are not multiplied with each other,
i.e, terms such as g% - g¥ do not appear in the protocol specification, nor is the attacker
permitted to multiply exponentials. This restriction is necessary to preserve decidability,
since it has been shown that unification (and, therefore, the symbolic analysis problem) is
undecidable in the presence of equational theories for both Abelian groups and exponen-
tiation [KNWO02, KNWO03]. This does not affect our ability to analyze protocols such as
GDH since they satisfy the restriction (asimilar restriction is adopted by [PQO1]).
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tr =t
(tu)v — tu~v

Figure 4: Normalization rules for exponentials

We extend the message term constructors of Figure 1 with terms¢* representing expo-
nentials. We also extend the rules of Figure 2 with the rules for exponentials, as shown in
Figure 4. The rules of Figure 4 were shown in [MNO2] to lead to unique normal forms up
to associativity and commutativity of the - operator.

In this paper, we consider only protocolsin which all exponentiation is ultimately from
aconstant base, that is, the normal form of every exponential groundtermisg® wheregisa
public constant. For purposes of specification and analysis, exponentials are regarded as a
separate type. If avariable z is of type exponential, we replaceit with aterm g where '
is a new variable that cannot be an exponentia or have an exponential subterm. Products
of exponents arise from reductions of theform (g *)¥ = ¢g®'v.

In GDH, exponentia terms are integers mod p for some prime p. The multiplicative
subgroup of Z,, has order p — 1. The base g is chosen to generate the cyclic subgroup of
some prime order ¢ that dividesp — 1. Since g = 1 = ¢° mod p, exponents of g are
effectively reducible mod ¢. Thus, non-zero exponents lie in the multiplicative subgroup
of Z,.

For protocols with exponentials, we apply the basic constraint solving procedure of
Section 6 with amaodification. We begin as usual with C, but when we arriveat C 3 we find
some constraints of the form

tiy ooy tm > g" ©)

Under the Computational Diffie-Hellman Assumption (it is not feasible to compute g *¥
from g® and g¥), the only way the attacker can compute the needed exponentia g “ is to
take one (and no more than one!) of the exponentialsat hisdisposdl, i.e., somet; = g* (at
least one such term is available, since g = g* isthe publicly known base) and raise it to a
power w such that (¢”)* = g%, provided that w is derivablefrom ¢, ..., t,,. In particular,
we may writew = v~1 - u.

Hence, every time we encounter a constraint of form (9), we nondeterministically
choose one of the exponentia terms¢; = g¥ from the term set available to the attacker,
and replace the constraint (9) with

tyeostm >V w. (20

This gives us a constraint sequence C% with no exponential target terms, and we con-
tinue with C4 and solving linear Diophantine equations as in Section 6.

7.1 Pereira-Quisquater example

In [PQO1], Pereira and Quisquater find an attack against key authentication in an authen-
ticated group Diffie-Hellman (A-GDH.2) protocol of [STW96]. In this section, we sketch
how to discover this attack using our approach.

The attack involvestwo key distribution sessions. The first session hasfour parties, one
of which is compromised. The second session occurs among three of those parties after
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the compromised party has been removed from the group. The attacker, who knows the
secret shared keys of the compromised party, causes one of the legitimate parties to accept
a non-authentic, compromised key in the second session.

In adecidable finite-session context, the analyst chooses how many strands of each role
to put in the semibundle. In this example, involving afour-party group of M 1, M, M3 and
My, itis sufficient to choose two instances of role M, and one of M. The behavior of M,
isignored (it does not matter for the purposes of discovering the attack), M 5 is the party
being attacked, and M3 isthe compromised party, whose role is taken over by the attacker.

The object of the protocol isto construct a group key of theform g "1273™+ where g isa
constant and the r; are secret random contributions from the group members. In the second
session, the group key should be g™1"2"4, where each ! is anew random contribution of the
1th group member. In each session, partial exponentials are passed up the chain to the last
party, who multicasts a message whose ith component is used by the ith party to construct
the common key.

Therole of the intermediate party M isthis:

_<g’gl‘21> + <g7“2’gz‘21’gz‘217“2> <$22 g$23 24 ZE24>

where k;; is along-term secret key shared by M; and M, and z;; are variables used in the
specification of the M; role (i.e., valuesthat are not knownto M ; in advance). M- assumes
that g®2s = g™"s™s and computes the group key as (g@2sF24)kza 2

Therole of thelast party M, in thefirst (four-party) sessionisthis:

_<gl‘41 , 91‘42, 91‘43, g$44> + <gl‘417“4k14,g$427“4k24, 91‘43T4k34>

Our analysis procedure considers all possible event sequences consistent with the semi-
bundle (there are a finite number of possibilities), including the one identified by [PQO1],
which yields the following constraint sequence C. Primed random numbers and variables
are those associated with the second session.

$21>

g, k34
II, <gr2, 9121,9121T2>

" z417ak1a  ,Ta2rakog 1‘43T4k34>
(9 '9 g

" rh ozl zh Tl
,(g"2, g%, g"2172)

"

(9,

< 1 1‘42 I43,gz44>
(9, $21>

(x5 29 waskes gl
g$237"2

AV VAR VAR VARV

The ditto mark " stands for repetition of the source terms from the constraint immedi-
ately above. The source terms in the first constraint are constants known to the attacker.
Thefirst session would normally generate a constraint for the message received by M 5 from
My, but this message reception is omitted because it is not necessary for the attack. The
last constraint is the security objective: it says that the term g#2s72, which is computed and
accepted as the secret group key in the second session by M », is derivable by the attacker.

C; is derived from C by guessing subterms that will be unified. The only subterms
appearing in C are exponentials. We can identify unifiable exponentials at this stage, but
we do not need to because those unifications will occur as a byproduct of solving the
multiplication-only constraints generated | ater.

To derive C-, we notethat all exponential subterms can be derived simply by extracting
them from the concatenated messages in which they appear. C3 will then discard the
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concatenations and retain only the exponentials. The variables 25, and z5, are not used
and we have dropped the constraints on them.

T21
g k3s > g
n T2 To1 T217T2 Ta1
v9 “y977 9 > g
AN gee
"o gris
"o gPas
" xa17ak1a  ,Ta2rakos Ta3Takza > Ty
9 9 9 g
" aTs qTe1 gTe1Ts > Toskoa
9 2,972, 9 g
! r
"o graaT2

To obtain C%, for each of the target exponentials we find, by exhaustive search, the
exponential in the source set fromwhichit is computed. For example, the second constraint
is solved by computing g#+* from g™. With the correct choices, the exponential removal
step leads to the following product-only constraints. Exponential terms have been removed
from the source sets because exponentia terms cannot occur in exponents.

k3a >z

k3g > T;lm41

ksg D> 7‘2_12742

k3g > T;lm43

k3g > 7'2_13044

kg D CEZ31’I“21]€311$121
k34 > .’134_2 7‘4_ 113’23

1—=1_
k34 > T'9 T 23

Thelast stepistointroducevariables 41, €tc. so that each target term contains at most
one variable. This leads to substitutions

Tai > Toly; 1= 1,2,3,4
' A N

Ty, > T2 £E427‘4I€34£E21
! A N

To3 > T2l42T4To3

and constraints o
ksa D xo1,Eaq, Ehy, Ehs
~—1
ksg > kglaly, @b,

In general, we would have to convert these to Diophantine equations by expressing
each variable as a product of powers of non-variable subterms. This particular system can
be solved by inspection; we can set every variable in the constraints to 1, so that after
substitution we have the solution z2; = 1, z4; = ro fori = 1,2,3,4, 24, = raraksqs, and
zhs = rary. Thissolutionis dlightly simpler than the solution in [PQO1].

8 Conclusions
We have presented a constraint solving technique that reduces the problem of symbolic

protocol analysisin the presence of an Abelian group operator to afinite set of systems of
guadratic Diophantine equations. Each system has a solution if and only if a certain linear
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subsystem has a solution. Since linear Diophantine equations are decidable, the problem
of symbolic protocol analysis with Abelian groups is thus decidable. The significance of
thisresult isthat it enables fully automated formal analysis of awide class of protocolsthat
cannot be analyzed in a free-algebramodel.

Results presented in this paper are but the first step towards reducing the gap between
formal methods and mathematical proofs typically employed in cryptographic analysis of
security protocols. Even though we take into account some mathematical properties of the
underlying cryptographic primitives, we are still analyzing an abstract model, and thus pos-
sibly missing attacks dueto our idealized treatment of cryptography. It would be interesting
to know whether the results of this paper, especially the existence of conservative solutions,
can be extended to algebraic theories other than Abelian groups, or to richer equational the-
ories that more accurately represent properties of the relevant cryptographic functions. At
the same time, recent undecidability results for equational unification [KNW02, KNWO03]
suggest that the symbolic constraint solving problem is undecidable in the presence of
rich equational theories. Therefore, it is very likely that symbolic analysis can be fully
automated only for abstract protocol models, or for protocols that employ cryptographic
primitives without visible mathematical properties.
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A Checking whether a constraint sequenceiswell-defined

Our “well-definedness” condition on constraint sequences formalized in Definition 3.5
guantifies over al possible substitutions, and may be difficult to check directly. In this
section, we give a finite procedure for checking whether a constraint sequence is well-
defined. We start by considering substitutions which may cause a variable to disappear
from a term without explicitly substituting it. For example, substitution § = [y — z 1]
causes z to disappear from (z - y)6, even though 6 does not substitute z. Recall that D(6)
is the domain of substitution 6.

LemmaA.1 Supposez € Var(t) insometermt, and let § be some substitution such that
z ¢ D(0). If z ¢ Var(td), then, for every occurrence of z in ¢, there exists a subtermv
suchthat...t,-...-v... € St(t), theoccurenceof z iscontainedin t,,, and .6 = (vh) .

Proof: Theonly rulein Fig. 2 that can cause avariable to disappear is the cancellation rule
for the Abelian group operator: t-t —* — 1. Therefore, for every occurrence of z in ¢, there
must be a superterm ¢, suchthat ...t -...-v... € St(t) for somewv, and t,6 - v6 — 1.
Therefore, t,0 = (v8) ™. O

LemmaA.1 saysthat avariable z can disappear from a term when another variableis
substituted only if every occurrence of x is contained in a subterm ¢, which is multiplied
with another subterm v which the substitution turnsinto theinverseof ¢ .. Wewill call such
substitutions eliminators of z.

In the rest of this section, we will use z(?) notation to distinguish different occur-
rences of z. Recall from Section 2.3 that terms ¢4, t> have a set of most general unifiers
MGU aqr(t1,t2) (if the terms cannot be unified, the set is empty).

Definition A.2 (Eliminators) Let ¢ be a term such that z € Var(t). For each occurrence
2 in t, define the set of eliminators £(z),t) = {8 | = ¢ D(#) and for some t,,v,
0 € MGU agr(tz,v™ 1))}, where ...t, -...-v... € St(t), and the occurrence = is
containedin ¢.

Observe that for any term ¢ and any occurrence z (), the set £(z(?, t) is finite. There
are only a finite number of possibilities for subterms ¢, containing this occurrence of z,
each t, is multiplied with at most a finite number of terms v, and unification produces a
finite number of most general unifiers (see Section 2.3), of which the subset that does not
substitute z is selected.

For example, consider the following term: ¢ = ((z (), a), {z® - 2} - {y}. ). For
the first occurrence of xz, there is no superterm ¢, which is multiplied with another term,
therefore, £ (=), t) = 0. For the second occurrence x, there are two superterms which are
multiplied with another term. Thefirst supertermisz itself, whichismultiplied with z. The
unifier which does not substitute z but will cause z to disappear is [z — = ~!]. The second
supertermis {z(?) - z};, whichismultiplied with {y}, *. Theunifier whichwill cause z to
disappear is [y +— « - k, z — k]. Therefore, £(z P, t) = {[z = 7], [y = = - k, 2z — k]}.

We now describe how to merge two substitutions 7; and 72, producing a finite set of
their most general common instances.
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Definition A.3 Let D(m1) U D(m2) = {z1, ...,z }. Define

merge(my,m2) = MGU agr( {71 (z1), (m1(z2), (..., 71 (zk)) .. .)),
(m2(21), (m2(z2), (- - .y T2(k)) - ) )

Of course, substitutions 7; and 72 may disagree on some variables, in which case
merge(m,m2) = 0. We now extend Definition A.3 to any finite number of substitutionsin
the obvious way.

Definition A.4 Define mergex(IT) inductively as follows:
- For I = {my, 2}, mergex(IT) = merge(my, T2);
-For |II] > 1and « ¢ II, mergex({n} UII) = J,{merge(n, m;) | m; € mergex(II)}.

This definition enables us to extend the notion of eliminators to entire term sets rather
than single occurrences.

Definition A5 Let T’ be a set of terms such that z € Var(T), let z(V,...,z(*) be all
occurrences of z in T, and let ¢4,...,t; € T be the respective terms in which z occurs
(since z may occur in a term more than once, it is possible that ¢; = ¢; for some i # j).
Define£(z, T) = Uy {mergex(IT) | (Vi) IL N E(zD,t;)| = 1}.

By construction, £(z, T') is afinite set of substitutionsthat eliminate all occurrences of
z from term set T', but don’t substitute = explicitly. Each element of £(z, T) is the result
of merging a set of substitutions with one representative from each £ (z (9, t;).

Of course, for some term sets £(z, T') may be empty. In particular, if there is even one
occurrence () such that £(z(¥,t) = 0 for somet € T (e.g., if z is not contained within
any products), then £(z,T) = () because there is no most general common substitution
produced by mergex.

Theset £(z,T) is complete in the following sense.

LemmaA.6 Supposez € Var(T') for somesetof termsT'. If z ¢ D(0), andz ¢ Var(T6),
then there exists a partial substitution = € £(z,T) suchthat § = 7 o 7’ for somen’.

Proof: According to LemmaA.1, every occurrence z (*) of variable z must be contained
within somesubterm ¢, suchthat ... ¢, -...-v... € St(t) wheret € T, and t,6 = (vh) .
Therefore, 4 is an instance of one of the most general unifiers of ¢, and v—!, or, more
precisely, for every occurrencez(9, § = m; o w} for some ; € MGU agr(tz,v™"). By
Definition A.2, thisimpliesthat 7; € £(z(¥),¢) for al 5. Therefore, & must be compatible
with at least one 7r; from each set £(z(¥, t). By Definition A.5, thismeansthat = 7 o 7/
forsomen € £(z, T). m|

We are now ready to prove that it is possible to check whether a constraint sequence
satisfies Definition 3.5 by considering only a finite number of substitutions.

LemmaA.7 Let C be the constraint sequence generated from a protocol, and suppose
there exists a substitution # such that C6é does not satisfy the property in Definition 3.5,
or, more precisely, there exists a variable z and constraint T; > u; € C suchthat z €
Var((Ti\T;-1)0), butz ¢ |, _; Var(u;0). Thenf = mwor' for somern € &(z, {u;]j < i}).



Proof: First, observe that ¢ D(9) because z € Var((T; \ T;—1)0). Then note that
z € ;- Var(u;) because C satisfies the origination property, but z ¢ J,_; Var(u;0).
By LemmaA.6, thismeansthat § = 7 o 7’ for somew € £(z, {u;]j < i}). m

Theorem A.8 Suppose C is a constraint sequence generated from a protocol. Checking
whether C iswell-defined according to Definition 3.5 is decidable.

Proof: We construct adecision procedureasfollows. For every variablez € Var(C), every
constraint T; > u; € C suchthat z € Var(T; \ T;—1), compute £(z, {u;|j < i}). Then,
for every m € £(z, {u;|j < i}), check whether Cr satisfies the property in Definition 3.5,
that is, check whether Vi Var((T; \ T;—1)m) C U, _; Var(u;m).

If there existsavariable z, index 4, and substitution 7 such that the property is violated,
then C is not well-defined. Set 6 = .

If the property is satisfied for al =, ¢ and , then C is well-defined. We prove this
by contradiction. Suppose C is not well-defined. Then there exist z, 7 and 6 such that
z € Var((T; \ Ti-1)0), but z ¢ |J,_, Var(u;6). By LemmaA.7, 6 = m o n' for some
m € E(z,{u;lj < i}). By definitionof £(z, {u;|j < i}), z ¢ U,_; Var(u;r). Because
isarefinement of 7 and z € Var((T; \ T;—1)0), ¢ € Var((T; \ T;—1)m). Thiscontradicts
our assumption that Vz,i, 7 € E(z, {u;|j < i}) Var((T; \ Ti—1)7) C U,;-; Var(u;m).
This concludes the proof. a



