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Abstract

In Reiter's default logic, the parameters of a default are treated as metavariables

for ground terms. We propose an alternative de�nition of an extension for a default

theory, which handles parameters as genuine object variables. The new form of de-

fault logic may be preferable when the domain closure assumption is not postulated.

It stands in a particularly simple relation to circumscription. Like circumscription,

it can be viewed as a syntactic transformation of formulas of higher order logic.

1 Introduction

Default logic

[

Reiter, 1980

]

is one of the most expressive and most widely used nonmono-

tonic formalisms. In one respect, however, the main de�nition of default logic, that of an

extension, is not entirely satisfactory.

Recall that a default

� : �

1

; : : : ; �

m

=
 (1)

is open if it contains free variables, and closed otherwise. The concept of an extension is

de�ned in two steps: It is �rst introduced, by means of a �xpoint construction, for default

theories without open defaults, and then generalized to arbitrary default theories. Since

interesting cases usually involve open defaults, the second step is crucial. Its main idea

is that a default with free variables has the same meaning as the set of all its ground

instances.

1

In other words, free variables in a default are viewed as metavariables for

ground terms.

In many cases, this treatment of free variables makes the e�ect of a default surprisingly

weak. Consider the default theory with one axiom P (a) and one default,

: :P (x)=:P (x): (2)

1

The actual reduction of the general case to the case of closed defaults is more complex, because it

involves the Skolemization of all axioms and of the consequents of all defaults|a detail which is irrelevant

for this discussion.
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Intuitively, this default expresses that P (x) is assumed to be false whenever possible. We

can expect that it will allow us to prove

8x(P (x) � x = a): (3)

But all that this default gives is the literals :P (t) for the ground terms t di�erent from

a. Notice that the behavior of circumscription

2

is quite di�erent. The circumscription

of P in P (a), which expresses the same idea of making P (x) false whenever possible, is

equivalent to (3).

In applications to formalizing commonsense reasoning, this weakness of open defaults

is sometimes undesirable. Consider the following example.

3

Suppose that, for any two

blocks x and y, the default is that x is not on y. If there is no evidence that any blocks

are on the block B

1

then, for each individual block B

i

, we will be able to conclude that

it is not on B

1

. But we may be unable to justify the conclusion that B

1

is clear, in the

sense that there are no blocks on B

1

. Indeed, the set of conclusions

:on(B

1

; B

1

); : : : ;:on(B

n

; B

1

)

is weaker than the universally quanti�ed formula

8x:on(x;B

1

);

unless we accept the \domain closure assumption"

8x(x = B

1

_ : : : _ x = B

n

);

expressing that every block is represented by one of the constants B

i

. The domain closure

assumption is sometimes unacceptable: We may be unable or unwilling to design the

language in such a way that each object in the domain of reasoning be represented by a

ground term.

In this paper we propose a modi�cation of default logic in which free variables in

defaults are treated as genuine object variables, rather than metavariables for ground

terms. The new form of default logic is better suited for formalizing default reasoning

in the absence of the domain closure assumption. Another reason why this modi�cation

of Reiter's system can be of interest is that it stands in a particularly simple relation to

circumscription and consequently sheds some light on the important and di�cult problem

of connecting various approaches to default reasoning.

As our starting point, we take a characterization of extensions for the case of closed

defaults based on

[

Guerreiro and Casanova, 1990

]

. This characterization uses a �xpoint

construction which is similar to Reiter's, except that the �xpoints in question are classes of

models, rather than sets of sentences. It is not particularly surprising that extensions can

be de�ned in such a manner, because there is a natural correspondence between classes

of models and sets of sentences: For any class V of models, we can consider its theory,

that is, the set of sentences that are true in all models from V . But for our purposes the

2

The de�nition of circumscription can be found in

[

McCarthy, 1986

]

or

[

Lifschitz, 1985

]

.

3

[

McCarthy, 1980

]

, Section 8, Remark 2;

[

Poole, 1987b

]

, Example 3. See also the discussion of \default

reasoning in an open domain" (the note to Example A5) in

[

Lifschitz, 1989a

]

.
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transition from formulas to models is essential. In the realm of formulas, the only way

to refer to objects in the domain of reasoning is through their syntactic representations,

that is, ground terms. In the realm of models, we can talk about elements of the universe

directly.

In Section 2 we review, for motivation and further reference, the �xpoint construc-

tions from

[

Reiter, 1980

]

and

[

Guerreiro and Casanova, 1990

]

. The new de�nition of an

extension is given in Section 3. Then we discuss its relation to traditional default logic

(Section 4) and to circumscription (Section 5). In Section 6 we outline an extension of the

formalism in which some object, function or predicate constants are treated as \�xed." In

Section 7 we show that the new form of default logic, like circumscription, can be viewed

as a syntactic transformation of formulas of higher order logic. Related work is surveyed

in Section 8. Most proofs are deferred to the appendix.

2 Extensions According to Reiter and Guerreiro{

Casanova

According to

[

Reiter, 1980

]

, a default theory (in a given �rst order language) is a pair

(D;W ), where D is a set of defaults of the form (1), and W is a set of sentences. A

default theory (D;W ) is closed if all defaults from D are closed. Let (D;W ) be a closed

default theory. For any set of sentences S, consider the smallest set of sentences S

0

which

includes W , is closed under classical logic, and satis�es the condition:

(�) For any default (1) from D, if � 2 S

0

and :�

1

; : : : ;:�

m

62 S then 
 2 S

0

.

This set S

0

is denoted by �(S). S is said to be an extension for (D;W ) if it is a �xpoint

of �, that is, if �(S) = S.

The Guerreiro{Casanova approach to closed default theories can be described as fol-

lows. For any class V of structures for the language of (D;W ), let Th(V ) stand for the

theory of V |the set of sentences which are true in all structures from V . Let V

0

be the

largest class of models of W which satis�es the condition:

(��) For any default (1) from D, if � 2 Th(V

0

) and :�

1

; : : : ;:�

m

62 Th(V ) then 
 2

Th(V

0

).

This largest V

0

always exists:

Proposition 1. The union of all classes V

0

of models of W which satisfy (��) satis�es

(��) also.

This class V

0

is denoted by �(V ). As essentially established in

[

Guerreiro and

Casanova, 1990

]

, extensions can be characterized in terms of the �xpoints of �:

Proposition 2. A set of sentences is an extension for (D;W ) if and only if it has the

form Th(V ) for some �xpoint V of �.

Intuitively, if we think of the extension Th(V ) as a set of \beliefs," then V is the class

of \worlds" that are possible according to these beliefs.
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Our objective is to generalize the de�nition of � to open defaults. Then the charac-

terization of extensions given by Proposition 2 will serve as the basis for a new de�nition

of an extension.

Consider an open default

�(x) : �

1

(x); : : : ; �

m

(x)=
(x); (4)

where x is a list of variables. Instead of replacing the variables from x by ground terms, as

in Reiter's logic, we want to replace them by arbitrary elements of the universe, or, more

precisely, by symbols that serve as \names" of arbitrary elements of the universe. The

condition (��) will turn into something like this: For any default (4) from D and any tuple

� of \names," if �(�) 2 Th(V

0

) and :�

1

(�); : : : ;:�

m

(�) 62 Th(V ) then 
(�) 2 Th(V

0

).

There is a problem, however, with this idea: Di�erent structures from V have, gener-

ally, di�erent universes, and \names" appropriate for one structure from V will generally

make no sense for another. In order to generalize the condition (��) to open defaults, we

need to modify it so that all structures from V have the same universe.

3 Default Logic with a Fixed Universe

Let (D;W ) be a default theory, not necessarily closed, and let U be a nonempty set. By

a world we understand any model of W with the universe U . Extend the language of

(D;W ) by object constants representing all elements of U ; these constants will be called

names. For any set of worlds V , Th

�

(V ) is the set of sentences in the extended language

which are true in all worlds from V . (Thus Th(V ) is the set of the sentences from Th

�

(V )

that do not contain names.)

For any set of worlds V , consider the largest set of worlds V

0

which satis�es the

condition:

(���) For any default (4) from D and any tuple of names �, if �(�) 2 Th

�

(V

0

) and

:�

1

(�); : : : ;:�

m

(�) 62 Th

�

(V ) then 
(�) 2 Th

�

(V

0

).

This largest V

0

always exists:

Proposition 3. The set of sets V

0

satisfying (���) is closed under union.

This set V

0

will be denoted by �(V ). The operator � is the \�xed universe" counter-

part of �. Notice that � depends not only on the default theory (W;D), but also on the

universe U .

A U-extension for (D;W ) is any set of sentences of the form Th(V ), where V is a

�xpoint of �. Notice that U-extensions, just like extensions in Reiter's logic, consist of

sentences in the language of (D;W ); they do not contain names.

It is clear that the U-extensions for a given default theory (D;W ) are completely

determined by the cardinality of U . For any positive integer n, let Card

n

be a stan-

dard sentence expressing that there are exactly n objects; for instance, we can take

Card

1

to be 8xy(x = y). By Card

U

we denote Card

n

if the cardinality of U is n,

and f:Card

1

,:Card

2

,: : :g if U is in�nite. Any U-extension contains W and Card

U

, and

is closed under classical logic.
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As an example, consider the operator � for the default theory discussed in the intro-

duction:

W = fP (a)g; D = f: :P (x)=:P (x)g: (5)

We will see in Section 5 that, if M is a model of (3) with the universe U , then fMg is a

�xpoint of �, and, conversely, every �xpoint of � has this form. The U-extension Th(V )

corresponding to a �xpoint V of � is the deductive closure of (3) and Card

U

. Thus, for

every U , there is exactly one U-extension.

In Reiter's logic, we can say that a sentence A is a consequence of (D;W ) if A is in the

intersection of all extensions for (D;W ). For instance, the consequences of the default

theory (5) are the logical consequences of P (a). Let us say that A is a �xed universe

consequence (F-consequence) of (D;W ) if A is in the intersection of all U-extensions for

(D;W ) over all nonempty sets U . In other words, an F-consequence is a sentence which

is true in every world which belongs to some �xpoint of �. It is clear that the set of F-

consequences of (D;W ), like the set of its consequences, contains W and is closed under

classical logic. In case of (5), the F-consequences are the logical consequences of (3),

which is exactly what we wanted to achieve.

If D is empty, then the condition (���) is trivially true, so that, for every V , �(V )

is the set of all worlds, and this set is the only �xpoint of �. Consequently, the only

U -extension of (;;W ) consists of the sentences that are true in all models of W with the

universe U . It follows that the F-consequences of this theory are the sentences logically

entailed by W .

4 Relation to Reiter's Logic

Often, as in the example (5), a default theory has more F-consequences than consequences.

But sometimes this is the other way around. Consider the following example:

W = fP (a)g; D = f: :P (b)=:P (b)g: (6)

The extension of this theory in Reiter's logic includes :P (b). If, on the other hand, the

cardinality of U is 1, then the U -extension of this theory includes P (b) (which is a logical

consequence of W and Card

1

), and does not include :P (b). Consequently, :P (b) is not

an F-consequence of (6). The sentence a 6= b is another consequence of (6) which is not

an F-consequence.

This example shows also that the two versions of default logic are not equivalent even

for closed default theories. For closed defaults, (���) turns into (��), except that both

V and V

0

are assumed to consist of models with a �xed universe U ; this distinction is

responsible for the di�erence between consequences and F-consequences.

If, however, the language is propositional, then the choice of U becomes inessential,

because models of a propositional theory are simply mappings of propositional symbols

into truth values. Consequently, for propositional default theories, � coincides with �. It

follows then by Proposition 2, that, in the propositional case, U-extensions are identical

to extensions, and F-consequences are identical to consequences.

Here are some other cases when the two forms of default logic are equivalent:
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Proposition 4. Let (D;W ) be a closed default theory. If all models of W have the same

�nite cardinality, then the F-consequences of (D;W ) are identical to its consequences.

Proposition 5. Let (D;W ) be a closed default theory with at most countably many

object, function and predicate constants. If all models of W are in�nite, then the F-

consequences of (D;W ) are identical to its consequences.

Proposition 4 is applicable when W includes both the domain closure assumption and

the unique names assumption. Proposition 5 is applicable when the universe of discourse

includes some in�nite domain, for instance, natural numbers.

As an illustration of Proposition 5, we can consider a modi�cation of (6) in which

axioms expressing the existence of in�nitely many objects are added to W . Such a theory

will have both :P (b) and a 6= b among its F-consequences. Even simpler, this e�ect can

be achieved by assuming two distinct objects:

W = fP (a);9xy(x 6= y)g; D = f: :P (b)=:P (b)g:

If U is a singleton, then the set of worlds for this theory is empty, and ; is the only �xpoint

of �. Consequently, the only U-extension for a singleton U is the set of all sentences, and

the argument made at the beginning of this section regarding (6) does not go through.

5 Normal Defaults Without Prerequisites

In this section we assume that D is

f: �(x)=�(x)g; (7)

so that it consists of a single default, which is a \normal default without a prerequisite."

For example, each of the theories (5), (6) satis�es this condition. Intuitively, the e�ect of

the default (7) is to \maximize" �. Proposition 6 below gives a characterization of the

U-extensions for such theories which makes this claim precise.

The following notation will be used: For any world M , �

M

stands for the set of tuples

of names � such that �(�) is true in M .

Let us say that a world M is �-maximal if there is no world M

0

such that �

M

is a

proper subset of �

M

0

. In other words, an �-maximal world is a model of W with the

universe U such that no other model of W with the same universe has more x's satisfying

�(x). In particular, if �(x) is :P (x), then an �-maximal world is a model in which the

extent of P is minimal in the sense corresponding to the circumscription of P with all

object, function and predicate constants allowed to vary.

In the following proposition we assume that the set of worlds is nonempty, that is, W

has at least one model with the universe U .

Proposition 6. For any default theory with the set of defaults (7), every �xpoint of the

corresponding operator � is an equivalence class of the set of �-maximal worlds relative

to the relation �

M

= �

M

0

. Conversely, each of these equivalence classes is a �xpoint of �.

This theorem shows that the �xpoints of � correspond to the extents of � in �-

maximal worlds. The claims made above about the default theories (5) and (6) can be

6



easily justi�ed using Proposition 6. For (5), the �-maximal worlds are the models of (3),

and each equivalence class consists of a single model.

Proposition 6 implies that the F-consequences of a theory with the set of defaults (7)

can be characterized as the sentences that are true in all �-maximal worlds for all U . In

particular:

Corollary. A sentence B(P ) is an F-consequence of the default theory

(fA(P )g; f: :P (x)=:P (x)g)

if and only if B(P ) is logically entailed by the circumscription of P in A(P ) with all

object, function and predicate constants allowed to vary.

In the corresponding result for Reiter's default logic (

[

Etherington, 1987a

]

, Theorem

2), W is required to include the domain closure assumption and a form of the unique names

assumption. The new approach to open defaults makes these conditions redundant.

6 Default Logic with Fixed Constants

As we have seen, circumscription with all constants varied is a special case of default

logic with a �xed universe. In this section, a generalization of this form of default logic

is de�ned, which is related to circumscription with some object, function and predicate

constants �xed. This generalization provides a new perspective on the relationship be-

tween circumscription and default logic. We do not propose it as a serious candidate for

AI use.

A default theory with �xed constants is a triple (D;W;C), where D and W are as

in the standard de�nition of a default theory, and C is a subset of object, function and

predicate constants. The symbols from C are the �xed constants of the theory; the

remaining constants are varied. A default theory (D;W ) corresponds to the case when C

is empty. By L

C

we denote the �rst order language whose object, function and predicate

constants are the members of C; thus L

C

is a sublanguage of the language of the theory.

The de�nitions of the operator � and of a U-extension for this generalization of default

theories are the same as in Section 3, except that now we take U to be a structure for the

language L

C

(rather than merely a universe), and de�ne a world to be any model of W

obtained from U by assigning interpretations to the varied constants. It is clear that the

U -extensions for a default theory with �xed constants remain the same if U is replaced

by an isomorphic structure.

An F-consequence of a default theory with �xed constants is a sentence that belongs

to all its U-extensions for all structures U .

Consider, for instance, the default theory with

W = f8x(Q(x)� P (x))g; D = f: :P (x)=:P (x)g; C = fQg: (8)

Let U be a structure for the language whose only nonlogical constant is Q (that is, U is

a universe along with its subset representing Q). A world is de�ned by an interpretation

of P that makes the sentence 8x(Q(x) � P (x)) true, that is, by a subset of the universe

that contains the set representing Q. The only �xpoint of � consists of one world, in
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which the extent of P is the same as the extent of Q. The F-consequences of (8) are the

sentences logically entailed by

8x(P (x) � Q(x)): (9)

The de�nition of an �-maximal world (Section 5), Proposition 6 and its proof apply to

default theories with �xed constants, without any changes whatsoever. The counterpart

of Corollary to Proposition 6 can be stated as follows:

Proposition 7. A sentence B(P ) is an F-consequence of the theory

(fA(P )g; f: :P (x)=:P (x)g; C);

where C does not include P , if and only if B(P ) is logically entailed by the circumscription

of P in A(P ) with the �xed constants C.

We see that default theories with �xed constants subsume a rather general form of

circumscription. The fact that the F-consequences of (8) are the sentences logically en-

tailed by (9) can serve as an illustration of this theorem, because (9) is the result of

circumscribing P in 8x(Q(x)� P (x)) with Q �xed.

7 Default Logic as a Syntactic Transformation

Our next goal is to show that the de�nition of a U-extension can be expressed by a higher

order logical formula, so that the modi�cation of default logic proposed in this paper,

like circumscription, can be viewed as a syntactic transformation of sentences. Since the

de�nition of a U -extension involves not only worlds, but also sets of worlds, we will need

not only second order, but also third order variables.

Let (D;W;C) be a default theory with �xed constants, in a language which has �nitely

many object, function and predicate constants, and with both D and W �nite. Let Z be

the list of all varied constants (that is, the constants that do not belong to C). We will

explicitly show the occurences of the varied constants in formulas, so that an arbitrary

sentence will be written as F (Z), and a formula with the list of parameters x will be

written as F (Z; x). The set W will be identi�ed with the conjunction of its elements and

written as W (Z).

Take a list of variables z of the same length as Z, such that if the i-th member of

Z is an object constant then the i-th member of z is an object variable, and if the i-th

member of Z is a function (predicate) constant then the i-th member of z is a function

(predicate) variable of the same arity. Given a structure U for the language L

C

, the

structures obtained from U by assigning interpretations to the varied constants can be

identi�ed with combinations of values of the variables z in U . In particular, the models of

W that are obtained in this way (\worlds") correspond to the values of z for which W (z)

is true.

Let v be a variable such that v(z) is a well-formed formula (so that v is third order if

Z contains at least one function or predicate constant). Values of v can be identi�ed with

sets of structures obtained from U by assigning interpretations to the varied constants.

Then the values of v satisfying the condition

8z[v(z)� W (z)] (10)
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represent sets of worlds. More generally, for any formula F (Z; x), the formula

8z[v(z) � F (z; x)]

expresses that F (Z; x) is true in each structure from v. We will denote this formula by

F

8

(v; x), so that (10) will be written as W

8

(v). Similarly, the formula

9z[v(z) ^ F (z; x)];

expressing that F (Z; x) is true in at least one structure from v, will be denoted by F

9

(v; x).

Using this notation, it is easy to encode the relation between sets of worlds V , V

0

expressed by (���) (Section 3). If d is a default

�(Z; x) : �

1

(Z; x); : : : ; �

m

(Z; x)=
(Z; x)

from D, then by d(v; v

0

) we denote the formula

8x[�

8

(v

0

; x) ^ �

9

1

(v; x); : : : ; �

9

m

(v; x) � 


8

(v

0

; x)]:

Then the condition (���) is expressed by the conjunction

^

d2D

d(v; v

0

):

Since �(V ) is the union of all sets V

0

of worlds satisfying (���), it is the represented

by the abbreviation

�(v) = �z9v

0

[W

8

(v

0

) ^

^

d2D

d(v; v

0

) ^ v

0

(z)]:

Now we can de�ne the \default logic operator" DL. By DL(D;W;C) we denote the

sentence

9v[�(v) = v ^ v(Z)]:

A structure obtained from U by assigning values to the varied constants is a model of

this sentence if and only if it belongs to some �xpoint of the corresponding operator

�. Consequently, the class of models of DL(D;W;C) is the union of all �xpoints of the

operators � corresponding to all structures U . We conclude:

Proposition 8. A sentenceB is an F-consequence of (D;W;C) if and only ifB is logically

entailed by DL(D;W;C).

8 Related Work

The correspondence between extensions and classes of models on which our main de�nition

is based was �rst used by Etherington [1987b], although his construction is less transparent

than that of

[

Guerreiro and Casanova, 1990

]

.

The possibility of introducing \nonground instances of defaults" is discussed by Poole

[1987b] for his formulation of default logic, equivalent to the normal subset of Reiter's

9



system. In

[

Poole, 1987a

]

, the distinction between varied and �xed predicates is added to

that formalism.

Przymusinski [1989] defends the use of non-Herbrand models in logic programming.

Since logic programs can be viewed as a special case of default theories

[

Bidoit and Froide-

vaux, 1988

]

, this issue is related to the problem of open defaults.

The counterpart of an open default theory in autoepistemic logic is an autoepistemic

theory with \quantifying-in." One way of de�ning a semantics for such theories is pro-

posed by Levesque [1990]. Konolige [1989] discusses another approach; he also studies

the problem of reducing circumscription to autoepistemic logic without assuming domain

closure. Introspective circumscription

[

Lifschitz, 1989b

]

is a system analogous to au-

toepistemic logic, in which unrestricted quanti�cation is allowed. Like the formalism of

this paper, it subsumes some forms of \minimizing" circumscription.

Levesque's formulation of autoepistemic logic is based on a mapping into a monotonic

system, like the characterization of our default logic given in Section 7. One di�erence

is that Levesque uses a simple mapping into a rather involved modal logic, and we use a

rather complicated transformation whose target language is classical.

9 Conclusion

Recent research shows that the main ideas of di�erent nonmonotonic formalisms are more

compatible with each other than one might think. Perhaps we will not have to select any

one of the classical approaches (

[

McCarthy, 1980

]

,

[

McDermott and Doyle, 1980

]

,

[

Reiter,

1980

]

) as a basis for the nonmonotonic formalism of the future, and reject the others; we

may be able to combine the advantages of di�erent models of nonmonotonic reasoning in

the same system.

Konolige [1988] noticed, for instance, that modal nonmonotonic languages, such as

autoepistemic logic, are close in their expressiveness to the language of default logic.

Unfortunately, the problem of �nding precise equivalence results for Konolige's translation

turned out to be quite di�cult. Several \groundedness" conditions have been proposed in

order to �lter out the autoepistemic extensions that have no counterparts in default logic.

The �rst attempt

[

Konolige, 1988

]

was unsuccessful, and this has led to the invention of

\supergrounded" and \robust" extensions (see (

[

Marek and Truszczy�nski, 1989

]

, Sections

2.3 and 3). Further work in this direction is described in

[

Marek and Truszczy�nski, 1990

]

.

The available reductions of defaults to epistemic formulas are not completely satisfac-

tory. What makes the situation even more complicated is the fact that autoepistemic logic

is merely one point in the whole spectrum of nonmonotonic modal systems introduced

in

[

McDermott, 1982

]

, and possibly not the best for AI applications

[

Shvarts, 1990

]

. On

the other hand, the availability of an epistemic modal operator is an attractive feature

of a knowledge representation language, in connection with the problem of representing

integrity constraints

[

Reiter, 1988

]

. Hopefully, future research will lead to the invention of

an elegant modal system, such that default logic will be linked to it by means of Konolige's

translation or a similar mechanism.

The results of this paper suggest that such a system may very well be a superset of

some forms of circumscription. It is also possible that this system, like circumscription,

will be de�ned by a syntactic transformation with a clear model-theoretic meaning|and

10



this is what makes the de�nition of circumscription so attractive in the �rst place.

Since some logic programming languages with negation as failure can be easily em-

bedded into default logic (

[

Bidoit and Froidevaux, 1988

]

,

[

Gelfond and Lifschitz, 1990

]

,

[

Kowalski and Sadri, 1990

]

), we can expect that they, too, will become subsets of the

nonmonotonic system of the future. These subsets will be important in view of their good

computational properties. It may be possible to automate reasoning in more complex

nonmonotonic theories by compiling them into logic programs

[

Gelfond and Lifschitz,

1989

]

or by constructing tractable \approximations" to them.
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Appendix. Proofs of Theorems

Proposition 1. The union of all classes V

0

of models of W which satisfy (��) satis�es

(��) also.

Proof. Let V

0

0

be the union of all classes V

0

of models which satisfy (��), and let (1)

be a default from D such that � 2 Th(V

0

0

) and :�

1

; : : : ;:�

m

62 Th(V ). Take any model

M 2 V

0

0

. By the choice of V

0

0

, there exists a class V

0

of models which satis�es the conditions

(��) and M 2 V

0

� V

0

0

. Since � 2 Th(V

0

0

) � Th(V

0

), we can conclude that 
 2 Th(V

0

).

Consequently 
 is true in M . Thus 
 is true in every model from V

0

0

, that is, 
 2 Th(V

0

0

).

The proof of Proposition 2 is based on two lemmas.

Lemma 1. For any class of structures V , �(Th(V )) = Th(�(V )).

Proof. According to the de�nition of �, �(Th(V )) is the smallest class of sentences S

0

such that (i) S

0

is closed under classical logic, (ii)W � S

0

, and (iii) for any default (1) from

D, if � 2 S

0

and :�

1

; : : : ;:�

m

62 Th(V ) then 
 2 S

0

. Notice that a set of sentences S

0

is

closed under classical logic if and only if it can be represented in the form Th(V

0

) for some

class of structures V

0

. (Proof: Take V

0

to be the class of all models of S

0

.) Furthermore,

W � Th(V

0

) means that every member of V

0

is a model of W . Consequently, �(Th(V ))

can be characterized as the smallest class of sentences of the form Th(V

0

), where V

0

is a

class of models of W , such that (��) holds. Since the operator Th is monotone decreasing,

this is the same as Th(V

0

) for the largest class V

0

of models of W satisfying (��), that is,

the same as Th(�(V )).

Lemma 2. The class of models of Th(�(V )) coincides with �(V ).

Proof. If V

0

1

is any class of models of W which satis�es (��), and V

0

2

is any class of

structures such that Th(V

0

2

) = Th(V

0

1

), then V

0

2

is a class of models of W , and it satis�es

(��) also. By applying this to �(V ) as V

0

1

and to the class of models of Th(�(V )) as V

0

2

,

we conclude that the class of models of Th(�(V )) is a class of models of W and satis�es

(��). Since it contains �(V ), which is the largest such class, the two classes coincide.

Proposition 2. A set of sentences is an extension for (D;W ) if and only if it has the

form Th(V ) for some �xpoint V of �.

Proof. If V is a �xpoint of �, then, by Lemma 1,

�(Th(V )) = Th(�(V )) = Th(V );

so that Th(V ) is an extension. To show that any extension can be represented in this

form, consider any extension S, and let V be the class of its models. Since S is closed

under �rst-order logic, S = Th(V ), and it remains to check that V is a �xpoint of �.

Since S is a �xpoint of �, Th(V ) = �(Th(V )). From the last two equalities and Lemma

1, S = Th(�(V )). By Lemma 2, it follows that �(V ) is class of models of S, that is,

�(V ) = V .

Proposition 3. The set of sets V

0

satisfying (���) is closed under union.

Proof. Let V

0

0

be the union of some of the sets V

0

which satisfy (���), let (4) be a default

from D, and let � be a tuple of names such that �(�) 2 Th

�

(V

0

0

) and :�

1

(�); : : : ;:�

m

(�) 62
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Th

�

(V ). Take any world M from V

0

0

. By the choice of V

0

0

, there exists a set V

0

of worlds

which satis�es the conditions (���) and M 2 V

0

� V

0

0

. Since �(�) 2 Th

�

(V

0

0

) � Th

�

(V

0

),

we can conclude that 
(�) 2 Th

�

(V

0

). Consequently 
(�) is true in M . Thus 
(�) is true

in every world from V

0

0

, that is, 
(�) 2 Th

�

(V

0

0

).

The proofs of Propositions 4 and 5 use the following terminology. Given a set of

sentences W and a nonempty set U , we say that U is W-complete if for every model M of

W there exists a structure with the universe U that is elementarily equivalent to M . For

instance, if all models of W have the same cardinality, then any set of this cardinality is

W-complete. The L�owenheim|Skolem theorem shows that if W has at most countably

many constants and no �nite models, then any in�nite set is W-complete.

For any structure M , let M be the class of structures elementarily equivalent to M .

If V is a class of structures, then V stands for

S

M2V

M . Obviously, V � V and V = V .

By V

0

we will denote the set of all worlds (that is, of all models of W with the universe

U).

Lemma 3. If U is W-complete, then, for any class V of models of W ,

V \ V

0

= V :

Proof. The inclusion left to right is obvious. Take any model M 2 V , and let M

0

be a

world elementarily equivalent to M . Then

M

0

2M \ V

0

� V \ V

0

:

Consequently,

M 2M

0

� V \ V

0

:

For any class V of models of W ,

�(V ) = �(V ); (11)

because �(V ) is the largest class satisfying (��), and �(V ) is its superclass with the same

theory. Observe also that, if U is W-complete, then

Th(V ) = Th(V ) = Th(V \ V

0

): (12)

Since �(V ) is invariant with respect to replacing V by another class of structures with

the same theory, it follows that

�(V ) = �(V ) = �(V \ V

0

): (13)

Lemma 4. For any closed default theory (D;W ), any W-complete U , and any set of

worlds V ,

�(V ) = �(V ) \ V

0

:

Proof. It is clear that �(V ) is contained both in �(V ) and in V

0

. In order to prove that

�(V ) \ V

0

is a subset of �(V ), we only need to check that it satis�es (��) as V

0

. This

follows from the fact that, by (11) and (12), �(V ) \ V

0

has the same theory as �(V ).
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Lemma 5. For any closed default theory (D;W ), any W-complete U , and any set of

worlds V ,

�(V ) = �(V ):

Proof. Obviously, �(V ) � �(V ). Then, by (11),

�(V ) � �(V ) = �(V ):

To prove that �(V ) is a subclass of �(V ), we need to check that, for any V

0

satisfying (��),

V

0

� �(V ). Take any V

0

satisfying (��). By (12), Th(V

0

\ V

0

) = Th(V

0

). Consequently,

V

0

\ V

0

satis�es (��) also, so that V

0

\ V

0

� �(V ). Then, by Lemma 3, V

0

� V

0

\ V

0

�

�(V ).

Lemma 6. Let (D;W ) be a closed default theory. If U is W-complete, then the U-

extensions of (D;W ) are identical to its extensions.

Proof. Consider any extension, that is, a set of the form Th(V ), where �(V ) = V

(Proposition 2). By (11), V = V ; consequently, (12) and (13) give

Th(V ) = Th(V \ V

0

) (14)

and

�(V \ V

0

) = V:

From the last formula and Lemma 4, �(V \ V

0

) = V \ V

0

, so that V \ V

0

is a �xpoint of

�, and Th(V \ V

0

) is a U-extension. By (14), this set is identical to Th(V ).

Now consider any U-extension, that is, a set of the form Th(V ), where �(V ) = V . By

(13) and Lemma 5,

�(V ) = �(V ) = �(V ) = V :

Thus V is a �xpoint of �, so that Th(V ) is an extension (Proposition 2). By (12), this

set is identical to Th(V ).

Proposition 4. Let (D;W ) be a closed default theory. If all models of W have the same

�nite cardinality, then the F-consequences of (D;W ) are identical to its consequences.

Proof. Let the common cardinality of all models of W be n. If the cardinality of U is n,

then, by Lemma 6, the U-extensions of the theory are the same as its extensions. If not,

then the set of worlds is empty, ; is the only �xpoint of �, and the set of all sentences

is the only U-extension. It follows that the intersection of all U-extensions coincides with

the intersection of all extensions.

Proposition 5. Let (D;W ) be a closed default theory with at most countably many

object, function and predicate constants. If all models of W are in�nite, then the F-

consequences of (D;W ) are identical to its consequences.

Proof. If U is in�nite, then, by Lemma 6, the U-extensions of the theory are the same

as its extensions. If U is �nite, then the set of worlds is empty, ; is the only �xpoint of

�, and the set of all sentences is the only U-extension. It follows that the intersection of

all U-extensions coincides with the intersection of all extensions.
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Proposition 6. For any default theory with the set of defaults (7), every �xpoint of the

corresponding operator � is an equivalence class of the set of �-maximal worlds relative

to the relation �

M

= �

M

0

. Conversely, each of these equivalence classes is a �xpoint of �.

Proof. By the de�nition of �

M

, for any set of worlds V and any tuple of names �,

�(�) 2 Th

�

(V ) , � 2

\

M2V

�

M

;

:�(�) 2 Th

�

(V ) , � 62

[

M2V

�

M

:

Consequently, for a default theory with the set of defaults (7), (���) is equivalent to the

condition:

For any tuple of names �, if � 2

S

M2V

�

M

then � 2

T

M

0

2V

0
�

M

0

,

that is to say, to the inclusion

[

M2V

�

M

�

\

M

0

2V

0

�

M

0

:

Since �(V ) is the largest set of worlds V

0

satisfying this condition,

�(V ) = fM

0

:

[

M2V

�

M

� �

M

0

g: (15)

Assume that V is an equivalence class of the set of �-maximal worlds relative to the

relation �

M

= �

M

0

. Then, for some world M

0

,

V = fM : �

M

0

= �

M

g = fM : �

M

0

� �

M

g:

The set union in (15) coincides with �

M

0

, so that

�(V ) =

n

M

0

: �

M

0

� �

M

0

o

= V:

Take now any �xpoint V of �. If M

0

is a world from V , then, by (15),

[

M2V

�

M

� �

M

0

;

so that, for any M 2 V , �

M

� �

M

0

. We established this inclusion for any pair of

worlds M;M

0

2 V , which means that, for every such pair, �

M

= �

M

0

. Furthermore,

V is nonempty, because, by (15), �(;) is the set of all worlds (which is assumed to be

nonempty). For any world M

0

2 V ,

V � fM

0

: �

M

0

= �

M

0

g;

and, by (15),

�(V ) = fM

0

: �

M

0

� �

M

0

g:

Since V is a �xpoint of �, we conclude that

fM

0

: �

M

0

� �

M

0

g � fM

0

: �

M

0

= �

M

0

g:

This means that M

0

is �-maximal. Consequently, the �xpoint V is a subset of an equiv-

alence class V

0

of �-maximal worlds. We know that V

0

is a �xpoint of � also; since � is

monotone decreasing, it follows that V = V

0

.
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