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Problem: Sequence Labeling with Crowd Labels

Example: Named Entity Recognition.

```
U.N. official Ekeus heads for Baghdad

1: Org
2: Org Per
3: Org O

Two tasks:
- Aggregation: Given (X, W_1, W_2, W_3), Estimate Y
- Prediction: Given train data (X, W_1, W_2, W_3), Predict Y_{test} for X_{test}
```
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$$v_i|h_i \sim \text{Discrete}(\Omega_{h_i})$$

Crowd model (worker $j$):
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$C^{(j)}$: confusion matrix for $j$
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Expectation Maximization (EM) algorithm:

E-step

- Estimate posterior $p(h)$
- Extend Forward-Backward algorithm.

M-step:

- Estimate parameters $\tau, \Omega, C$
- Variational Bayes estimate.
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LSTM: word rep. → sent. rep.

Hidden Layer: fully connected.

Tags Scores: \( \sim \) prob. each label for each word.

CRF: word prediction → sent. prediction.
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LSTM-Crowd
(for task 2 - prediction)

- vectors represented noise by worker.
- $v(\text{good worker}) \approx 0$
## Data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Application</th>
<th>Documents</th>
<th>Gold Labels</th>
<th>Crowd Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL’03</td>
<td>NER</td>
<td>1393</td>
<td>All</td>
<td>400</td>
</tr>
<tr>
<td>Medical</td>
<td>IE</td>
<td>5000</td>
<td>200</td>
<td>All</td>
</tr>
</tbody>
</table>
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Baselines:

1. Aggregate then train:
   - Majority Vote then CRF
   - Dawid-Skene then LSTM

2. Train directly on crowd labels:
   - CRF-MA (Rodrigues et al. 2014)
   - LSTM (original, Lample et al. 2016)
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<table>
<thead>
<tr>
<th>Method</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Vote then CRF</td>
<td>58.20</td>
</tr>
<tr>
<td>CRF-MA (Rodrigues et al. 2014)</td>
<td>62.60</td>
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<td>Dawid-Skene then LSTM</td>
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</tr>
<tr>
<td>LSTM-Crowd</td>
<td>70.82</td>
</tr>
<tr>
<td>HMM-Crowd then LSTM</td>
<td><strong>70.87</strong></td>
</tr>
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<td><em>LSTM on Gold Labels (upper-bound)</em></td>
<td>84.22</td>
</tr>
</tbody>
</table>
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