
White matter: Axons!

Gray matter:!
Local circuitry!







Cortex: Basic divisions!

semantics!

syntax!









Cell Type! Size! Source/info! Location! Number!
M! Large! Rods/motion! Layers 1-2! 95%!
P! Small! R-G cones/

form!
Layers 4-6! 5%!

K! Small! Blue cones/
form!

In between 
layers!

?!

LGN!



Retinotopic !
Map!





Mathematical!
models of simple!
cell cortical !
receptive fields!



Orientation Maps in Striate Cortex !
y!

x!



Direction selectivity (another property) revealed at high!
magnification with calcium imaging!







Input!

Output!

Processing!



Characteristic connections between maps!







Fellerman and Van Essen 85 







Abstract motor maps?!





Somatosensory map reorganization !
after digit amputation!



Dopamine reorganizes tonotopic maps!



Monday Sep 26!



Monday Sep 26!



Gabriel Diaz(Racquetball) 
<gdiaz@mail.cps.utexas.edu>!

James Wyatt Ray(CAR) 
<j.wyatt.ray@gmail.com>!

Group    Expt!
1-3 !Racquetball!
!
4-5 !Car – Multi-task!
!
6-7  - !Car Interrupts!

LAB WEEK!

Protocol!
1. Group leader make appt.!
2. Group shows up at lab for:!

!A. Briefing!
!B. Experimental subj simulation!
!C. Get link for movie data!
!A. Analyze data and write group report & PPT !



TUESDAY ! ! !THURSDAY!

Group    !    Expt!
1-3 !Racquetball!
!
4-5 !Car – Multi-task!
!
6-7  - !Car Interrupts!

PRESENTATION WEEK!

GROUPS 1 4 6! GROUPS 2 3 5 7!







Basic model of cortical computation: CAM!



Cortical computation II: neon spreading illusion!



Cortical computation II: border ownership!





Basic model of cortical computation: CAM!









Quick math quiz: !

x + 3 = 8!

What is x?!



Quick math quiz: !

x + y = 9!

What are x and y?!

This is an example of an ill-posed problem!

• problem that has no unique solution!





Comparison patch 

Same light hits the eye from both patches!



Comparison patch 

Same light hits the eye from both patches!



Luckily, having some probabilistic information can help:!

x + y = 9!
Tables showing past 
values of y:!

2! 1! 2!
2! 2! 2!
2! 3! 1!
3! 1! 2!
2! 2! 2!
1! 2! 2!
3! 2! 2!
2! 2! 2!

x!
7! 7! 7!
7! 7! 7!
5! 7! 7!
7! 6! 7!
7! 7! 7!
8! 7! 8!
7! 7! 7!
7! 7! 7!

y!
Given this information!
about past values,!
what would you guess to be 
the values of x?!
!
How confident are you in 
your answer?!



A little math:  Bayes’ rule!

• very simple formula for manipulating probabilities!

P(A | B) P(B) !

P(A)!
P(B | A)  = !

conditional probability!
“probability of B given that A occurred”!

e.g.  You roll a 6-sided die!
!
What is the probability of getting a “3” given that the number rolled 
was “odd”!



A little math:  Bayes’ rule!

• very simple formula for manipulating probabilities!

P(A | B) P(B) !

P(A)!
P(B | A)  = !

conditional probability!
“probability of B given that A occurred”!

Formula for computing:! P(what’s in the world | sensory data)!
(This is what our brain wants to know!)!

P(sensory data | what’s in the world)    =   “likelihood”!

P(what’s in the world)  =  “prior”!

from !

(given by laws of physics;!
ambiguous because many world states!

could give rise to same sense data)!

(given by past experience)!

& !



Examples: !
!
Using Bayes’ rule to understand how the brain!
resolves ambiguous stimuli!



Many different 3D worlds can give rise to the same 2D retinal image 

The Ames Room 

How does our brain go about deciding which interpretation? 

A 

B 

P(image | A) and P(image | B) are equal!   (both A and B could have generated this image) 

Let’s use Bayes’ rule:  

P(A | image) = P(image | A) P(A) 
P(B | image) = P(image | B) P(B) 
 

Which of these is greater?  



Which dimples are popping out and which popping in?!



Which dimples are popping out and which popping in?!



P( image | OUT & light is above) = A!
P( image | OUT & light is below) = 0!
P(image | IN & Light is above) = 0!
P(image | IN & Light is below) = A!

• Image equally likely to be OUT or IN given sensory data alone!

What we want to know:  P(OUT | image) vs. P(IN | image)!

P(OUT | image) = P(image | OUT & light above) " P(OUT) " P(light above)!
P(IN | image) = P(image | IN & light below ) " P(IN) " P(light below)!

prior!

Which of these is greater?!

Apply Bayes’ rule:!



P( image | OUT & light is above) = A!
P( image | OUT & light is below) = 0!
P(image | IN & Light is above) = 0!
P(image | IN & Light is below) = A!

P(OUT | image) = P(image | OUT & light above) " P(OUT) " P(light above)!
P(IN | image) = P(image | IN & light below ) " P(IN) " P(light below)!

P(OUT | image) = A " 0.5 " P(light above)!
P(IN | image) = A " 0.5 " P(light below)!

Let’s say: ! “Light above” is 10 times more likely than “light below”!



P( image | OUT & light is above) = A!
P( image | OUT & light is below) = 0!
P(image | IN & Light is above) = 0!
P(image | IN & Light is below) = A!

P(OUT | image) = P(image | OUT & light above) " P(OUT) " P(light above)!
P(IN | image) = P(image | IN & light below ) " P(IN) " P(light below)!

P(OUT | image) = A " 0.5 " P(light above) = 5 " A !
P(IN | image) = A " 0.5 " P(light below) = 0.5 " A !

Let’s say: ! “Light above” is 10 times more likely than “light below”!

Bayesian account: “Out” is 10 times more likely!!


