
Basic RL Problems  

Location of reward 
uncertain 

Transitions between 
states 

uncertain 

Policy constantly 
changing 
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Q(s,a) = 

By trying different actions from different starting points, 
we gradually learn the expected reward value from any  
starting point 



State Space 



A Monkey uses Secondary Reward 



Barto & Sutton Grid World Problem  



Backgammon 



A move in Backgammon 



Backgammon played with RL and Backpropagation 



Norepinephrine: 

Attention, arousal, circadian 
rhythms 

Dopamine: 

Secondary reward, movement 
generation 

Serotonin: 

Sleep-wake cycle, cognitive 
performance, aggression 

Histamine: 

Energy metabolism 



Map of Temporal Discounting 
  (Tanaka et al., 2004 (Kenji Doya)) 

–  Markov decision task with delayed rewards 
–  Regression by values and TD errors 

•  with different discounting factors g 



Rothkopf and Ballard Journal of Vision (2005) 5, 1-3 

Task determines fixation point!



Multi-tasking 
revealed by gaze sharing in human data 
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Gaze tracking sign location 

Gaze tracking car location 



Scheduling - Modules - Routines 

Modules 
There is an enormous  
library of special 
purpose behaviors  

Scheduling 
At any moment only a  
small subset are being  
used  

Routines 
These behaviors  
contain instructions of 
how to use the body  



Humanoid models are used to study multi-tasking 

Pickup cans 
Stay on sidewalk 
Avoid obstacles 



Human performance data shows 
unexpected regularities 

pickup 

avoid 

pickup 
  +  
avoid 



Module for  
Litter Cleanup 

2b. V is value of Policy 

θ,d 

d 

θ

2a. Policy  1. Visual Routine  

Heading from Walter’s perspective  
 V(s) =maxa Q(s,a) 



Learned Microbehaviors 
Litter Sidewalk Obstacles 



Overhead view !
of  trajectory!

Initial !
performance!

After !
100 iterations!

After !
150 iterations!

litter! obstacle!



The basic RL update for i-th module: 



Driving Simulator 



The basic RL update for i-th module: 



The basic RL algorithm w Model 



Value Iteration 



Temporal Difference Learning 



Q - Learning 



Policy Iteration 




