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This paper presents the case for a functional account of vision. A variety of stud-
ies have consistently revealed “change blindness” or insensitivity to changes in
the visual scene during an eye movement. These studies indicate that only a small
part of the information in the scene is represented in the brain from moment to
moment. It is still unclear, however, exactlywhat is included in visual representa-
tions. This paper reviews experiments using an extended visuo-motor task,
showing that display changes affect performance differently depending on the
observer’s place in the task. These effects are revealed by increases in fixation
duration following a change. Different task-dependent increases suggest that the
visual system represents only the information that is necessary for the immediate
visual task. This allows a principled exploration of the stimulus properties that
are included in the internal visual representation. The task specificity also has a
more general implication that vision should be conceptualized as an active pro-
cess executing special purpose “routines” that compute only the currently
necessary information. Evidence for this view and its implications for visual
representations are discussed. Comparison of the change blindness phenomenon
and fixation durations shows that conscious report does not reveal the extent of
the representations computed by the routines.

INTRODUCTION

Our conscious perception of the visual world suggests that the task of the visual
system is to create some global representation of the space and objects around
us. However, a variety of studies reveal that observers are quite insensitive to a
change in the visual scene when the change is made during a saccadic eye
movement, or in the presence of some kind of masking stimulus. Many of these
studies have been recently reviewed by Simons and Levin (1997) and the
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phenomenon has been described as “change blindness”. The implication of
these studies is that failure to notice a change in the visual display means that
particular piece of information is not part of the internal visual representation.
This raises the question of how well the internal representation of the visual
world reflects the information in the retinal image. What are the implications of
this for perception? If visual representations are limited, as implied by the
change blindness results, how do we go about determining what information is
actually included in the internal representation, and ‘processed’ by the visual
system? The visual display can be manipulated in many ways, such as changing
objects, stimulus properties, or regions. What manipulations should be chosen
and how can we evaluate the magnitude or importance of a change for the visual
representation? The suggestion in this paper is that the content of the represen-
tation varies from moment to moment in concert with the requirements of the
ongoing visual tasks. Thus image changes should not be noticed if they are
made to task-irrelevant information. The task specificity of visual representa-
tions also has a more general implication, that vision should be conceptualized
as an active process that extracts only the information from the visual stimulus
that is currently needed. This functional approach differs from the more tradi-
tional approach to vision, whereby the brain is thought to reconstruct a general-
purpose representation of the information in the scene. This paper explores the
evidence for a functional approach and its implications for understanding
visual representations.

THE ROLE OF VISION IN EVERYDAY LIFE

To appreciate the importance of task context, consider an ordinary circum-
stance like making a snack: For example, a peanut butter and jelly sandwich
and a glass of cola. How is vision used to achieve this? Following up on a study
by Land, Mennie, and Rusted (1998), who recorded fixation patterns while
making a cup of tea, we monitored people’s eye movements while they made a
sandwich and poured a cola.1 Over the 2-minute period that it took to make the
sandwich, gaze was almost exclusively directed on the objects involved in the
task, as noted by Land in his study. In the entire sequence of approximately 250
fixations, only one or two were to irrelevant parts of the scene. A moment-by-
moment record of the sequence of fixations and the actions of the two hands
was made for the entire period. A description of a segment of the behaviour part
way through the task is shown in Fig. 1. The subject fixates the bread for about
500msec to guide placement of the bread on the plate. Gaze is then transferred
to the peanut butter jar for a period of 1400msec, first to guide the left hand to
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Subjects were given no specific instructions as to how to do this. Eye movements were moni-

tored by a head-mounted ISCAN infra-red video based eye tracker, and the data were in the form
of a video record from the subject’s viewpoint with the direction of gaze superimposed on the tape.



grasp the jar and then to guide the right hand to wipe off the excess peanut butter
on the rim. While this is in progress, gaze is transferred to the jelly jar in order to
guide the subsequent movement of the left hand (initiated 200msec after the
gaze change) to grasp the jar, and so on. It can be seen that fixations are very
tightly locked to the task. Thus vision is being used for locating objects (peanut
butter jar, jelly jar) or specific locations of objects, for guiding the reaching
movements and the preshaping of the hand for the grasp, for monitoring the
spreading of the peanut butter, and for guiding the position of an object in one
hand to a particular location relative to the object in the other hand (the knife to
the rim). The role of vision from moment to moment is determined almost
exclusively by the current stage in accomplishing the task. There appears to be
little room for other functions. Performance is also highly serialized. Subjects
rarely looked ahead to acquire information required for upcoming actions, such
as a fixation on the jelly jar while spreading the peanut butter, returning to the
peanut butter and then back to the jelly for pickup.

Another compelling feature of the behaviour was the similarity between
subjects. The sequence of fixations and reaches were almost identical for four
subjects despite the unspecific nature of the instructions. The locations of the
fixations on the objects were also very reproducible between subjects, for
example, subjects fixate the mouth of the bottle when pouring and then transfer
gaze to the level of cola in the glass about halfway through. Thus, many details
of the fixations, and by inference the ongoing visual computations, are gov-
erned by the task goals, together with the physical constraints of the world. The
goal of vision can be seen as the active extraction of specific, task relevant
information, and the particular information being extracted is indicated by the
particular location of fixation and the immediate behavioural context. Perhaps
more importantly, the complete task appears to be composed of the sequential
application of a small number of special purpose behavioural primitives exe-
cuted in different contexts; for example, locating the next object needed, fixat-
ing that object, guiding the hand for pickup, monitoring a state (such a level of
the cola), and so on. Each of these primitives requires the extraction of very
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FIG. 1. A segment of behaviour in making a peanut butter and jelly sandwich. The actions of the eye
and hands are shown as a function of time.



specific information from the visual display. Since these operations are the
ones we usually think of as visual perception, how much non-specific informa-
tion is represented in addition?

WHAT ARE VISUAL ROUTINES?

If only limited information in the image is used for vision at a particular point in
time, there must be some way of selecting it in a way that is appropriate to the
current circumstances. One way of doing this is by special purpose routines.
The idea of visual routines was first introduced by Ullman (1984), to describe
the perception of spatial relationships, such as the apparently effortless percep-
tual process of judging whether a point is inside a closed curve. The essential
property of a routine was that it instantiated a procedure2 as opposed to requir-
ing a specialized detector of some kind. For example, seeing if two points are on
the same contour can be done using an operation such as tracing the contour. A
procedure such as this can cope with a large variety of spatial relations and do so
in a computationally efficient manner—two of Ullman’s requirements for a
routine. Ullman proposed a set of basic operations used in assembling routines,
such as a shift of the processing focus, as might occur when fixation or attention
is directed to a location. Another basic operation was to “mark” an environmen-
tal location, as might occur when the information at that location is required in a
subsequent operation. Thus, many quite elementary (low level) visual opera-
tions may require specialized computations, since it would be impossible to do
all possible computations in anticipation of their need—they must be done on
demand. In the peanut butter and jelly sandwich example, the primitives such as
“locate the next object”, “monitor a variable or state”, or the extraction of visual
properties for pre-shaping grasp, would constitute commonly used routines.
For example in filling the cup, only the level of cola in the cup has to be moni-
tored. Given the context of the white cup and dark brown cola, this becomes a
very simple computational task. This is a very different way of conceptualizing
vision that emphasizes its functional characteristics rather than its structural
properties. In this framework, understanding the nature and composition of the
routines becomes one of the central issues in understanding vision. The present
paper argues that it is necessary to examine vision in the context of a well-
defined ongoing task in order to understand the routines, and consequently the
composition of visual representations.
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A similar procedural approach was proposed by Just and Carpenter (1976), who examined

visual tasks such as mental rotation. Ullman’s emphasis is on somewhat lower level perceptual
processes, but the ideas are closely related.



VISION AS A DYNAMIC PROCESS

The specificity and time-varying nature of visual computations revealed in the
example of making a sandwich shows the need to observe extended behav-
ioural sequences in order to understand visual representations. To think about
vision in terms of functional demands, we need to distinguish between pro-
cesses that operate at different time scales. It has been pointed out by Newell
(1990) that any complex system, such as the brain, must be organized hierarchi-
cally in space and time. We are familiar with the conceptualization of vision as
a spatial hierarchy, but are less used to distinguishing different temporal levels
in the hierarchy. Table 1 shows a modified version of Newell’s conceptualiza-
tion of the brain’s temporal hierarchy that underlies behaviour at different time
scales, and at correspondingly different levels of abstraction. Basic cognitive
functioning, for example, reasoned decision making, takes place at the time
scale of tens of seconds. Sensorimotor tasks, such as dialing a telephone num-
ber, span several seconds, requiring working memory and occur over several
fixation positions. The visual processing that occurs within a given fixation,
such as locating a search target and initiating an eye movement, takes a few
hundred milliseconds. The basic neural operations underlying this, such as acti-
vating a visual area, occur on a shorter time scale of tens of milliseconds.

Although there is some ambiguity about how to categorize, in general, the
different time scales, we can see that in the visual system there is an important
difference in processes that operate within a fixation, and those that operate
between fixations. Processes operating within a fixation, such as simple object
recognition, are the ones most usually studied. Those that operate across fixa-
tions are central to the issue of change blindness, since detection of a change
requires the comparison of perceptual events across different fixation positions
or between visual stimuli separated in time by some masking event.

Understanding change blindness and the events that occur on the time scale
of fixations presents a challenge. As is clear from the peanut butter and jelly
sandwich example, vision ordinarily operates in the presence of ongoing goal-
directed movements. This means that many visual behaviours span several fix-
ations. In the spatial domain observers must maintain constancy of visual direc-
tion across different eye and head positions as a basis for co-ordinated actions.
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TABLE 1
Newell’s temporal hierarchy, showing different functional levels and time scales

Time Process Description

10sec Cognition Reasoned  decision making
1sec Working memory Sensory-motor tasks, e.g. driving
300msec Visual routines Extract context-dependent information, e.g. visual search
80msec Neural operations Elemental sensory input, e.g. spatial filters



In the temporal domain, visual information acquired in one gaze position must
be related in some way to the previous ones. Thus, to understand visual behav-
iour we must understand the transition between events operating on the time
scale of a few hundred milliseconds to those on the scale of a few seconds.
These time scales correspond to the operation of visual routines and to the con-
sequent ongoing behaviour.

EVIDENCE FOR TASK SPECIFICITY

The central issue for a functional account of vision is: What is the evidence that
the representations that guide ongoing behaviour are task specific? To make the
case for task-specific representations I first consider the computational and
physiological evidence that is consistent with this idea, and then some of our
own recent experimental work.

Computational argument

The crucial advantage of task-specific routines is computational efficiency.
Segmenting images and representing even simple properties of objects and
scenes reliably is computationally very complex. In the case of human vision
the retinal image is changing every several hundred milliseconds as the
observer changes gaze. Thus, the relevant information must be extracted very
quickly. However, the continuous redirection of gaze to the region of interest
can be used to advantage. Direction of gaze can be used to specify the location
of the needed information in the visual scene and the time when it is needed.
This makes complex internal representations unnecessary because the
observer/autonomous system can acquire the necessary information from the
scene during performance of the task, rather than using the information inher-
ent in an internal model. Consequently this approach to computational prob-
lems is known as Active Vision (Bajcsy, 1988; Ballard, 1991; Brooks, 1986)
and seems well suited for modelling human vision. The argument for this
important computational role of fixation is developed more extensively in
Ballard, Hayhoe, Pook and Rao, (1998; see also Just & Carpenter, 1976;
Ullman, 1984).

It might be argued that such minimal representations are inadequate to sup-
port the complexity of visual perception. Simple representations may merely
reflect the requirements of simple behaviours. Thus, it is important to establish
if the normal range of visual behaviours is possible from limited representa-
tions. One demonstration that this is possible is in driving, where McCallum
(1995) demonstrated that a very limited set of sensory information was suffi-
cient to allow a simulated vehicle to learn to drive successfully on a freeway,
passing slower cars in front and avoiding faster cars behind. The vehicle’s per-
ceptual world was limited to eight perceptual variables, each with two or three
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possible values (e.g. gaze object = car, shoulder, road; gaze direction = forward,
backward, and so on). Indeed, limited representations are probably advanta-
geous in this case as it limits the complexity of the learning problem (Ballard et
al., 1998).

Physiological argument

A visual system that uses special purpose routines is intrinsically top down, in
the sense that the way incoming stimuli are handled depends on the current state
of the visual system as determined by the ongoing behaviour. Is this consistent
with what we know about the activity of the visual system? It is becoming
increasingly evident that the operation of the visual cortex depends critically on
the ongoing behaviour. Since Mountcastle’s seminal experiments demonstrat-
ing the importance of behavioural context on visual responses of single units in
area 7 in the posterior parietal cortex, a large number of studies have revealed
the ubiquitous effects of attention and behavioural context on the responses of
cells in extrastriate visual areas such as MT, MST, V4, V2, and even as early as
primary visual cortex (reviewed in Gilbert, 1998). Recent findings of Gilbert
and colleagues are particularly dramatic. The spatial tuning of V1 cells in
behaving monkeys depended on the perceptual judgement required by the ani-
mal, as well as to the spatial distribution of attention (Crist, Ito, Westheimer, &
Gilbert, 1997). These task-driven effects interact with the effects of spatial con-
text outside the classical receptive field, indicating the need to consider the
operation of visual cortex as a network, rather than an invariant, spatially local-
ized response to specific features. Additionally, in a series of studies, Anderson
and his colleagues have demonstrated that the activity of cells in lateral
intraparietal area (LIP) and 7a encode the intention to change gaze or point to a
target (Snyder, Babista, & Andersen, 1997). An elegant study by Gottleib,
Kusunok, and Goldberg (1998) showed that cells in LIP had little or no
response to stimuli brought into their receptive fields by a saccade unless they
were salient for the animal. Salience could be established either by making a
stimulus task relevant, or by its sudden onset in the scene, an event that would
normally attract the animal’s attention. Interestingly, the firing of the cell was
not strictly linked to presence of the stimulus in the receptive field, but began
before the stimulus was brought into the receptive field by the eye movement,
and continued even when a second eye movement to fixate this stimulus took
it out of the receptive field. Thus, the firing is tied to the spatial location of the
relevant stimulus and reflects something more than a simple enhancement of
ongoing activity.

Evidence from brain imaging studies also clearly point to the task specificity
of cortical activity. PET studies by Corbetta, Miezin, Dobmeyer, Schulman,
and Petersen (1991) conducted while subjects performed visual search tasks,
show different regions of activity in visual cortex during a search for a colour,
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compared with search based on another property such as motion or shape. This
directly reveals that the same visual stimuli can be associated with very differ-
ent activity patterns depending on the behavioural goal, even when a simple
visual judgement such as colour is required. Interestingly, this differential acti-
vation of extrastriate cortex was not present in a divided attention task where
the target item could be either colour, motion, or shape. In this case it appeared
that the selection was done in the dorsolateral prefrontal cortex, a region not
activated in the selective attention condition. Thus, the entire set of regions
involved in the task, as well as activation in the extrastriate regions, depended
on task structure. Recent fMRI experiments also show task specific activation
of hMT+ (the human analogue of MT in primates), where activity was graded
depending on the task (Beauchamp, Cox, & DeYoe, 1997). Thus, hMT+ was
activated most when speed information from a peripheral spatial location was
required, less when the colour of stimuli in this location was required, and least
when a luminance discrimination at the fixation point was required. Each of
these tasks requires different involvement of hMT+

Psychophysics

We have recently accumulated a body of evidence for the specificity of visual
representations (Ballard, Hayhoe, & Pelz, 1995; Ballard, Hayhoe, Li, & White-
head, 1992). Much of this has been done in the context of a block-copying task.
Observers copied a pattern of coloured blocks, as shown in Fig. 2. The model
pattern is at the top left, the workspace for building the copy directly below it,
and blocks for use in making the copy are in the resource area on the right. Sub-
jects move the blocks with the mouse. Similar experiments with real blocks
have also been performed. In this case the observers moved the blocks with
their hand, and were freely moving. In this task subjects use frequent eye move-
ments to the model pattern to acquire information just when it is needed. Sub-
jects frequently looked twice at a particular block in the model in the process of
copying it, in preference to using visual memory, even for a very short interval.
The eye and hand traces demonstrating such a sequence are shown in Fig. 2.
This suggests that observers prefer to acquire information just as it is needed,
rather than holding an item in memory. A plausible interpretation of this is that
colour is acquired in the first fixation as a basis for the search and pickup of a
block of that colour. The other fixation, following pickup, is presumably for
finding the relative location of that block in the model. That is, colour and loca-
tion of a single block may be acquired in separate fixations, rather than being
bound together as object properties during a single fixation. This points to
extremely reduced visual representations and minimal visual information
maintained from prior fixations, consistent with the results of the change blind-
ness experiments.
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Such inferences from the particular fixation pattern chosen by observers are
not in themselves very rigorous. For example, a fixation on the model pattern
may be simply a verification of the information while waiting for the slower
hand to move to the putdown location. In one test of this hypothesis we
restricted the time that the model pattern was visible during the task (Bensinger,
1997). The pattern became invisible during the period after the observer had
picked up the blocks and was placing them in the copy, making second looks
before putdown impossible. What observers did in this case was to look longer
at the model pattern when it was visible before pickup, presumably to compen-
sate for the lack of availability during block placement. The total time looking
at the model pattern was almost identical for the two paradigms. This suggests
that the model fixations serve a purpose in task performance, and are not simply
an epiphenomenon of some kind. Other evidence that the fixations are purpos-
ive is that making a model fixation delays initiation of the hand movement until
the eye becomes available for guiding it. This issue is explored further in
Ballard et al. (1995), where we show that fixations and memory can be traded
off, depending on the precise conditions of the experiment.

A stronger validation of the idea that the representations are transient and
geared to the immediate task needs is given by another recent experiment,
where we made saccade-contingent changes during task performance (Hayhoe,
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FIG. 2. Display for copying the pattern of blocks in the model area (top left), using blocks picked up in
the resource area on the right. The copy is made in the workspace (bottom left) using the mouse to move
the blocks. The narrow trace shows a typical eye movement sequence while copying a block, and the
thick trace shows the associated cursor movements.
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Bensinger, & Ballard, 1998). Subjects performed the block-copying task illus-
trated in Fig. 2, and in addition, changes were made in the display at two partic-
ular points in the task, as shown in Fig. 3. In the first condition, shown in Fig.
3(a), a display change was triggered by a saccade from the workspace area to
the model pattern. One of the uncopied blocks was randomly chosen and its col-
our changed. On some trials this corresponded to the next block to be copied
(that is, the target of the saccade). The arrow in the figure shows the saccade,
and the zigzag shows when the change is made. In another condition shown in
Fig. 3(b), the change was made after the subject had picked up a block and was
returning to look at the model immediately before putdown. The logic was that
the same change occurring at different points in the task should have different
consequences, if the ongoing representations are indeed acquired for the imme-
diate task needs. In the first condition, we hypothesized that the observer was
looking to the model pattern to acquire the colour information for the next block
to copy. If the observer has not stored this information in memory from previ-
ous views and needs to access it at this point in the task, then a colour change
made before arrival should have no consequences. If the change occurs follow-
ing pickup of a block, however, we might expect some interference in task per-
formance because the block in that location no longer matches the block in
hand.

Figure 4(a) shows that the two changes indeed have different effects. The
figure shows the duration of the fixation in the model area subsequent to a col-
our change to the block currently being copied, compared with the control con-
dition when no changes were made. When the change was made after pickup
the duration of the subsequent fixation substantially increased over the control
(103msec), and had a greater effect than the same change made before the
initial fixation on the block (43msec). Thus the same stimulus change has
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FIG. 3. Schematic of the paradigm. The jagged line indicates that a colour change is made to a model
block during a saccade from the workspace to the model before picking up a new block (a) or after
pickup (b).
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different effects depending on point in the task, and the magnitude of the
change implies that some representation of the block in hand is maintained
between the resource and model fixations. The 43msec increase before the first
fixation also suggests some carryover of information from the peripheral acti-
vation preceding the model fixation, though it is statistically less reliable. Fig-
ure 4(b) shows the same two conditions, but now all of the uncopied blocks
were changed, instead of just one. In this case fixations following the change
were lengthened by 218msec after pickup, and 123msec before pickup. Again,
the effect of the change depends on the point in the task. It is also consistently
observed that the second fixation on the model, following the pickup, is about
50msec longer in duration than the first fixation. This also suggests that the
information acquired in the second fixation is different from that in the first.
Acquisition of the block’s location in the model appears to take longer than
acquisition of colour information—another indication of task specificity. The
specialized nature of the computations in a given fixation is also indicated by
the results of O’Regan et al. (this issue), and by Wallis and Bulthoff (this issue).
Thus, the demands of even simple sensorimotor behaviours require transient,
context-dependent computations, and a purely bottom-up approach to vision
seems unworkable.

However, there is another important aspect of this data. Changing several
blocks, instead of just one, leads to substantially longer fixations. Even when
the change precedes the first fixation on the block for colour acquisition, fixa-
tions are prolonged by over 100msec—a substantial part of a normal fixation
duration.3 This means that changes in neighbouring, presumably irrelevant
blocks affect the representation. Thus, some global property of the model rep-
resentation is interfered with when the change is made, in both conditions. It
isn’t clear whether this global property is strictly task relevant or not. One pos-
sibility is that the other blocks aren’t entirely irrelevant, and a more global rep-
resentation of the model is necessary for the saccadic process, or for keeping
one’s place in the task. This is consistent with the suggestion of Chun and
Nakayama (this issue) who suggest that implicit memory information acquired
in previous views is used to direct attention to task-relevant parts of a scene.
Whatever the nature of the representation, however, the sensitivity of fixation
duration to the changes differs from the change blindness results in that it was
not mirrored in the subjects’ verbal reports. Since the goal of the experiment
was to probe the copying task, subjects were not informed of the display
changes (which occurred on only 10 % of the trials). When questioned at the
end of the experiment it appeared that changing a single block was only rarely
noticed, out of 250 occasions when a change occurred. This lack of awareness
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frequently coexisted with a new saccade from the changed block to one of the
same colour the subject was holding. Even when many blocks were changed,
subjects grossly underestimated the frequency of the changes, and the number
of blocks changed. (This issue is discussed further in Hayhoe et al., 1998.) This
means that fixation duration is a more sensitive indicator than perceptual report
in revealing the representations that persist across saccades. The reported
detection of such changes may only partially reveal the effect of the display
manipulations on visual representations and consequently underestimate what
is represented.

The saccade-contingent experiment delivers a mixed message. On the one
hand the represented information depends on place in the task, indicating spe-
cialized representations. On the other hand it is not entirely consistent with
expectations based on the change blindness results, since changes that are not
noticed still lead to an effect on fixation duration. This means we cannot imme-
diately conclude that blindness to a change means the absence of a representa-
tion. However, one possibility for resolving this inconsistency is to return to the
temporal hierarchy described in Table 1. Note that events on the time scale of a
second probably correspond to conscious awareness, whereas the visual rou-
tines themselves may not be accessible to awareness (Ballard et al., 1998). Per-
ceptual insensitivity to display changes makes sense if conscious experience
corresponds to changes in brain state at a time scale of the task, using task rele-
vant variables such as “Next block”, “Pickup”, and “Putdown”. This is illus-
trated in Table 2. This time scale and these variables describe working memory.
The routines that govern the fixations and operations within a fixation presum-
ably run at a shorter time scale, with different primitives. The longer fixations
observed in the experiment reflect interference with the functioning of the
visual routines. In this experiment, for example (and indeed in most natural per-
formance), observers are not conscious of the eye movements themselves, but
primarily of events described in task terms, such as seeing a red block, picking
it up and putting it in the correct place in the copy. This is the appropriate time
scale for goal-directed behaviour. If awareness corresponded to the act of mov-
ing the eyes themselves (as one can do if instructed) this would mean represent-
ing the eye movement explicitly as a variable in short-term memory, rather than
as an autonomous process. This would compete with events pertinent to the
task, since working memory is a capacity limited system.
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TABLE 2
Description of blocks task at different time scales

Time Process Description

10sec High-level control Copy pattern
1sec Task-relevant behaviour Copy next block behaviour
300msec Visual routines Visual search “get colour”
80msec Basic operations Colour, spatial filters



HOW BEHAVIOURS ARE COMPOSED, AND THE
SCHEDULING PROBLEM

The computational advantage of task specific representations comes at a cost.
A crucial problem for any system like this is: How are more complex behav-
iours composed using the individual routines? That is, how is the scheduling of
the individual routines handled? To examine this issue, I will discuss an exam-
ple in the domain of driving. Figure 5 shows a schematization of an automated
vehicle that uses complex images (natural or synthetic) as input, that are then
analysed in real time to produce behaviours such as stopping at stop lights and
stop signs, and following a constant distance behind another car (Salgian &
Ballard, 1998, in press). This schematization has the kind of hierarchical struc-
ture envisaged by Newell. Complex behaviour such as driving is assumed to be
composed of a set of sub-tasks or simple behaviours. Behaviours are composed
of sub-sets of routines. The traffic light behaviour consists of looking for a stop
light, stopping if it is red and waiting for a green light, then continuing. The
visual routine part of the behaviour would be the detection process itself. In
Salgian’s model, this involves examining a restricted region of the field and
looking for red in that region (Salgian & Ballard, 1998). Stop sign detection
involves examining another restricted region (on the right), looking for red
blobs, and if one is found, examining the spatial frequency content for a match
to the word STOP. Car following (keeping a constant distance behind a lead
car) has also been successfully implemented using a looming cue in a restricted
region of the velocity space (Salgian & Ballard, in press). The routines are
highly context specific, and reduce computational load by taking advantage of
this contextual information, for example, by looking for stop signs only on the
right. The routines themselves are composed of sub-sets of the basic opera-
tions. A biological interpretation of the basic operations would be the neural
organization underlying extraction of features such as colour and spatial fre-
quency (see Table 1). In earlier work, Rao and Ballard (1995) have shown that
unsegmented image properties encoded by filters such as those in primary
visual cortex can be effectively used as a basis for object localization and iden-
tification routines.

But how are the different behaviours scheduled? How does the vehicle avoid
going by a stop sign when it is in the process of looking for stop lights? One pos-
sibility is simply to alternate behaviours at a rate appropriate for the context.
This has been effective in Salgian’s implementation, but it is probably too sim-
plistic. Recent observations by Land, of eye movements while driving, suggest
that at least some of the scheduling may be handled this way (Land & Furneaux,
1997). They recorded drivers’ eye movements while simultaneously following
a curve and avoiding a cyclist. Land and Lee (1994) have shown that drivers
reliably fixate the tangent point of the curve. The driver fixates the tangent
point and the cyclist in succession at intervals of about half a second. Land
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(1996) has also shown that current visual information controls steering for the
next 800msec, so the alternation rate is close to the time demands of steering.
Presumably observers learn an appropriate schedule of behaviours for different
contexts or scenarios. The work of McCallum (1995), described earlier, shows
that an autonomous agent can learn a minimal set of perception–action
sequences appropriate for freeway driving. This can be modelled as a partially
observable Markov decision process, where the state transitions reflect the
behaviour and the underlying structure of the Markov process reflects the orga-
nization of the driving schema. In a similar way, a learnt schema for making a
sandwich may be thought of as a Markov process where a state such as “get the
bread” would have a high transition probability into the state: “get the peanut
butter”. Understanding the way routines are scheduled and composed into
behaviour is a critical issue for a functional account of vision.

HOW LIMITED ARE VISUAL REPRESENTATIONS?

What, then, can we conclude about the content of visual representations from
the change blindness work and the results described here? Much of the early
work on the nature of the representations that span different fixations was done
by Rayner and colleagues in the context of reading, and is summarized by
Pollatsek and Rayner (1992). The general consensus in these studies and in
later ones, (O’Regan, 1992; Simons & Levin, 1997) is that the visual informa-
tion retained after a change in fixation position is very limited. Experiments by
Irwin revealed strict capacity limits on memory for the patterns across saccadic
eye movements (Irwin, 1991; Irwin, Zacks, & Brown, 1990). He suggested that
only information that has been the focus of attention is retained across saccades
and that this has the usual capacity limits associated with short-term visual
memory. The suggestion of O’Regan and Irwin has been that only a sparse
“post categorical” description of the objects and locations in a scene is pre-
served, with new information being actively acquired by gaze changes (Irwin,
1991; O’Regan, 1992; O’Regan & Levy-Schoen, 1983). A more explicit sug-
gestion was made by Ullman (1984), who proposed that the visual routines
operated on a “base representation” resulting from early visual transformations
such as spatial and chromatic filtering, and that the results of the routines were
added to the base representation to give an “incremental representation”. In this
case, the ongoing visual goals determine both what is computed within a gaze
position and across different gaze positions. That is, the task determines the
selection of the appropriate visual routines and how they are composed into
behaviour. This is also the implication of the task specificity revealed in the
block copying experiments.

However, this seems like an incomplete answer to the question of what is
represented. There are a variety of behavioural demands that suggest the need
for representations that serve similar functions in most behavioural contexts.
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Most critically, the visual system must maintain some level of responsiveness
to environmental information that is unexpected or irrelevant to the ongoing
task, and the visual system is clearly well designed to do this. Thus, there must
be some kind of ongoing examination of the stimulus properties of the unat-
tended visual field. Ullman describes this as “the initial access problem”, since
there must be some means by which the current routines can be superseded by
new events. To solve this problem, he proposed a set of “universal routines”
that could be applied to a wide range of scenes, such as a description of the lay-
out of prominent objects.4 This is similar to the sparse representation suggested
by others, but with the distinction that it is not bottom up, but controllable by the
observer. An advantage of this feature is that observers can modulate the appli-
cation of the routines in a way that would mirror the variations in overall aware-
ness or attentiveness to parts of a scene that are revealed in ordinary behaviour.
Another example of a universal routine would be the construction of some kind
of representation of the current space and the observer’s position in that space.
Such a representation is necessary for any kind of co-ordinated action.5 (See
also Chun & Nakayama, this issue.) For example, in the course of making the
peanut butter and jelly sandwich, observers often initiated a movement of the
left hand to pick up an object like the jelly jar while the right hand completed
another operation such as spreading the peanut butter. Indeed, in about half the
reaches, the hand preceded the eye movement, which is almost invariably
required for guiding the final pickup. Thus, there must sufficient information in
the internal representation to programme the ballistic phase of the hand move-
ment without an initial fixation on the target.

Another important consideration in trying to estimate the extent of visual
representations is the disparity between the perceptual reports and the fixation
durations in the block copying experiment. Fernandez-Duque and Thornton
(this issue) also present evidence that conscious reports underestimate the
extent of sensitivity to change. This disparity means that perceptual report
underestimates the extent of visual representations. Task relevance does not
necessarily lead to conscious awareness. This does not mean that an item is not
represented, however, since it is necessary for performing the task. It is possible
that the detection of a change is itself a separate task, since it requires a compar-
ison of specific information before and after an eye movement, or other manip-
ulation that bypasses the normal sensitivity to transients, such as backward

VISION USING ROUTINES 59

4
The selectivity of visual routines is not confined to a particular location. It can be based on

properties as well. For example, visual search based on the appearance or features of an object re-
quires analysis of the entire visual field.

5
Many gaze changes can be initiated by a visual search using information currently presented

on the peripheral retina. Such search is based on appearance. However, objects can be coded by
spatial location with respect to the current reference frame, and gaze changes are almost certainly
programmed on this basis also.



masking (Rensink, O’Reagan, & Clark, 1996). In this context it may be the
memory that is limited, rather than the representations during a fixation. Wolfe
(1998b) argues that visual representations may be extensive within a fixation,
but only some of these last beyond the time that the stimulus is present on that
retinal region, and that the change blindness experiments reflect the limitations
of visual memory. The normal backward masking of the pre-saccadic stimulus
by the post-saccadic display is an argument for something like this. It is also
possible that the representation at any moment reflects a lot of information
about a scene that has been accrued over many instances of exposure to that
scene, and well-learned representations may require only partial information in
order to evoke them. Many of the changes made in change blindness experi-
ments are unlikely in a natural environment, and thus may be treated as insuffi-
cient evidence for revising the current representation. Current models of cortex
suggest that higher cortical areas store abstract representations that are fit to
image data coming in from lower areas (Rao & Ballard, 1997),6 and these mod-
els may increase in complexity with perceptual learning. Although one cannot
rule out the possibility of extensive representations within a fixation, the task
specificity revealed in the blocks paradigm suggests they are limited in some
fundamental way, since the representation of even foveally attended blocks
depends on the immediate task demands. It is hard to make stronger statements
than this in the absence of more extensive data.7

ROUTINES AND ATTENTION

The idea that vision can be thought of as the execution of task-specific routines
is closely related to the traditional conceptualization of visual attentive pro-
cesses. The visual system is usually thought of as a set of transformations of
simple sensory properties at early levels of the system, such as the spatial, chro-
matic, and contrast transformations accomplished by the retina. The extraction
of information about certain features such as colour, motion, and texture has
also been thought of as “pre-attentive”, whereas, at some higher level, percep-
tion is thought to require attention. The issue of what can be done pre-atten-
tively has been addressed in a large body of work on visual search, where the
distinction between parallel and serial search was thought to correspond to pre-
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In the Rao and Ballard model, only the residual information that is not fit by stored representa-

tions is passed onto higher areas. A low residual corresponds to a match to the stored representa-
tion, or recognition. A high residual will result from a failure to match, as would occur when the
stimulus was unexpected. This mismatch might initiate a change of task, to deal with the novel
stimulus.

7
Part of the difficulty is that the use of the term “represented” is ambiguous, and is frequently

used to refer to computations at different time scales, as described earlier. It is also unclear how the
term maps onto the neural events.



attentive vs. post-attentive vision. A recent review by Wolfe (1998a) reveals
the difficulty of making this division, however, since high-level properties
(segmentation, form, complex conjunctions) can support very rapid, putatively
pre-attentive, search, and low-level features such as orientation and colour
require slower and putatively serial search. The controlling factor in search
time appears, rather, to be one of the difficulty of the discrimination or quality
of the signal (Geisler, 1995; Palmer, 1995). This does not break down naturally
to a pre-attentive/post-attentive division. The suggestion in this paper is that an
explanation in terms of visual routines is more straightforward, since a variety
of task-driven routines may require both high- and low-level information.
Specification of what is done pre- vs. post-attentively cannot be done on the
basis of the stimulus. One compelling example of this is Joseph, Chun, and
Nakayama (1997) finding that, in a RSVP task, even orientation discrimina-
tion, typically considered pre-attentive, can be shown to require attentional
resources when put in competition with another (particularly demanding) task
(Joseph et al., 1997). Similarly, even a simple action such as making a saccadic
eye movement requires some attention (Kowler, Anderson, Dosher, & Blaser,
1995). Thus it appears that the speed of computation depends on the complexity
of the routine, and the strength of the signal,8 and the particular information
extracted by the routine is driven from the ongoing activity.

SUMMARY

The change blindness phenomena suggest that visual representations may be
more limited than previously thought. To take this a step further and under-
stand exactly what constitutes the visual representation of a scene it is neces-
sary to consider the ongoing behavioural demands on the visual system.
Ordinary behaviour, and the block copying experiments described here, reveal
that visual representations are dynamic and driven by the immediate task
demands. This raises the more general issue, that vision should be thought of as
an active process whereby the effects of visual stimuli depend on the current
state of the system. Specifically, it is argued that vision can be thought of as the
ongoing execution of special purpose “routines” that depend critically on the
immediate behavioural context. An example of this is given by modelling an
autonomous agent in a driving context. In this framework, understanding the
nature of the routines and how they are composed into extended behavioural
sequences become the central issues in understanding visual representations. It
is also argued that it is necessary to distinguish between visual processes that
operate at different functional levels and at different time scales. This paper
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8
This is similar to the distinction made by Norman and Bobrow (1975) in terms of resource-

limited and data-limited processes.



focuses on aspects of vision on the time scale of several hundred milliseconds
to a few seconds that come into play for visual processes that span fixations.
The conclusion from all this work is that change blindness results from the task
specificity of the visual routines but perceptual awareness reflects only events
that operate at the time scale of the task. Visual routines themselves are not nor-
mally accessible to consciousness, but can be accessed by using other mea-
sures such as fixation duration. Consequently, these measures and conscious
report may differ.
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