
CS395T:	Structured	Models	for	NLP	
Lecture	26:	Wrapup

Greg	Durrett

Administrivia

‣ Final	projects	due	December	15

‣ Project	presentaHons	next	Tuesday	and	Thursday

This	Lecture

‣ Structure	in	NLP

‣Grammar	InducHon

‣ Ethics	in	NLP Grammar	InducHon



MoHvaHon
‣ Parsers	are	important	for	being	able	to	do	well	at	machine	translaHon,	
informaHon	extracHon,	etc.

‣ Expensive	to	annotate	treebanks	in	new	domains	or	languages	—	how	
do	we	learn	parsers	quickly?

Grammar	InducHon
‣ Learn	a	PCFG	through	simple	EM:	E-
step	esHmates	posteriors	over	rules,	
M-step	re-esHmates	grammar

Carroll	and	Charniak	(1992)

Grammar	InducHon
‣ Learn	a	PCFG	through	simple	EM:	E-
step	esHmates	posteriors	over	rules,	
M-step	re-esHmates	grammar

Carroll	and	Charniak	(1992)

‣ Gets	stuck	in	local	opHma:	uses	the	
grammar	to	memorize	sentences	
rather	than	model	language	and	
generalize

Dependency	Model	with	Valence

Klein	and	Manning	(2003)

NNTOVBDNN
schooltoranI

‣ generate	right	children
‣ generate	le^	children

‣ Recurse	down	the	tree

‣ Simple	generaHve	model	of	dependencies:

P (ran|root)
.
.
.

P (to|ran, dir=right)P (STOP|ran, dir=right, adj=False)

P (I|ran, dir=left)P (STOP|ran, dir=left, adj=False)

P (school|to, dir=right) . . .



Dependency	Model	with	Valence

Klein	and	Manning	(2003)

NNTOVBDNN
schooltoranI

‣ Explicitly	choose	not 
to	stop	at	each	step

‣ Stop	once	children	are	
generated

valence	model

Dependency	Model	with	Valence

Klein	and	Manning	(2003)

‣ Sentences	of	length	10	—	incredibly	easy!	(supervised	models	>98%)

‣ Uses	gold	part-of-speech	tags

‣ Use	EM	to	learn	parameters	(E-step:	CKY,	M-step:	count	+	normalize)

Crazy	DMV
‣ Take	a	learned	grammar,	make	two	copies	with	perturbed	inputs	or	
perturbed	parameters,	run	EM	again

Spitkovsky	et	al.	(2013)

‣ ~5	different	ways	like	this	of	
systemaHcally	geing	bejer	
grammars,	combine	all	of	these	
in	a	big	crazy	system

Crazy	DMV

Spitkovsky	et	al.	(2013)

‣ Sentence	of	length	40: 
much	harder	and	more 
real	task

‣ Supervised	parsers: 
95+	UAS	on	this	task



What	about	small	amounts	of	supervision?

McDonald	et	al.	(2011),	Durrej	et	al.	(2012)

Supervision	from	other	languages:	
train	a	parser	over	universal	POS	tags	
on	a	different	language	enHrely

Train	on	100	trees,	also	
use	a	bilingual	dicHonary

Takeaways
‣ Why	do	unsupervised	learning	when	you	can	annotate	a	lijle	data	and	
use	supervised	methods?

‣ Are	these	structures	even	useful	anyway?

Structure	in	NLP

Unsup:	topic	
models,	
grammar	inducHon

Collins	vs.	
Charniak	
parsers

A	brief	history	of	(modern)	NLP

1980 1990 2000 2010 2017

earliest	stat	MT	
work	at	IBM

“AI	winter”	
rule-based,	
expert	systems

Penn	
treebank

NP VP
S

Ratnaparkhi	
tagger

NNP VBZ

Sup:	SVMs,	
CRFs,	NER,	
SenHment

Semi-sup,	
structured	
predicHon

Neural

‣ What	was	the	role	of	structured	models	a^er	all?



SequenHal	Structure:	Analysis
‣ Language	is	inherently	sequenHal

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	mee=ng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

y1 y2 yn…

�e

�t

‣ Can	do	language	analysis	with	sequence	models

SequenHal	Structure:	GeneraHon

the		movie		was			great

le					

<s>

film était bon [STOP]

On				Friday,	the			U.S.			intends	to		announce…

…

U.S.					to						li^	sancHons	Friday

‣ TranslaHon:

‣ SummarizaHon:

SequenHal	Structure
‣ Making	a	sequence	of	decisions	is	the	easiest	way	to	predict	something	
structured

‣ Is	the	right	informaHon	always	local?

Tree	Structure:	Analysis

DT NNTOVBDDT NN
the housetoranthe dog

ROOT

‣ Parse	trees	expose	sentence	structure	more	directly:

‣ SemanHc	roles:	(ran,	SUBJ=dog,	IOBJ=house)

‣ AMRs	that	include	coreference,	etc.



Tree	Structure:	Analysis
‣ Useful	in	combinaHon	with	neural	networks	for	tasks	like	senHment	
analysis

the		movie		was			great

‣ How	much	do	explicit	trees	help?

Tree	Structure:	Analysis

the		movie		was			great

Lei	et	al.	(2017)

trees

trees

no	trees

no	trees

???

Tree	Structure:	GeneraHon

Rabinovich	et	al.	(2017)

‣ Generate	structured	things	like	source	code

‣ Generate	sentences?	Maybe…

Tree	Structure:	GeneraHon

slide	credit:	Dan	Klein
‣ Current	best	MT	systems	are	arguably	word	(or	even	character!)	level,	
but	also	arguably	more	abstract…



Higher-level	Structure

‣ Main	challenge	of	NLP:	how	do	we	achieve	bigger-picture	understanding?

Higher-level	Structure:	Documents
‣ Latent	models	of	discourse	structure	can	help	with	senHment	analysis

Liu	and	Lapata	(2017)

‣ SummarizaHon:	explicit	models	of	discourse	aren’t	all	that	useful,	but	
implicit	ones	might	be

Higher-level	Structure:	IE/QA
‣ Combine	informaHon	to	make	deducHons	and	reason	across	sentences

Kacely is a 12-year-old girl. She currently 
goes to Sunshine Middle School .

Q: Kacely is a ____?

She's	a	lovely	girl.	She	has	long	and	

black	hair.	She	is	quite	tall	and	slim.	Her	
eyes	are	bright	and	black.	She	is	13	
years	old.	She	is	good	at	singing.	She	

likes	listening	to	music.	She	is	S.H.E.'s	
fan	.	Do	you	know	Conan?	He	is	a	lijle	

detecHve	.The	lovely	girl	also	likes	him.	
Oh,	sorry.	I	forget	to	tell	you	who	the	
girl	is.	It's	me.	I'm	a	lovely	girl.	You	can	

call	me	Kacely	or	Kacelin.	Now	I	study	at	
Sunshine	Middle	School.	I'm	in	Class	1,	

Grade	7.	Every	day,	I	get	up	at	6:00	a.m.	
The	classes	begin	at	7	o'clock.	I	like	
lunchHme	because	I	can	chat	with	my	

friends	at	that	Hme.	A^er	school,	I	
usually	play	badminton	with	my	friends.	

I	like	playing	badminton	and	I	am	good	
at	it.	I	want	to	be	a	superstar		when	I	
grow	up.

A) student 
B) teacher 
C) principal 
D) parent

She     Kacely

Kacely goes to school

Kacely goes to school 
ENTAILS Kacely is a student

coreference

entailment

parsing

Higher-level	Structure:	Dialogue

‣What	do	we	need	to	track	to	answer	quesHons	like	this?	How	do	we	
track	it?

Find	me	a	good	sushi	restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google

How	expensive	is	it?



Higher-level	Structure:	Grounding
‣ Language	is	learned	through	interacHng	with	an	environment

Andreas	et	al.	(2016)

‣ “Bird”,	“white”	—	these	concepts 
are	anchored	in	visual	features,	can	
compose	to	get	“white	bird”

‣ Great	for	physically	anchored	things	
—	how	do	we	learn	a	representaHon	
of	“democracy”?

what	color	is 
the	bird?

How	do	we	get	here?
‣ Neural	networks	let	us	learn	from	data	in	an	end-to-end	way,	very	
powerful	learners

‣ Structure	imposes	inducHve	biases	in	these	networks

‣ Leverage	model	structure	to	do	reasoning	(discrete	reasoning?)

‣ Need	to	solve	all	of	these	challenges:	ground	language	in	the	world	and	
leverage	informaHon	across	whole	dialogues/documents	—	otherwise	
systems	are	inherently	limited

Ethics	in	NLP	—	what	can	go	wrong?

What	can	actually	go	wrong?



Bias	AmplificaHon
‣ Bias	in	data:	67%	of	training	images	involving	
cooking	are	women,	model	predicts	80%	
women	cooking	at	test	Hme	—	amplifies	bias

Zhao	et	al.	(2017)

‣ Can	we	constrain	models	to	avoid	this	while	
achieving	the	same	predicHve	accuracy?

‣ Place	constraints	on	proporHon	of	predicHons	
that	are	men	vs.	women?

Bias	AmplificaHon

Alvarez-Melis	and	Jaakkola	(2017)

‣ Harder	to	quanHfy	this	for	machine	
translaHon

‣ “dancer”	is	assumed	to	be	female	in	
the	context	of	the	word	“charming”…
but	maybe	that	reflects	how	language	
is	used?

Exclusion
‣ Most	of	our	annotated	data	is	English	data,	especially	newswire

Codeswitching?

Dialects?

Other	languages?	(Non-European/CJK)

‣ What	about:

Unethical	Use
‣ Surveillance	applicaHons?
‣ GeneraHng	convincing	fake	news	/	fake	comments?

‣What	if	these	were	
undetectable?



Dangers	of	AutomaHc	Systems

Slide	credit:	The	Verge

Dangers	of	AutomaHc	Systems

Slide	credit:	allout.org

‣ Offensive	terms

Dangers	of	AutomaHc	Systems

Slide	credit:	Sam	Bowman


