CS388: Natural Language Processing
Lecture 22: Grounding

Greg Durrett

Administrivia
» Final project feedback out

» Project 2 graded soon

Recall: Seq2seq Chatbots

am |goinglhome|[STOP]

L

What are you doing <s>
» Just like conventional MT, can train seq2seq models for this task

» Why might this model perform poorly? What might it be bad at?

System BLEU
» Hard to evaluate: RANDOM 0.33
MT 3.21
HUMAN 6.08

Recall: Lack of Diversity

» Solution: mutual information criterion; response R should be
predictive of user utterance U as well

» Standard conditional likelihood: log P(R|U)

» Mutual information:  log M =log P(R|U) — log P(R)

P(R)P(U)

» log P(R) can reflect probabilities under a language model

Li et al. (2016)




Recall: Task-Oriented Dialogue

Hi!
Hello, what can I help you with today?

I'd like to book a table for six people in an expensive price range with British food. Task 1
I'monit! .
Where should it be? Issuing APT calls
In London.
Ok, let me look into some options for you.
api_call (British, London, Six, Expensive)
Actually i would prefer for four.
Y P Task 2

Sure. Is there anything else to update? ;
No. Updating API calls

Ok let me look into some options for you.
api call (British, London, Four, Expensive)
» Using either wizard-of-Oz or other annotations, can collect static traces

and train from these
Bordes et al. (2017)

Recall: QA as Dialogue

» Dialogue is a very natural way to find information from a search engine

or a QA system
Legion of Super Heroes Post-Infinite Crisis

Original intent: Character First Home Powers
1\{/Vhat Esug:r hero g Appeared  World
rom Earth appeare
» Seve r.a I're c.e nt datasets most recently? Night Gi | 2007  Kathoon Stsre‘fﬁ;t’h
on this topic, but
. 1. Who are all of the Dragonwing 2010 Earth Fire breath
tough to collect a static  |super heroes?
dataset for an 2. Which of them Gates | 2009  Vyrga Teleporting
. . li . come from Earth?
interactive app ication XS 2009 Aarok Super
3. Of those, who speed
appeared most .
recently? Harmonia 2011 Earth Elemental

lyyer et al. (2017)

This Lecture
» Example grounding applications
» Image captioning / VQA

» Grounding with interaction

Basic Grounding Examples




History

» Miller and Johnson-Laird (1976) — Language and Perception
» Harnad (1990) — Symbol grounding problem
» How do we connect “symbols” to the world in the right way?

In a pure symbolic model the crucial connection between the symbols and their referents is missing; an
autonomous symbol system, though amenable to a systematic semantic interpretation, is ungrounded.
In a pure connectionist model, names are connected to objects through invariant patterns in their
sensory projections, learned through exposure and feedback, but the crucial compositional property is
missing; a network of names, though grounded, is not yet amenable to a full systematic semantic
interpretation. In the hybrid system proposed here, there is no longer any autonomous symbolic level at
all; instead, there is an intrinsically dedicated symbol system, its elementary symbols (names) connected
to nonsymbolic representations that can pick out the objects to which they refer, via connectionist
networks that extract the invariant features of their analog sensory projections.

» Neural networks (connectionism) help us connect symbolic reasoning to
sensory inputs

Grounding

» Tie language to something concrete in the world

» Percepts: red means this set of RGB values, loud means lots of decibels
on our microphone, soft means these properties on our haptic sensor...

» Higher-level percepts: cat means this type of pattern in an image

» Effects on others: go left means the robot turns left, speed up means
increasing actuation

Colors

» What color is this?

» What about this?

McMahan and Stone (2014)

Colors

Hue
—  eliouishGreen
Yellowish Green data

» When we say
“yellowish-green”, what
does that mean?

Probability

T Upper
Lower

» Color descriptions governed - T

by perceptionaswellas | =/
availability: how commonly  [JIF
it is used (yellowish green

vs. chartreuse)

McMahan and Stone (2014)




Colors

» P(ktrue | X): distribution parameterized in HSV @

space as follows: there are certain ranges
&€
K

where a color can “definitely apply”, others
» P(ksaig | kerue): captures availability; prior towards common colors

where it can apply

» Model combines language / reasoning with basic perception —
characteristic of grounding

McMahan and Stone (2014)

Spatial Relations

Golland et al. (2010)

Aoz

!

i
e

23 » How would you indicate O1 to

someone with relation to the other
two objects? (not calling it a vase, or
describing its inherent properties)

» What about 027

» Requires modeling listener —
“right of 02" is insufficient though
true

Spatial Relations

» Grice (1975) Golland et al. (2010)

» Maxim of quality: say something true
» Maxim of quantity: be as informative as required but no more

» Maxim of relation: be relevant _
?E’gS speaker
NEA ps(w | o)

utterance | guess

N listener I

{w | » g

g/

pulglw)
o

» Maximize expected utility given listener model
@ U=1if correct,

EU(s,L) = Y _ p(o)ps(wlo)p.(glw)U (o, g) ity
0,w,g else 0

» Maxim of manner: avoid ambiguity

» Say something which has a high probability of evoking the right response in
the listener

Spatial Relations

» Listener model: Golland et al. (2010)

RP |
» Syntactic analysis of the
particular expression gives R NP ,| ,l
structure O\H -
~ 11 rp L1
» Rules (02 = 100% prob of | 11
02), features on words something /\ I
. . . . R NP -
modify distributions as you oTo

P
go up the tree right of 02




: Spatial Relations

» Objects are associated with Golland et al. (2010)

coordinates, features map lexical /\ 1

T )
items to distributions (“right” 1 v
modifies the distribution over wo b _5

objects to focus on those with i
higher x coordinate)

» Language -> spatial relations
-> distribution over what
object is intended

: Spatial Relations
Golland et al. (2010)
L\ 02 010203
ol
R
| 010203
on
03 N el 1
something /\ l
R NP

010203

_
right of 02
» Put it all together: speaker will learn to say things that evoke the right
interpretation

» Language is grounded in what the speaker understands about it

: Instruction Following

» Want to be able to follow instructions in
a virtual environment

» “Go along the blue hall, then turn left
away from the fish painting and walk to
the end of the hallway”

MacMahon et al. (2006)

: Instruction Following

Instruction:  “Go away from the lamp to the intersection of the red brick
and wood”

Basic: Turn(),
Travel ( steps: 1)

Landmarks: Turn(),
Verify ( left: WALL, back: LAMP , back: HATRACK , front: BRICK HALL) ,
Travel ( steps: 1),
Verify ( side: WOOD HALL )

» Basic plans derived directly from
supervision

» “Landmarks” plans — things that should
be true after each step (which may show
up in the language)

Chen and Mooney (2011)




: Instruction Following

Instruction:  “Go away from the lamp to the intersection of the red brick
and wood”

Basic: Turn(),
Travel ( steps: 1)

Landmarks: Turn(),
Verify ( left: WALL, back: LAMP , back: HATRACK , front: BRICK HALL) ,
Travel ( steps: 1),
Verify ( side: WOOD HALL )

» Train semantic parser on (utterance,
action) pairs

» Language is grounded in actions in the
world

Chen and Mooney (2011)

: Instruction Following

EVENT(r = Put,
| = OBJ,(f = the pallet),
12 = PLACE;3(r = on,
1= OBJi(f =the truck)))

Commands from the corpus

- Go to the first crate on the left
and pick it up.

- Pick up the pallet of boxes in the
middle and place them on the
trailer to the left.

- Go forward and drop the pallets to
the right of the first set of
tires.

- Pick up the tire pallet off the
truck and set it down

(a) SDC tree

(a) Robotic forklift

(b) Sample commands

“Pur” “the pallet” “on” “the truck”!

» “Spatial description clauses” -> “grounding graphs”

Tellex et al. (2011)

: Connections to Semantic Parsing

» Each grounding framework requires mapping
natural language to something concrete
(distribution in color space, object, action
sequence)

» Sometimes looks like semantic parsing,
particularly when language -> discrete output

» Using linguistic structure to capture
compositionality is often useful

Image Captioning




: How do we caption these images?

» Need to know what’s going on in the
images — objects, activities, etc.

ImageNet models

» Train on ImageNet to do object classification

Max

192 128

2088 ' 2038 \dense

128 Max
pooling

pooling

192 128

Max
pooling

2048 2048

» Last layer is just a linear transformation away from object detection —
should capture high-level semantics of the image, especially what
objects are in there

: ImageNet models

34-layer residual
image
YD
soo /2
T

34-layer plain
—
ST
oo 12

VGG-19
podl 12
podl 12
pool. /2

output
sire:28

output
o
o

» Many architectures for this: VGG, ResNet, DenseNet, etc. — all end in
fully-connected layers

Images -> Text

English RNN RNN French
Sentence ek _)@_) s Sentence
aa CNN RNN

—> I—> Sentence

m Encoder _)@_) decoder
—> CNN _)@_) RNN > Sentence

D Encoder decoder

CNN

u —>| +RNN _)@_) RNN > Sentence

encoder decoder

[Sutskever et al. NIPS’14]

[Donahue et al. CVPR'15]
[Vinyals et al. CVPR'15]

[Venugopolan et al.
NAACL'15]

[Venugopalan et al.
ICCV'15]




What'’s the grounding here?

food

aclose up of a plate of

a dirt road

a couple of bears walking across

| R e s
m&{‘--" = ) What are the vectors really capturing? Probably
some objects, but maybe not deep relationships

Simple Baselines

A A LM PPLX BLEU METEOR
» Simple baselines work well! D-ME! 181 236 2.8
D-LSTM 14.3 224 22.6
» D-*: condition on detections only MRNN 132 257 2.6
k-Nearest Neighbor - 26.0 22.5
1-Nearest Neighbor - 112 17.3

» MRNN: take the last layer of the CNN,
. Table 1: Model performance on testval. {: From (Fang et al.,
feed into RNN 2015).

D-ME+DMSM a plate with a sandwich and a cup of coffee
S aclose up of a plate of food
Y DMEDMSMSMRNN  a plate of food and a cup of coffee

ENN acup of coffee on a plate with a spoon

» k-NN: use last layer of ImageNet
model, find most similar train images
based on cosine similarity with that
vector

D-ME-DMSM a black bear walking across a lush green forest
MRNN a couple of bears walking across a dirt road
D-ME<DMSM+MRNN  a black bear walking through a wooded area.
ENN a black bear that is walking in the woods

e o
7 DME:DMSM a gray and white cat sitting on top of it
g MRNN a cat siting in front of a mirror
. D-ME+DMSM+MRNN  a close up of a cat looking at the camera
Devlin et al. (2015) b acat siting on top of'a wooden table

Simple Baselines

System Unique Seen In
‘ Captions | Training
Human 99.4% 4.8%
D-ME+DMSM 47.0% 30.0%
MRNN 33.1% 60.3%
D-ME+DMSM+MRNN 28.5% 61.3%
k-Nearest Neighbor 36.6% 100%

Table 6: Percentage unique (Unique Captions) and novel
(Seen In Training) captions for testval images. For example,
28.5% unique means 5,776 unique strings were generated for
all 20,244 images.

» Even from CNN+RNN methods (MRNN), relatively few unique captions
even though it’s not quite regurgitating the training

Devlin et al. (2015)

Video Captioning

* Generate an NL video description by training
a suite of SVM-based visual recognizers and
composing their outputs into a coherent

sentence using a graphical model
(Krishnamoorthy et al., 2013; Thomason et al., 2014)

Video

Content Surface _.
Selection Realization @

Slide credit: Ray Mooney




: Video Captioning

MAP Inference on Factor Graph
estimates the most likely
SVOP quadruple.

Subject person
Verb slice
Object  onion

Place kitchen

: Visual Question Answering

» Answer questions about images

» Frequently much more metaphorical,
require compositional understanding
of multiple objects + activities in the
image

A person is
slicing an onion her thumb candy
in the kitchen. Whatis in the childs i< thamg  cookie
' thumb lollipop
| Visual Confidences
Slide credit: Ray Mooney Agrawal et al. (2015)
: Visual Question Answering : Neural Module Networks
4096 output units from last hidden layer 1024 » |ntegrate composrhonal

(VGGNet, Normalized)

o [T G —

e —— —— ——
Fully-Connected

1024 1000 1000

. I

—_— Convolution Layer Fully-Connected MLP
Pooling Layer +Non-Linearity Pooling Layer

Convolution Layer wyn
+Non-Linearity
2X2%512 LSTM
1024

Pointwise pyyy connected ~ Softmax
multiplication

Fully-Connected

“How many horses are in this  image?”

» CNN processing of the image, RNN processing of the language

» What could go wrong here?

reasoning + image
recognition

» Have neural network

components like -

classi fy [color] (a) NMN for answering the question What color is his

: tie? The attend[tie] module first predicts a heatmap
whose use is gOVEI’I"IEd by a corresponding to the location of the tie. Next, the

parse of the question classify[color] module uses this heatmap to pro-
duce a weighted average of image features, which are
finally used to predict an output label.

Andreas et al. (2016), Hu et al. (2017)




: Neural Module Networks

How many other things are of the
same size as the green matte ball?

1
I Question encoder (RNN) |

I

[ Question features ]

A :

Layout prediction

g (reverse Polish notation) How many other things are of the . ‘
= > same size as the green matte ball? Ll [ coume | | 7
> Find() =l e e A

g H

2 How many other things are of the Module

g - »* network
Q ‘same size as the green matte ball? 5

+ locate(_) 2

3 re. —. 2 Image encoder (CNN)
> | =z

)

&1 B

Image features

Question attentions

» Can also learn these structures with reinforcement learning

Andreas et al. (2016), Hu et al. (2017)

: Visual Question Answering

What time of day is it? Does the man have a foot in the air?

» In many cases, language night e b

N N ¥
as a prior is pretty good! ﬂ

» “Do you see a...” =yes
(87% of the tlme) Wr;?tcolorarethewalltiles?
yes ue

» “How many...” =2 (39%) . E ;i i’ 'ql.

e = i
» “What sport...” = tennis
(41?) How many doughnuts have sprinkles?
(]

Are any benches occupied?
brown

What task is the man performing?
talking on phone eating

S 4

» Balanced VQA: remove these
regularities by having pairs of
images with different answers

[r

e

Goyal et al. (2017)

: Understanding VQA

* “Attentive Explanations: Justifying
Decisions and Pointing to the Evidence,”
Park et al., InterpML, NIPS-2017.

A: Skiing

Q: What is the person doing?

Explanation: “Because he is on a snowy

hill wearing skis”
Slide credit: Ray Mooney

Grounding Language in Interaction




Grounding in Interaction

Divide these objects between you

and another Turker. Try hard to get

as many points as you can!

Send a message now, or enter the agreed deal!

Fellow Turker: I'd like all the balls

You: Ok, if | get everything else
Items Value  Number You Get

8 1% Fellow Turker: If | get the book then you have a deal

sy -
Type Message Here:

EEETR =

» Corpus of dialogues — can train a model on these to learn to negotiate

You: Noway - you can have one hat and all the balls

Fellow Turker: Ok deal

Lewis et al. (2017)

Grounding in Interaction

» Same issues as other dialogue systems: system may prefer generic choices,
like accepting the offer, instead of negotiating harder

» Instead: do self-play rollouts, train with reinforcement learning to
maximize reward and not likelihood of human utterances

write: Great deal, Hchoose: 1x book —<1>
thanks!

read: No problem ]—{choose: 1x book]—>®
read: I'll give you 2 ]—»(choose: 2x hat ]—>@

read: Any time

read: You get
one book and
T’ll take every-

thing else. write: No way, I
need all 3 hats [read: Ok, fine Hchome: 3x hat |—=9>
- 0y - 0 n 0 ~
ialogué histo andidate responses imulation of rest of dialogue core
Dialogu? history ~ Candidate resp Simulation of Yest of dialog S

Lewis et al. (2017)

Grounding in Interaction

» Interleave self-play with supervised learning, otherwise the messages stop
looking like real English

I— whc Telegra; ]ﬁ HOME NEWS <
FACEBOOK'S ARTIFICIA gvap : o
INTELLIGENCE ROBOTS SHUT

. AFTER THEY START TALKING T‘ Gadgets Innovation BigTech = Start-ups = Politicsof Tech = Gaming Podcast *
OTHER IN THEIR OWN LANGU

A - Technology Intelligence

Facebook shuts down robots after they
invent their own language

(Fou] (9] (in) & ops
» When two systems talk to each other, they remap what words mean and

completely change the grounding Lewis et al. (2017)

Grounding in Interaction
» Less direct form of grounding: we understand the language used based on

the effects it produces in the other agent (whether human or machine)
and in the final reward

» More “symbolic” than grounding percepts like color, but still about
interacting with the world!

Lewis et al. (2017)




Takeaways

» Lots of problems where natural language has to be interpreted in an
environment and can be understood in the context of that environment

» Image recognition: particularly large area of research featuring big neural
networks (but they sometimes learn to cheat)

» More complex environments/robots/simulations/tasks -> more complex
dialogue to be learned over time!




