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Maintains tractability of pairwise system, incorporates entity-level information
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$Pr(a_i \mid x) \propto \exp(w^T f(a_i, x))$
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Pairwise model
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Decentralized Model

- $P_1$
- $P_2$
- $P_3$
- $A_1$
- $A_2$
- $A_3$

Property model
Equality factors
Pairwise model
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- Need to compute expected feature counts:

\[ \mathbb{E}_{\text{gold}} f(A) - \mathbb{E}_{\text{all}} f(A) \]

- Use belief propagation to compute marginals over variables

- Decoding: max over each \( A_i \) marginal
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Observed document properties
Optimize conditional log likelihood of training data

$$\sum_i \log \left( \sum_{a_g^i \in A(C)} Pr(a_g^i | x^i) \right)$$
Learning

Optimize conditional log likelihood of training data

\[
\sum_i \log \left( \sum_{a_g^i \in A(C)} Pr(a_g^i | x^i) \right)
\]

Antecedent choices consistent with gold standard
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Want to optimize for MUC, B³, CEAF, etc.

Use a decomposable metric as a proxy

\[ k_1(\text{False Anaphors}) + k_2(\text{False News}) + k_3(\text{Wrong Links}) \]

... [James Reed]₁ met [Rose Brooks]₂. [Reed]₃ was...
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Incorporate this loss with softmax-margin by adding it as a feature to the pairwise model.

\[
\sum_i \log \left( \sum_{a^i_g \in A(C')} \frac{Pr'}{Pr(a^i_g|x^i)} \right)
\]

[Gimpel and Smith (2010)]
Incorporate this loss with *softmax-margin* by adding it as a feature to the pairwise model:

\[
\sum_i \log \left( \sum_{a_g^i \in A(C')} \frac{Pr'}{Pr(a_g^i | x_i)} \right) + \lambda \| w \|_1
\]

[Gimpel and Smith (2010)]
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- Baselines:
  - Pairwise system
  - Centralized entity-level system following Rahman and Ng (2009)

- Two settings:
  - Synthetic features to contrast architectures
  - Standard entity features
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- φ-features do not capture fine-grained semantic distinctions between entities
- Use properties derived from unsupervised clustering of headwords and their governors
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Overall Results

<table>
<thead>
<tr>
<th></th>
<th>Pairwise</th>
<th>Centralized</th>
<th>Decentralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ-features</td>
<td>59.9</td>
<td>59.8</td>
<td>59.9</td>
</tr>
<tr>
<td>Semantic</td>
<td>60.4</td>
<td>59.9</td>
<td>60.4</td>
</tr>
</tbody>
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<table>
<thead>
<tr>
<th></th>
<th>Pairwise</th>
<th>Centralized</th>
<th>Decentralized</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>φ-features</strong></td>
<td>59.9</td>
<td>59.8</td>
<td>59.9</td>
</tr>
<tr>
<td><strong>Semantic</strong></td>
<td>60.4</td>
<td>59.9</td>
<td>60.4</td>
</tr>
<tr>
<td><strong>Synthetic</strong></td>
<td>62.7</td>
<td>63.0</td>
<td>63.7</td>
</tr>
</tbody>
</table>
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Final Results
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