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Abstract
Distributed-memory clusters are used for in-memory processing of very large graphs with billions of nodes and edges. This requires partitioning the graph among the machines in the cluster. When a graph is partitioned, a node in the graph may be replicated on several machines, and communication is required to keep these replicas synchronized. Good partitioning policies attempt to reduce this synchronization overhead while keeping computational load balanced across machines. A number of recent studies have looked at ways to control replication of nodes, but these studies are not conclusive because they were performed on small clusters with eight to sixteen machines, did not consider work-efficient data-driven algorithms, or did not optimize communication for the partitioning strategies they studied.

This paper presents an experimental study of partitioning strategies for work-efficient graph analytics applications on large KNL and Skylake clusters with up to 256 machines using the Gluon communication runtime which implements partitioning-specific communication optimizations. Evaluation results show that although simple partitioning strategies like Edge-Cuts perform well on a small number of machines, an alternative partitioning strategy called Cartesian Vertex-Cut (CVC) performs better at scale even though paradoxically it has a higher replication factor and performs more communication than Edge-Cut partitioning does. Results from communication micro-benchmarks resolve this paradox by showing that communication overhead depends not only on communication volume but also on the communication pattern among the partitions.

These experiments suggest that high-performance graph analytics systems should support multiple partitioning strategies, like Gluon does, as no single graph partitioning strategy is best for all cluster sizes. For such systems, a decision tree for selecting a good partitioning strategy based on characteristics of the computation and the cluster is presented.

1. INTRODUCTION
Graph analytics systems must handle extremely large graphs with billions of nodes and trillions of edges [29]. Graphs of this size do not fit in the main memory of a single machine, so systems like Pregel [31], PowerGraph [17], PowerLyra [11], Gemini [50], and D-Galois [14] use distributed-memory clusters. Since each host in the cluster can address only its own memory, it is necessary to partition the graph among hosts and use a communication layer like MPI to perform data transfers between hosts [6, 7, 10, 11, 17, 22, 40, 41, 43].

Graph partitioning must balance two concerns. The first concern is computational load balance. For the graph algorithms considered in this paper, computation is performed in rounds: in each round, active nodes in the graph are visited, and a computation is performed by reading and writing the immediate neighbors of the active node [29]. For simple topology-driven graph algorithms in which all nodes are active at the beginning of a round, the computational load of a host is proportional to the numbers of nodes and edges assigned to that host, so by dividing nodes and edges evenly among hosts, it is possible to achieve load balance [11]. However, work-efficient graph algorithms like the ones considered in this paper are data-driven: nodes become active in data-dependent, statically unpredictable ways, so a statically balanced partition of the graph does not necessarily result in computational load balance.

The second concern is communication overhead. We consider graph partitioning with replication: when a graph is partitioned, its edges are divided up among the hosts, and if edge \((n_1 \rightarrow n_2)\) is assigned to a host \(h\), proxy nodes are created for \(n_1\) and \(n_2\) on host \(h\) and connected by an edge. A given node in the original graph may have proxies on several hosts in the partitioned graph, so updates to proxies must be synchronized during execution using inter-host communication. This communication entirely dominates the execution time of graph analytics applications on large scale clusters as shown by the results in Section 4, so optimizing communication is the key to high performance.

Substantial effort has gone into designing graph partitioning strategies that reduce communication overhead. Overlapping communication with computation (as done in HPC applications) would reduce its relative overhead, but there is relatively little computation in graph analytics applications. Therefore, reducing the volume of communication has been the focus of much effort in this area. Since communication is needed to synchronize proxies, reducing the average number of proxies per node (known in the literature as the
average replication factor) while also ensuring computational load balance can reduce communication [7, 22, 40, 41, 43]. This is one of the driving principles behind the Vertex-Cut partitioning strategy1 used in PowerGraph [17] and PowerLyra [11]. Partitioning policies developed for efficient distribution of sparse matrix computation such as 2D block partitioning [6, 10] can also be used since sparse graphs are isomorphic to sparse matrices.

Several papers [2, 6, 11, 44, 50] have studied how the performance of graph analytics applications changes when different partitioning policies are used, and they have advocated particular partitioning policies based on their results. We believe these studies are not conclusive for the following reasons.

• Most of the evaluations were done for small graphs on small clusters, so it is not clear whether their conclusions extend to large graphs and large clusters.
• In some cases, only topology-driven algorithms were evaluated, so it is not clear whether their conclusions extend to work-efficient data-driven algorithms.
• The distributed graph analytics systems used in the studies optimize communication only for particular partitioning strategies, putting other partitioning strategies at a disadvantage.

This paper makes the following contributions:

1. We present the first detailed performance analysis of state-of-the-art, work-efficient graph analytics applications using different graph partitioning strategies including Edge-Cuts, 2D block partitioning strategies, and general Vertex-Cuts on large-scale clusters, including one with 256 machines and roughly 69K threads. These experiments use a system called D-Galois, a distributed-memory version of the Galois system [35] based on the Gluon runtime [14]. Gluon performs communication optimizations that are specific to each partitioning strategy. Our results show that although Edge-Cuts perform well on small-scale clusters, a 2D partitioning policy called Cartesian Vertex-Cut (CVC) [6] performs the best at scale even though it results in higher replication factors and higher communication volumes than the other partitioning strategies.

2. We present an analytical model for estimating communication volumes for different partitioning strategies, and an empirical study using micro-benchmarks to estimate communication times. These help estimate and understand the performance differences in communication required by the partitioning strategies. In particular, these models explain why at scale, CVC has lower communication overhead even though it performs more communication.

3. We give a simple decision tree that can be used by the user to select a partitioning strategy at runtime given an application and the number of distributed hosts. Although the chosen policy might not be the best in some cases, we show that the application’s performance using the chosen policy is almost as good as using the best policy.

This paper’s contributions include some important lessons for designers of high-performance graph analytics systems.

1. It is desirable to support optimized implementations of multiple partitioning policies including Edge-Cuts and Cartesian

2. Vertex-Cuts, like D-Galois does. Existing systems either support general partitioning, using approaches like gather-apply-scatter (PowerGraph, PowerLyra), without optimizing communication for particular partitioning policies like Edge-Cuts, or support only Edge-Cuts (Gemini). Neither approach is flexible enough.

2. An important lesson for designers of efficient graph partitioning policies is that the communication overhead in graph analytics applications depends on not only the communication volume but also the communication pattern among the partitions as explained in Section 2. The replication factor and the number of edges/vertices split between partitions [11, 17, 40, 43] are not adequate proxies for communication overhead.

The rest of this paper is organized as follows. Section 2 describes the graph partitioning strategies used in this study, including Edge-Cuts, 2D block partitioning strategies, and general Vertex-Cuts. Section 3 presents an analytical model for estimating the communication volumes required by different partitioning strategies and an empirical study using micro-benchmarks to model communication time. Section 4 presents detailed experimental results using state-of-the-art graph analytics benchmarks including data-driven algorithms for betweenness centrality, breadth-first search, connected components, page-rank, and single-source shortest-path. Section 5 presents a decision tree for choosing a partitioning policy. Section 6 puts the contributions of this paper in the perspective of related work. Section 7 concludes the paper.

2. PARTITIONING POLICIES

The graph partitioning policies considered in this work divide a graph’s edges among hosts and creating proxy nodes on each host for the endpoints of the edges assigned to that host. If edge \((e, n_1, n_2)\) is assigned to a host \(h\), \(h\) creates proxy nodes on itself for nodes \(n_1\) and \(n_2\), and adds an edge between them. For each node in the graph, one proxy is made the master, and the other proxies are made mirrors. Intuitively, the master holds the canonical value of the node during the computation, and it communicates that value to the mirrors as needed. Each partitioning strategy represents choices made along two dimensions: (i) how edges are partitioned among hosts and (ii) how the master is chosen from the proxies of a given node. To understand these choices, it is useful to consider both the graph-theoretic (i.e., nodes and edges) and the adjacency matrix representation of a graph.

2.1 1D partitions

In 1D partitioning, nodes are partitioned among hosts. If a host owns node \(n\), all outgoing (or incoming) edges connected to \(n\) are assigned to that host, and the corresponding proxy for node \(n\) is made the master. In the graph analytical literature, this partitioning strategy is called outgoing (or incoming) Edge-Cut [22, 40, 41, 50]. In matrix-theoretic terms, this corresponds to assigning rows (or columns) to hosts. 1D partitioning is commonly used in stencil codes in computational science applications; the mirror nodes are often referred to as halo nodes in that context. Stencil codes use topology-driven algorithms on meshes, which are uniform-degree graphs, and computational load balance can be accomplished by assigning roughly equal numbers of nodes to all hosts. For power-law graphs, the adjacency matrix is irregular, and ensuring load balance for data-driven graph algorithms through static partitioning is difficult.

A number of policies are used in practice.

1. **Balanced nodes**: Assign roughly equal numbers of nodes to
2. Balanced edges: Assign nodes such that all hosts have roughly the same number of edges.

3. Balanced nodes and edges [50]: Assign nodes such that a given linear combination of the number of nodes and edges on a host has roughly the same value on all hosts.

The first policy is the simplest and does not require any analysis of the graph. However, it may result in substantial load imbalance for power-law graphs since there is usually a large variation in node degrees. The other two policies require computing the degree of each vertex and the prefix-sums of these degrees to determine how to partition the set of nodes.

### 2.2 2D block partitioning

In 2D block partitioning, the adjacency matrix is blocked along both dimensions, and each host is assigned some of the blocks. Unlike in 1D partitioning, both outgoing and incoming edges of a given node may be distributed among different hosts (in the graph analytical literature, such partitioning strategies are called Vertex-Cuts). 2D block partitioning can be viewed as a restricted form of Vertex-Cuts in which the adjacency matrix is blocked.

This paper explores three alternative implementations of 2D block partitioning, illustrated in Figure 1 using a cluster of eight hosts in a $4 \times 2$ grid. The descriptions below assume that hosts are organized in a grid of size $p_r \times p_c$.

1. **CheckerBoard Vertex-Cuts (BVC)** [10, 26]: The nodes of the graph are partitioned into equal size blocks and assigned to all hosts. Masters are created on each host for its block of nodes. The matrix is partitioned into contiguous blocks of size $N/p_r \times N/p_c$, and each host is assigned one block of edges as shown in Figure 1(a). This approach is used by CombBLAS [8] for sparse matrix-vector multiplication (SpMV) on scale-free graphs. There are several variations to this approach; the one used in this study is shown in Figure 1(a).

2. **Cartesian Vertex-Cuts (CVC)** [6]: Nodes are partitioned among hosts using any 1D block partitioning policy, and masters are created on hosts for the nodes assigned to it. Unlike BVC, these node partitions need not be of the same size, as shown in Figure 1(b). This can happen, for example, if the 1D block partitioning assigns nodes to hosts such that the number of edges is balanced among hosts.

   The columns are then partitioned into same sized blocks as the rows. Therefore, blocks along the diagonal will be square, but other blocks may be rectangular in shape unlike in BVC. These blocks of edges can be distributed among hosts in different ways. This study uses a block distribution along rows and a cyclic distribution along columns, as shown in Figure 1(b).

3. **Jagged Vertex-Cuts (JVC)** [10]: The first stage of JVC is similar to CVC. However, instead of partitioning columns into same sized blocks as the rows, each block of rows can be partitioned independently into blocks for a more balanced number of edges (non-zeros) in edge blocks. Therefore, blocks will not be aligned among the column dimension. These edge blocks can be assigned to hosts in any fashion, but in this study, the host assignment is kept the same as CVC as shown in Figure 1(c).

Although these 2D block partitioning strategies seem similar, they have different communication requirements.

Consider a push-style graph algorithm in which active nodes perform computation on their own labels and push values to their immediate outgoing neighbors, where they are reduced to compute labels for the next round. In a distributed-memory setting, a proxy with outgoing edges of a node $n$ on host $h$ push values to its proxy neighbors also present on $h$. These proxies may be masters or mirrors, and it is useful to distinguish two classes of mirrors for a node $n$: in-mirrors, mirrors that have incoming edges, and out-mirrors, mirrors that have outgoing edges. For a push-style algorithm in the distributed setting, the computation at an active node in the original graph is performed partially at each in-mirror, the intermediate values are reduced to the master, and the final value is broadcast.

The first diagram shows the communication patterns in BVC and CVC policies: red arrows are reductions and blue arrows are broadcasts for host 4.
to the out-mirrors. Therefore, the communication pattern can be described as broadcast along the row dimension and reduce along the column dimension of the adjacency matrix. The hosts that participate in broadcast and/or reduce depends on the 2D partitioning policy and the assignment of edge blocks to the hosts.

To illustrate this, consider Figure 2 which shows the $4 \times 2$ grid of hosts and the reduce and broadcast partners for host 4 in BVC and CVC. For BVC, by walking down the fourth block column of the matrix in Figure 1(a), we see that incoming edges to the nodes owned by host 4 may be mapped to hosts $\{1,5,7\}$, so labels of mirrors on these hosts must be communicated to host 4 during the reduce phase. Similarly, the labels of mirrors on host 4 must be communicated to masters on hosts $\{5,6,7,8\}$. Once the values have been reduced at masters on host 4, they must be sent to hosts that own out-mirrors for nodes owned by host 4. Walking over the fourth block row of the matrix, we see that only host 3 is involved in this communication. Similarly, the labels of masters on the host $\{3\}$ must be sent to host 4.

The same analysis can be done on CVC and JVC partitionings. For JVC, a given host may need to involve all other hosts in reductions and broadcasts, leading to larger communication requirements than CVC.

2.3 Unrestricted Vertex-Cut partitions

Unrestricted or general Vertex-Cuts are partitioning strategies that assign edges to hosts without restriction, and they do not correspond to 1D or 2D blocked partitions. The partitioning strategies used in the PowerGraph [17] and PowerLyra systems [11] are examples of this strategy. For example, in PowerLyra’s Hybrid Vertex-Cut (HVC), nodes are assigned to hosts in a manner similar to an Edge-Cut. However, high-degree nodes are treated differently from low-degree nodes to avoid assigning all edges connected to a high-degree node to the same host, which creates load imbalance. If $n_1 \rightarrow n_2$ is an edge and $n_2$ has low in-degree (based on some threshold), the edge is assigned to the host that owns $n_2$; otherwise, it is assigned to the node that owns $n_1$.

2.4 Discussion

A small detail in 2D block partitioning is that when the number of processors is not a perfect square, we factorize the number into a product $p_x \times p_y$ and assign the larger factor to the row dimension rather than the column dimension. This heuristic reduces the number of broadcast partners because the reduce phase communicates only updated values from proxies to the master and the number of these updates decrease over iterations, whereas the broadcast phase in each round always sends the canonical value from the master to its proxies.

In our studies, we observed that for Edge-Cuts and HVC, almost all pairs of hosts have proxies in common for some number of nodes. Therefore, for these partitioning policies, Edge-Cut partitioning performs all-to-all communication while HVC performs two rounds of all-to-all communication (from mirrors to masters followed by masters to mirrors). On the other hand, CVC has $p_v$ number of parallel all-to-all communications among $p_v \approx \sqrt{P}$ hosts followed by $p_p$ number of parallel all-to-all communications among $p_p \approx \sqrt{P}$ hosts. Therefore, each host in CVC sends fewer messages and has fewer communication partners than EC and HVC, which can help both at the application level (a host need not wait for another host in another row) and at the hardware level (less contention for network resources). The next section explores these differences among partitioning policies quantitatively.

3. PERFORMANCE MODEL FOR COMMUNICATION

This section presents performance models to estimate communication volume and communication time for three partitioning policies - Edge-Cut, Hybrid Vertex-Cut, and Cartesian Vertex-Cut. We formally define replication factor (Section 3.1), describe a simple analytical model for estimating communication volume using the replication factor (Section 3.2), and use micro-benchmarks to estimate the communication time from the communication volume (Section 3.3).

3.1 Replication factor

Given a graph $G=(V, E)$, and a strategy $S$ for partitioning the graph between $P$ hosts, let $v$ be a node in $V$ and let $r_{P,S}(v)$ denote the number of proxies of $v$ created when the graph is partitioned. $r_{P,S}(v)$ is referred to as the replication factor, and it is an integer between 1 and $P$. The average replication factor across all nodes is a number between 1 (no node is replicated) and $P$ (all nodes are replicated across all hosts), and it is given by the following equation:

$$\tau_{P,S} = \frac{\sum_{v \in V} r_{P,S}(v)}{|V|}$$  \hspace{1cm} (1)

3.2 Estimating communication volume

For simplicity in the communication volume model, assume that the data flow in the algorithm is from the source to the destination of an edge. A similar analysis can be performed for other cases. Assume that $u$ nodes $\langle 0 \leq u \leq |V| \rangle$ are updated in a given round and that the size of the node data (update) is $b$ bytes.

3.2.1 Edge-Cut (EC)

Consider an incoming Edge-Cut (IEC) strategy (1D column partitioning), and let $r_{P,E}(v)$ be the replication factor for a node $v$. In IEC, the destination of an edge is always a master, so only the master node is updated during computation. At the end of a round, the master node updates its mirrors on other hosts. Since an update requires $b$ bytes, the master node for $v$ in the graph must send $(r_{P,E}(v) - 1) \times b$ bytes. If $u$ nodes are updated in the round, the volume of communication is the following:

$$C_{IEC}(G, P) \approx ((r_{P,E} - 1) \times u) \times b$$  \hspace{1cm} (2)

For an outgoing Edge-Cut (OEC) strategy (1D row partitioning), the source of an edge is always a master, so the mirrors must send the updates to their master, and only the master needs the updated value. The communication volume remains the same as IEC’s only if all the mirrors of $u$ nodes are updated in the round. In practice, only some mirrors of the nodes in $u$ are updated. Let $f_P$ denote the average fraction of mirrors of nodes in $u$ that are updated. The communication volume in the round is the following:

$$C_{OEC}(G, P) \approx f_P \times (r_{P,E} - 1) \times u \times b$$  \hspace{1cm} (3)

3.2.2 Hybrid Vertex-Cut (HVC)

In a general Vertex-Cut strategy like Hybrid Vertex-Cut, the mirrors must communicate with their master, and the masters must communicate with their mirrors. If $\tau_{P,H}$ is the average replication factor, the volume of communication in a round in which an average fraction $f_H$ of mirrors are updated is

$$C_{HVC}(G, P) \approx ((f_H \times (\tau_{P,H} - 1) + (\tau_{P,H} - 1)) \times u \times b$$  \hspace{1cm} (4)

Comparing this with (2) and (3), we see that the volume of communication for OEC and IEC can be much lower than HVC if they
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4. EXPERIMENTAL RESULTS

All experiments were conducted on the Texas Advanced Computing Center’s Stampede Cluster’s Stampede2 [42]. Stampede2 has 2 distributed clusters: one with Intel Knights Landing (KNL) nodes and another with Intel Skylake nodes. Each KNL cluster host has 68 1.4 GHz cores with 4 hardware threads per core, 96 GB RAM, and 16 GB MC-DRAM, which serves as a direct-mapped L3 cache. Each Skylake cluster host has 48 2.1 GHz cores on 2 sockets (24 cores per socket) with 2 hardware threads per core and 192 GB RAM. Both clusters use 100Gb/sec Intel Omni-Path (OPA) network. We limit our experiments to 256 hosts on both the clusters and we use 272 threads per host (69632 threads in total) on the KNL cluster and 48 threads per host (12288 threads in total) on the Skylake cluster. All code was compiled using g++ 7.1.0. Unless otherwise stated, all results are presented using the KNL cluster.
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the web-crawl graphs (clueweb12 and wdc12) are stored in their natural (crawled) vertex order. D-Galois’ distributed graph partitioner reads the input graph such that each host only reads a distinct portion of the file on disk once.

D-Galois also supports loading partitions directly from disk, and we use this to evaluate XtraPulp [40], the state-of-the-art graph partitioner for large scale-free graphs. XtraPulp generates (using command line parameters “--e 1.1 -v 10.0 -c -d -s 0” and 272 OpenMP threads) partitions for kron30 and clueweb12 and it runs out of memory for wdc12 (the authors have been informed about this). We write these partitions to disk and load it in D-Galois. We term this as the XtraPulp Edge-Cut (XEC) policy.

We implement five partitioning policies in D-Galois: (1) Edge-Cut (EC), (2) Hybrid Vertex-Cut (HVC), (3) CheckerBoard Vertex-Cut (BVC), (4) Jagged Vertex-Cut (JVC), and (5) Cartesian Vertex-Cut (CVC). Direction of edges traversed during computation is application dependent. bc, bfs, and sssp traverse outgoing edges of a directed graph, pr traverses incoming edges of a directed graph, and cc traverses outgoing edges of a symmetric, directed graph (Gluon handles undirected graphs in this way). Due to this, each application might prefer a different EC policy:

- Outgoing Edge-Cut (IE): Nodes of a directed graph are partitioned into contiguous blocks while trying to balance outgoing edges and all outgoing edges of a node are assigned to the same block as the node, like in Gemini [50].
- Incoming Edge-Cut (IE): Nodes of a directed graph are partitioned into contiguous blocks while balancing incoming edges and all incoming edges are assigned to the same block.
- Undirected Edge-Cut (IE): Nodes of a symmetric, directed graph are partitioned into contiguous blocks while trying to balance outgoing edges and all outgoing edges are assigned to the same block.

EC involves no communication during graph partitioning since each process reads its portion of the graph directly from the file. All Vertex-Cut policies use some EC\(^3\) for further partitioning the edges of some vertices, which are communicated to the respective hosts. Table 3 shows the initial Edge-Cut policy used by the different partitioning policies for each benchmark and input. HVC as described in Section 2.3 is used for graphs with skewed in-degree (e.g., wdc12 and clueweb12). For graphs with skewed out-degree (e.g., kron30), if \((n_1 \rightarrow n_2)\) is an edge and \(n_1\) has low out-degree (based on some threshold), the edge is assigned to the host that owns \(n_1\); otherwise, it is assigned to the node that owns \(n_2\). BVC, JVC, and CVC are as described in Section 2.2.

### 4.2 Partitioning time

Although the time to partition the graphs is an overhead in distributed-memory graph analytics systems, shared-memory systems also take time to load the graph from disk and construct it in memory. For example, Galois [35] and other shared-memory systems like Ligra [39] take roughly 2 minutes to load and construct rmat28 (35GB), which is relatively small compared to the graphs used in this study. This time should be used as a point of reference when considering the graph partitioning times shown in Table 4 for different partitioning policies and inputs on 256 hosts. XEC excludes time to write partitions from XtraPulp to disk, load it in D-Galois, and construct the graph. All other policies include graph loading and construction time. Note that some partitioning policies run out-of-memory (OOM). EC is a lower bound for partitioning as each

---

**Table 4: Graph partitioning time (includes time to load and construct graph) and static load balance of edges assigned to hosts on 256 KNL hosts**

<table>
<thead>
<tr>
<th></th>
<th>XEC</th>
<th>bfs</th>
<th>sssp</th>
<th>bc</th>
<th>pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>kron30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td>304</td>
<td>448</td>
<td>312</td>
<td>1.05</td>
<td>1.08</td>
</tr>
<tr>
<td>HVC</td>
<td>102</td>
<td>130</td>
<td>101</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>BVC</td>
<td>345</td>
<td>379</td>
<td>365</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>JVC</td>
<td>1006</td>
<td>1006</td>
<td>1016</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CVC</td>
<td>261</td>
<td>288</td>
<td>241</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>XEC</th>
<th></th>
<th></th>
<th>bfs</th>
<th>sssp</th>
<th>bc</th>
<th>pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>clueweb12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEC</td>
<td>381</td>
<td>647</td>
<td>373</td>
<td>3.18</td>
<td>8.93</td>
<td>14.69</td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td>27</td>
<td>152</td>
<td>38</td>
<td>1.00</td>
<td>1.11</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>HVC</td>
<td>308</td>
<td>374</td>
<td>308</td>
<td>3.39</td>
<td>1.64</td>
<td>3.39</td>
<td></td>
</tr>
<tr>
<td>BVC</td>
<td>1179</td>
<td>12907</td>
<td>12843</td>
<td>20.24</td>
<td>20.24</td>
<td>20.24</td>
<td></td>
</tr>
<tr>
<td>JVC</td>
<td>1904</td>
<td>1924</td>
<td>1960</td>
<td>1.82</td>
<td>1.53</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>CVC</td>
<td>573</td>
<td>1239</td>
<td>1119</td>
<td>9.16</td>
<td>2.03</td>
<td>3.26</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>XEC</th>
<th>bfs</th>
<th>sssp</th>
<th>bc</th>
<th>pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>wdc12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEC</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>EC</td>
<td>109</td>
<td>251</td>
<td>236</td>
<td>1.18</td>
<td>1.13</td>
</tr>
<tr>
<td>HVC</td>
<td>3080</td>
<td>2952</td>
<td>3068</td>
<td>15.44</td>
<td>OOM</td>
</tr>
<tr>
<td>BVC</td>
<td>8309</td>
<td>OOM</td>
<td>OOM</td>
<td>1.09</td>
<td>1.05</td>
</tr>
<tr>
<td>JVC</td>
<td>5263</td>
<td>6570</td>
<td>8890</td>
<td>1.09</td>
<td>1.05</td>
</tr>
<tr>
<td>CVC</td>
<td>2487</td>
<td>4276</td>
<td>3221</td>
<td>1.79</td>
<td>1.17</td>
</tr>
</tbody>
</table>

**Table 5: Dynamic load balance: maximum-by-mean computation time on 256 KNL hosts**

<table>
<thead>
<tr>
<th></th>
<th>XEC</th>
<th>bfs</th>
<th>sssp</th>
<th>bc</th>
<th>pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>kron30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEC</td>
<td>3.4</td>
<td>4.7</td>
<td>3.94</td>
<td>1.75</td>
<td>1.66</td>
</tr>
<tr>
<td>EC</td>
<td>1.06</td>
<td>1.64</td>
<td>3.60</td>
<td>1.71</td>
<td>1.63</td>
</tr>
<tr>
<td>HVC</td>
<td>1.09</td>
<td>1.70</td>
<td>1.37</td>
<td>1.61</td>
<td>1.57</td>
</tr>
<tr>
<td>BVC</td>
<td>1.16</td>
<td>1.54</td>
<td>1.55</td>
<td>1.19</td>
<td>1.48</td>
</tr>
<tr>
<td>JVC</td>
<td>1.17</td>
<td>1.50</td>
<td>1.55</td>
<td>1.17</td>
<td>1.43</td>
</tr>
<tr>
<td>CVC</td>
<td>1.19</td>
<td>1.45</td>
<td>1.50</td>
<td>1.16</td>
<td>1.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>XEC</th>
<th>bfs</th>
<th>sssp</th>
<th>bc</th>
<th>pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>clueweb12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEC</td>
<td>2.96</td>
<td>2.09</td>
<td>11.81</td>
<td>27.80</td>
<td>2.14</td>
</tr>
<tr>
<td>EC</td>
<td>33.19</td>
<td>2.17</td>
<td>28.76</td>
<td>4.12</td>
<td>2.08</td>
</tr>
<tr>
<td>HVC</td>
<td>8.86</td>
<td>2.12</td>
<td>3.03</td>
<td>7.93</td>
<td>2.26</td>
</tr>
<tr>
<td>BVC</td>
<td>5.04</td>
<td>2.39</td>
<td>19.50</td>
<td>32.46</td>
<td>4.09</td>
</tr>
<tr>
<td>JVC</td>
<td>21.17</td>
<td>2.13</td>
<td>5.69</td>
<td>3.23</td>
<td>2.08</td>
</tr>
<tr>
<td>CVC</td>
<td>7.71</td>
<td>2.20</td>
<td>5.42</td>
<td>6.73</td>
<td>2.65</td>
</tr>
</tbody>
</table>

**Table 5: Dynamic load balance: maximum-by-mean computation time on 256 KNL hosts**

host loads its partition of the graph directly from disk in parallel. Vertex-Cut policies are slower than Edge-Cut policies because they involve communication and more analysis on top of EC.

Comparing partitioning time for different partitioning strategies is not the focus of this work. In particular, graphs can be partitioned once and different applications can run using these partitions. The main takeaway for partitioning time is that it can finish within a few minutes. CVC partitioning time is better than or similar to that of XEC. CVC takes around 5 minutes, 10 minutes, and 40 minutes for directed kron30, clueweb12, and wdc12, respectively.

### 4.3 Load balance

We first compare the quality of the resulting partitions. The number of edges assigned to a host represents the static load of that host. Table 4 also shows the maximum to mean ratio of edges assigned to hosts. We see that static load balance not only varies for different partitioning policies but also with the input graph. For both directed
and undirected graphs, kron30 is very well balanced for all partitioning policies. For clueweb12 and wdc12, EC is well balanced while the rest are not.

Dynamic load may be quite different from static load, especially for data-driven algorithms in which computation changes over rounds. To measure the dynamic load balance, we measure the computation time of each round on each host and calculate the maximum across hosts. Summing up over rounds, we get the maximum computation time respectively. Table 5 shows the maximum and mean computation time across hosts. Summing up over rounds, we get the maximum and mean computation time of each round on each host and calculate the maximum computation time for all policies, benchmarks, and inputs on 256 hosts. Note that bc, bfs, and sssp use the same graphs, kron30 is very well balanced for all partitionings, it is not dynamically load balanced. Moreover, the load balance depends on the dynamic nature of the algorithm. Even though bc and bfs use the same graph, their dynamic load balance is different. CVC on clueweb12 is well-balanced for bfs, but highly imbalanced for bc. The policy significantly impacts dynamic load balance, but this need not directly correlate with their static load balance. For example, for bfs and sssp, although CVC on clueweb12 is statically severely imbalanced while EC is not, both EC and CVC are fairly well balanced at runtime. This demonstrates that dynamic load balance is difficult to achieve since it depends on the interplay between policy, algorithm, and graph.

### 4.4 Execution time

Table 6 shows the execution time of D-Galois with EC and CVC on 8 and 256 Skylake hosts for kron30 and clueweb12. Even on these Skylake hosts, the best performing policy depends on the application, the input, and the number of hosts (scale). Although there is no clear winner for all cases, CVC performs the best on 256 hosts for almost all applications and inputs.

Table 7 shows the execution time of D-Galois with EC and CVC on 256 Skylake hosts for kron30 and clueweb12. Even on these Skylake hosts, the best performing policy depends on the application, the input, and the number of hosts, without any clear winner. Nonetheless, similar to KNL hosts, CVC performs the best on 256 hosts for almost all applications and inputs. This suggests that the relative merits of the partitioning policies are not specific to the CPU architecture.

### 4.5 Strong scaling

We measure the time for computation of each round or iteration on each host and take the maximum across hosts. Summing up over iterations, we get the computation time. Figure 5 shows the strong scaling of execution time (left) and computation time (right) for all benchmarks and policies for kron30 and clueweb12 (most partitioning policies run out of memory for wdc12 on less than 256 hosts). Some general trends are apparent. At small scale on 32 hosts, EC performs fairly well for almost all the benchmarks and is comparable to the best, but as we go to higher number of hosts, EC, XEC, and HVC do not scale. On the other hand, all 2D partitioning policies scale relatively better for almost all benchmarks and inputs. Among them, JVC scales better than CVC, and CVC scales better than JVC. In most cases, CVC has the best performance at scale and scales best.

CVC does not scale well for bfs and sssp on clueweb12 due to
Figure 5: Execution time (left) and compute time (right) of D-Galois with different partitioning policies on KNL hosts.

Figure 6: Replication factor (left) and communication volume (right) of D-Galois with different partitioning policies on KNL hosts.


4.6 Communication analysis

The total communication volume is the sum of the number of bytes sent from one host to another during execution. Table 8 shows the replication factor and total communication volume for wdc12 on 250 hosts (XEC and BVC run out of memory). Figure 6 shows how the replication factor (left) and the total communication volume (right) scale as we increase the number of hosts for kron30 and clueweb12. The replication factor increases with the number of hosts for all partitioning policies as expected. Similarly, the total communication volume increases with the number of hosts as more data needs to be exchanged to synchronize those proxy nodes across hosts. However, the difference in replication factor across policies can vary that of communication volume. This is most evident for kron30: although EC has a much higher replication factor than the other policies, the communication volume of EC is close to that of others. This demonstrates that replication factor need not be the sole determinant for the communication volume.

For kron30, EC corresponds to IEC, so there are no updates sent from mirrors to masters; only masters send updates to mirrors. Vertex-Cut policies like HVC and CVC, however, send from mirrors to masters and then from masters to mirrors. Thus, if EC has roughly twice the replication factor of HVC, EC would still communicate the same volume as HVC. This can be analyzed using our analytical model in Section 3.2. We estimate the communication volume for EC, HVC, and CVC using Equations 2, 4, and 5, respectively. The values to use for the replication factor \( r \) and the size of the data \( b \) are straightforward to determine. We assume that if a node is updated, all its mirrors are updated, so we use a value of 1 for \( f \). These equations estimate the volume for a given round or iteration. To get the total communication volume, we can sum over all rounds. We instead replace the number of updates \( u \) in a round with the total number of updates performed on the graph across all the rounds to estimate the total communication volume.

Table 9 presents the estimated communication volume of different applications and policies for kron30 along with the replication factor and the observed communication volume. The estimated volume can be more than the observed volume because we assume \( f = 1 \), which is an over-approximation. The observed volume can be higher than the estimated volume as the estimation does not account for the metadata like node IDs communicated along with node values or updates, which is an under-approximation. Such approximations are fine because the relative ordering of the communication

$$\text{Table 9: Communication volume estimated by the model vs. observed communication volume on 128 KNL hosts for kron30}$$

<table>
<thead>
<tr>
<th></th>
<th>IEC</th>
<th>HVC</th>
<th>CVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>bfs</td>
<td>5.53</td>
<td>3.58</td>
<td>3.81</td>
</tr>
<tr>
<td>Estimated Volume(GB)</td>
<td>15.63</td>
<td>19.73</td>
<td>2.82</td>
</tr>
<tr>
<td>Observed Volume(GB)</td>
<td>19.26</td>
<td>20.29</td>
<td>11.69</td>
</tr>
<tr>
<td>cc</td>
<td>7.89</td>
<td>5.07</td>
<td>4.84</td>
</tr>
<tr>
<td>Estimated Volume(GB)</td>
<td>30.07</td>
<td>71.02</td>
<td>20.44</td>
</tr>
<tr>
<td>Observed Volume(GB)</td>
<td>44.51</td>
<td>50.40</td>
<td>26.08</td>
</tr>
<tr>
<td>pr</td>
<td>5.53</td>
<td>3.58</td>
<td>3.81</td>
</tr>
<tr>
<td>Estimated Volume(GB)</td>
<td>1153.56</td>
<td>1243</td>
<td>932.06</td>
</tr>
<tr>
<td>Observed Volume(GB)</td>
<td>1797.30</td>
<td>1867.06</td>
<td>1715.68</td>
</tr>
<tr>
<td>sssp</td>
<td>5.53</td>
<td>3.58</td>
<td>3.81</td>
</tr>
<tr>
<td>Estimated Volume(GB)</td>
<td>36.97</td>
<td>40.60</td>
<td>6.99</td>
</tr>
<tr>
<td>Observed Volume(GB)</td>
<td>44.63</td>
<td>35.55</td>
<td>27.64</td>
</tr>
</tbody>
</table>

Figure 7: Breakdown of execution time on 256 hosts: kron30 (left) and clueweb12 (right)

Figure 8: Breakdown of execution time on 256 hosts: wdc12 (XEC and BVC run out-of-memory)

Figure 9: Breakdown of execution time on 256 hosts: pr (XEC and BVC run out of memory)
5. CHOOSING A PARTITIONING STRATEGY

Based on the results presented in Section 4, we present a decision tree (Figure 9) to help users choose the most suitable partitioning strategy based on the following parameters:

1. Whether the input is partitioned offline: The time it takes to partition and load the graph (online) depends on the complexity of the partitioning strategy. EC takes least amount of time, whereas strategies like XEC [40] and CVC [6] take more time as they involve analysis and communication during partitioning. It makes sense to use complex partitioning strategies if the benefits gained from them outweigh the time spent in partitioning. D-Galois also supports direct loading of offline partitioned graph, in which case partitioning time is not a factor as the partitioned graph is on disk.

2. Whether the execution time is estimated to be long or short: The amount of time spent in execution of the application plays a vital role in determining if it makes sense to invest time in a good partitioning strategy. Spending more time in partitioning makes more sense for long-running applications as they involve more rounds of communication which can benefit from a well-chosen partitioning strategy. The user can easily identify whether the application is expected to run for a long time (e.g., by using algorithm complexity). Applications such as bc tend to be more complex as they have multiple phases within each round of computation and they involve floating-point operations; therefore, they are expected to have longer execution times. On the other hand, applications like bfs are relatively less complex and can be classified as short-running applications.

3. Cluster size: Our results show that the performance of different partitioning strategies also depend on the number of hosts. For short-running applications, if the graph is not already partitioned, we recommend using simple EC. Additionally, if the graph is already partitioned and the number of hosts is less than 32, simple EC should also suffice. For long-running applications, the decision to use EC

Table 9: % difference in execution time (excluding partitioning time) on KNL hosts between the partitioning strategy chosen by the decision tree and the optimal one (wdc12 is omitted because chosen one is always optimal; 0% means that chosen one is optimal)

<table>
<thead>
<tr>
<th></th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kron30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>44.74%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>bfs</td>
<td>13.33%</td>
<td>13.68%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>cc</td>
<td>12.5%</td>
<td>26.63%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>pr</td>
<td>9.31%</td>
<td>36.38%</td>
<td>30.63%</td>
<td>20.99%</td>
</tr>
<tr>
<td>sssp</td>
<td>21.31%</td>
<td>23.26%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clueweb12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>68.98%</td>
<td>60.59%</td>
<td>21.32%</td>
<td>0%</td>
</tr>
<tr>
<td>bfs</td>
<td>0%</td>
<td>37.24%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>cc</td>
<td>55.62%</td>
<td>52.16%</td>
<td>51.35%</td>
<td>0%</td>
</tr>
<tr>
<td>pr</td>
<td>11.89%</td>
<td>18.69%</td>
<td>26.09%</td>
<td>3.62%</td>
</tr>
<tr>
<td>sssp</td>
<td>0%</td>
<td>43.83%</td>
<td>17.33%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 10: % difference in execution time (excluding partitioning time) on Skylake hosts between the partitioning strategy chosen by the decision tree and the optimal one

<table>
<thead>
<tr>
<th></th>
<th>8</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kron30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>21.79%</td>
<td>0%</td>
</tr>
<tr>
<td>bfs</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>cc</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>pr</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>sssp</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clueweb12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>bfs</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>cc</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>pr</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>sssp</td>
<td>0%</td>
<td>11.34%</td>
</tr>
</tbody>
</table>

Figure 9: Decision tree to choose a partitioning policy

- Estimated Execution Time T = Long/Short
- Offline Partitioned Input? PI = Yes/No
- Cluster Size CS = #Hosts

Table 11: % difference in execution time (excluding partitioning time) on Skyake hosts between the partitioning strategy chosen by the decision tree and the optimal one
or CVC primarily depends on the cluster size. If the number of machines is more than 32, it makes sense to invest partitioning time in CVC. Otherwise, EC is recommended.

Choosing the best partitioning strategy is a difficult problem as it depends on several factors such as properties of input graphs, applications, number of hosts (scale), etc. Therefore, the decision tree may not always suggest or choose the best partitioning strategy. Tables 10 and 11 illustrate this point by showing the percentage difference in the application execution time between the chosen partitioning strategy and the best-performing or optimal strategy at different number of hosts assuming the input graphs used are already partitioned (i.e., graph construction time for all strategies are same). A value of zero means that the chosen partitioning strategy performs the best. In many cases, the chosen strategy performs best, particularly at 128 and 256 hosts. For kron30, this difference in most of the cases is under 20%. For clueweb12, the difference is slightly higher, especially for bc at 32 hosts, for which XEC performs best rather than simple EC (XEC uses a community detection technique for partitioning which provides compute locality for the compute-heavy bc algorithm). Nonetheless, the decision tree chooses a partitioning strategy that performs well in most cases.

6. RELATED WORK

Several distributed-memory graph processing frameworks have been published in the past few years [8, 11, 12, 16–20, 24, 27, 31, 34, 45–48, 50]. These systems use graph partitioning to scale out computations on graphs or sparse matrices that do not fit in the memory of a single node. In the graph analytics literature, partitioning strategies are classified into Edge-Cuts [3, 21–23, 40, 41, 49, 50] and Vertex-Cuts [7, 11, 17, 25, 28, 36, 38, 43]. In the matrix literature, they are classified into 1D and 2D partitionings [6, 10]. 1D partitionings are equivalent to the class of Edge-Cuts, whereas 2D partitionings are strictly a sub-class of Vertex-Cuts as they are more restricted.

1D partitionings or Edge-Cuts: METIS [3, 22] and XtraPulp [40] partition the graph based on connected components. XtraPulp has been shown to partition large graphs in a few minutes, but they do not compare against general Vertex-Cuts. Streaming Edge-Cut policies [41, 50] partition the graph in a pass or two over the edges. This paper evaluates XtraPulp and edge-balanced Edge-Cuts to represent non-streaming and streaming Edge-Cuts, respectively.

2D partitionings: 2D partitionings have been studied in both dense matrix and sparse matrix communities [26]. CheckerBoard 2D partitioning (BVC) [10] is used in CombBLAS, a sparse matrix library. Jagged-like partitioning (JVC) [10] and Cartesian Vertex-Cut (CVC) [6] have been evaluated for generalized sparse matrix vector computation. However, these strategies have never been evaluated on work-efficient data-driven graph algorithms, and there are no comparisons with other policies like Hybrid Vertex-Cut [11].

Vertex-Cuts that are neither 1D nor 2D partitionings: PowerGraph [17] is the first graph analytical system to develop a streaming Vertex-Cut partitioning heuristic targeting power-law graphs. PowerLyra [11] proposed a streaming Vertex-Cut heuristic called Hybrid Vertex-Cut (HVC) that handles high-degree nodes differently from low-degree nodes. Bourse et al. [7] analyze balanced Vertex-Cut partitions theoretically and propose a least incremental cost (LIC) heuristic with approximation guarantees. Petroni et al. [36] proposed High-Degree (are) Replicated First (HDRF), a novel streaming Vertex-Cut graph partitioning algorithm that exploits skewed degree distributions by explicitly taking into account vertex degree in the placement decision. These papers do not compare their approaches to 2D block partitionings.

Studies of partitioning policies: There are several studies [2, 15, 28, 44] that have compared the impact of partitioning strategies on application execution time. Yun et al [15] compares various distributed graph analytics systems on different design aspects including graph distribution policies and concludes that the Vertex-Cut partitioning strategy always outperforms the Edge-Cut on vertex (neighbor-based) programs, which is not the case as shown by this paper. LeBeane et al. [28] studies the impact of relative computational throughput of hosts in heterogeneous setting on various partitioning strategies for graph analytics workloads using PowerGraph. Verma et al. [44] evaluates different partitioning strategies provided by distributed graph analytics systems, namely, PowerGraph, GraphX, and PowerLyra, and it suggests the best partitioning strategy for each system among the strategies provided by that system. These studies were done at a very small scale of 10-25 hosts. Verma et al. [44] also compares various partitioning strategies on PowerLyra. However, PowerLyra does not optimize communication for the non-native partitioning strategies adopted from other systems. In a recent study, Abbas et al. [2] compares various streaming partitioning policies using a distributed runtime based on Apache Flink [9] and concludes that low-cut algorithms (with low replication factor) perform better for communication-intensive applications. However, the study was done on a small 17 host cluster and the largest graph considered was Friendster, which easily fits in the memory of a single host in the cluster used in our study.

To the best of our knowledge, no previous study performs a quantitative comparison of partitioning strategies, with communication optimized for each partitioning strategy, at scale for work-efficient graph analytics applications. In this paper, we used D-Galois, an efficient distributed-memory graph partitioning system based on Gluon runtime [14] that optimizes communication specifically for each partitioning strategy, on 256 KNL hosts with a total of 69K threads. However our study and observations are not limited to D-Galois, and they should generalize to other systems that optimize communication based on the partitioning strategy.

7. CONCLUSIONS

This paper presented a detailed performance study of graph partitioning strategies, including Edge-Cuts, 2D block partitioning strategies, and general Vertex-Cuts, using state-of-the-art, work-efficient graph analytics algorithms on a large-scale cluster with 256 hosts and roughly 69K threads. The experiments used the D-Galois system, a distributed-memory version of the Galois system [35] based on the Gluon runtime [14], which implements partitioning-specific communication optimizations. A key lesson for designers of high-performance graph analytics systems from our study is that these systems must support optimized communication for different partitioning strategies like the Gluon runtime. Our results clearly show that the best-performing or optimal partitioning strategy depends on the application, the input, and the number of hosts or scale. We presented a simple decision tree that helps the user to choose a partitioning strategy for a particular combination of these. We showed that the partitioning strategy thus chosen performs well in most cases.

Our results show that although Edge-Cuts perform well on small-scale clusters, a 2D partitioning strategy called Cartesian Vertex-Cut [6] performs significantly better on large clusters even though it has a higher replication factor and a higher communication volume than other partitioning strategies. The main reason is that CVC requires fewer pairs of processors to communicate, permitting CVC to communicate larger volumes of data with less overhead. Another important lesson for designers of efficient graph partitioning policies from our study is that replication factor and the number of edges/vertices split between partitions are not adequate proxies for communication overhead during application execution.
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