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Abstract—We present an elegant protocol for reliably transmitting data messages from a sender to a receiver over a high-speed network that may reorder, lose, or corrupt messages. The protocol is based on a new principle that calls for the periodic exchange of state information between the sender and receiver. (In traditional protocols, state information is exchanged only when significant events occur.) Our formal definition of the protocol is abstract and does not include explicit timing information such as the rate of sending state information. The abstract definition makes our formal verification of the protocol simple and based solely on well-established concepts: invariants, well-foundedness, and action fairness. We use the formal definition of the protocol and its proof of correctness to deduce the required timing information. In particular, we show that the rate of sending state information is at most \((m - 1)/2T\) where \(m\) is a measure of the memory size in the sender, and \(T\) is an upper bound on the required time for one message to be sent, propagated, and received between the sender and receiver.

I. INTRODUCTION

A NOVEL principle for making transport protocols “lightweight” was developed recently by Netravali, Roome, and Sabnani. In traditional transport protocols, changes in the state are exchanged between the communicating entities when and only when a significant event, such as the delivery of an incorrect message, occurs. By way of contrast, the new principle calls for frequent and periodic exchange of state information between the communicating entities. This periodic exchange of state information reduces the number and complexity of recovery procedures to be invoked when state or control messages are lost or received incorrectly. We have previously described some protocols based on this principle in [1] and [2], discussed their implementation in [2], and reported their performance analysis in [3] and [4]. These results have already affected new proposals for protocol standards, see, for instance, [5].

Applying the principle of periodic state exchange causes a large number of (state) messages to be generated in the network. Therefore, this principle is better suited for a high-speed network that usually has untapped throughput. In effect, this principle tends to convert the untapped throughput of the network into utilized throughput and lowered response time.

Paper approved by S. Aggarwal, the Editor for Communication Software of the IEEE Communications Society. Manuscript received Apr. 16, 1992; revised August 11, 1993. M. G. Gouda was supported in part by a grant from the Texas Advanced Technology Program 1992–1994.

M. G. Gouda is with the Department of Computer Sciences, University of Texas at Austin, Austin, TX 78712 USA.
A. N. Netravali is with AT&T Bell Laboratories, Murray Hill, NJ 07974 USA.
K. Sabnani is with AT&T Bell Laboratories, Holmdel, NJ 07733 USA. IEEE Log Number 9413163.

In this paper, we present an elegant protocol that uses the principle of periodic state exchange for reliably transmitting data messages from a sender to a receiver over a network that can reorder, lose, or corrupt transmitted messages. We also give a formal proof for the correctness of the protocol. Our objective of this exercise is twofold. First, we want to provide more evidence of the effectiveness of periodic state exchange as a basis for designing lightweight protocols in high-speed networks. Second, we want to give a detailed and logical explanation, through the correctness proof, on how this principle works.

The basic idea of our protocol is simple. The receiver has a circular buffer where received data messages are stored until they are removed by the host of the receiver. Periodically, the receiver sends the current state of the circular buffer to the sender. The periodic state messages serve two purposes. First, they inform the sender of whether previously sent data messages have been received by the receiver and stored in the circular buffer, or have been lost and need to be resent. Second, the periodic state messages inform the sender of the available space in the circular buffer where the sender can send new data messages.

The apparent simplicity of this protocol is somewhat deceiving. A straightforward definition of the protocol would include a real-time clock in the receiver to regulate the rate at which periodic state messages are sent by the receiver. The protocol definition would, then, include estimates for the needed times, as measured on the real-time clock, to execute different actions in the protocol, such as sending or receiving a message, or updating the contents of the circular buffer. All these details would complicate the formal definition of the protocol, and, even worse, complicate its formal verification.

To avoid this complexity, we resort to abstraction in our formal definition of the protocol. Instead of introducing a real-time clock to the protocol definition, we use an abstract timeout action for sending the state of the circular buffer. This action is abstract because its execution is not triggered by the advance of real time (as it should be implemented), but by the occurrence of a certain global condition. The use of an abstract timeout action instead of a real-time clock makes both the protocol definition and its correctness proof tractable and simple. Later (in Section V), we discuss how to use a real-time clock to detect the occurrence of the global condition in the timeout action.

Notice that many protocols in high-speed networks are based on rate control and the utilization of real-time clocks, see for instance, [6] and [7]. In that respect, these protocols
resemble the protocol that we describe in this paper. Thus, the abstraction that we use in specifying the real-time clock of our protocol can be also used in specifying the real-time clocks of other protocols in high-speed networks.

The rest of the paper is organized as follows. A detailed, yet informal, description of the protocol is given in Section II. Then, a formal definition of the protocol is presented in Section III. In Section IV, we give a correctness proof establishing the safety, progress, and fault-tolerance properties of the protocol. Then in Section V, we discuss a number of issues related to implementation of the protocol from its formal definition. Concluding remarks are given in Section VI.

II. DESCRIPTION OF THE PROTOCOL

The protocol that we consider in this paper consists of two processes called receiver and sender. The receiver process \( R \) has a circular buffer where it stores the data messages that it has received from the sender process \( S \) until the messages are removed by the host of the receiver.

Periodically, the receiver \( R \) sends the current state of its circular buffer to the sender \( S \). On receiving a state message, \( S \) can decide which data messages have been lost during transmission, and so need to be retransmitted. It can also decide how many new data messages it can send to \( R \). The state of the circular buffer consists of three components:

\[
(\text{recv}, pr, pt)
\]

where \( \text{recv} \) is a boolean map of the circular buffer, and \( pr \) and \( pt \) are two pointers that always point to different locations of the circular buffer. These two pointers divide the circular buffer into two nonempty regions: A “can-receive region” from \( pr \) to just before \( pt \) and a “cannot-receive region” from \( pt \) to just before \( pr \). \( S \) can send and \( R \) can receive data messages in the first region, but they cannot do so in the second region where old messages still reside waiting to be removed by the host of the receiver.

Because \( pr \) and \( pt \) always point to different locations of the circular buffer, at least a third location is needed in order that one of these pointers can be incremented (in a circular fashion) without becoming equal to the other pointer. Thus, the number \( n \) of locations in the circular buffer is at least three, i.e., \( n \geq 3 \).

Sent data messages can be reordered, i.e., received by the receiver in an order different from the one in which they were sent by the sender. To counter this problem, each sent message is given a sequence number in the range \( 0 \cdots n-1 \) to indicate the location in the circular buffer where the message is to be stored after it is received. Hence, even if data messages are received out of order, they still end up in the circular buffer in the same order in which they were sent.

When the sender \( S \) receives a state message that describes the state of the circular buffer, it can decide which data messages have been lost during earlier transmissions and so need to be retransmitted. The rule for making this decision is simple. \( S \) keeps a variable \( k \) for each data \( k \) message it sends. This variable counts the number of state messages that \( S \) has received after sending data \( k \), and from which \( S \) has concluded that data \( k \) has not been received by the receiver. When \( k \) equals a certain value \( m \), then \( S \) concludes correctly that the sent data \( k \) message has been lost, and so resends it and resets \( k \) to 0.

Problems may arise if \( n \) or more state messages can be present in the channel from \( P \) to \( Q \) at the same instant. Consider the following scenario. Process \( Q \) sends a new data \( k \) message and makes count \( k \) equal to 0 at an instant when there are \( m \) state messages in the channel from \( P \) to \( Q \). Shortly, \( Q \) receives all the state messages that were in the channel prior to sending data \( k \), and so detects in each of them that \( P \) has not yet received data \( k \). This causes count \( k \) to reach the value \( m \) and \( Q \) to reach the wrong conclusion that the sent data \( k \) message has been lost and should be resent. To avoid such a scenario, the rate of sending state messages from \( P \) to \( Q \) should ensure that at any instant at most \( m-1 \) state messages can be in the channel from \( P \) to \( Q \). Therefore, \( m \geq 2 \).

Problems may arise if state messages are reordered (i.e., received in an order different from the one in which they were sent). Consider the following scenario. The sender \( S \) sends a data \( k \) message to the receiver which receives it correctly and acknowledges its reception in two successive state messages. Process \( Q \) receives the first state message and resends new state messages without receiving the second state message. This second message can still be received later, after \( Q \) receives any number of future state messages (because message reordering is allowed). Because the sequence numbers of data messages are bounded, process \( Q \) eventually returns to sequence number \( k \) and sends a new data \( k \) message. Suppose that this new data \( k \) message is lost, but \( Q \) receives the old state message that acknowledges the reception of a data \( k \) message by the receiver. In this case, \( Q \) decides not to resend the lost data \( k \) message, causing a permanent loss. Even if state messages are assigned bounded sequence numbers, a similar scenario can still lead to a permanent message loss.

In order to counter the effects of state message reorder, state messages are tagged with unbounded, monotonically increasing sequence numbers. Process \( Q \) keeps track of the highest sequence number \( q_k \) that it has received in a state message. When \( Q \) receives a state message, it compares its sequence number with \( q_k \). If the sequence number is higher than \( q_k \), the message is processed as usual. Otherwise, it is discarded.

So far, we have argued that some problems may arise during protocol execution if \( n < 3 \), \( m < 2 \), or more than \( m - 1 \) state messages are in the channel from \( P \) to \( Q \); or if data messages have no sequence numbers, or if state messages have bounded sequence numbers. This reasoning has necessitated for us to make the following design decisions.

1) \( n \geq 3 \).
2) \( m \geq 2 \).
3) At most \( (m-1) \) state messages are ever in the channel from \( P \) to \( Q \).
4) Data message have sequence numbers in the range \( 0 \cdots n-1 \).
5) State messages have unbounded sequence numbers.

These design decisions only guarantee that the problems we have identified in our discussion will not arise during protocol
execution. They do not guarantee that other potential problems will not arise during the execution. To ensure that the protocol is problem-free, we have only one choice: formally verify that the protocol is correct. However, we cannot formally verify an informal description of the protocol like the one given above; only formal protocol definitions can be formally verified. Therefore, we formally define the protocol in Section III, then formally verify it in Section IV.

A. Notation

We adopt the following notation in our formal definition of the protocol in the next section.

\[ +_n \text{ and } -_n \]

denote respectively addition and subtraction modulo \( n \).

\[ \text{bet}(x, y, z) \]

is a predicate over three variables \( x, y, \) and \( z \) whose values range over \( 0 \cdots n - 1 \). This predicate is true iff

\[ (x \neq z) \land (y = x \lor y = x + _n 1 \lor y = x + _n 2 \lor \cdots \lor y = z - _n 1). \]

III. Formal Definition of the Protocol

As mentioned earlier, the protocol consists of two processes: process \( P \) for the receiver and process \( Q \) for the sender. Each process is defined by a set of local variables and a set of actions.

\[ \text{process } \langle \text{process name} \rangle \]

\[ \text{var } \langle \text{Pascal-like declarations of local variable} \rangle \]

\[ \text{begin } \langle \text{action} \rangle \]

\[ \cdots \]

\[ \langle \text{label} \rangle : \langle \text{guard} \rangle \rightarrow \langle \text{statement} \rangle \]

An action in process \( P \) (or \( Q \)) is enabled for execution at a protocol state \( s \) if the guard of the action is a boolean expression that evaluates to true at \( s \), or if the guard is a receive statement \( \text{rcv } g \), and \( g \) is the head message in the message sequence in the channel from \( Q \) to \( P \) (or from \( P \) to \( Q \), respectively) at state \( s \).

Execution of an enabled action in process \( P \) (or \( Q \)) depends on whether the guard of the action is a boolean expression or a receive statement. If the guard is a boolean expression, the action is executed by executing the statement of the action. If the guard is a receive statement, the action is executed by first receiving the head message from the message sequence in the channel from \( Q \) to \( P \) (or from \( P \) to \( Q \), respectively), then executing the statement of the action.

A protocol computation is a maximal sequence of the form:

\[ \text{State}_0; \text{action}_0; \text{state}_1; \text{action}_1; \text{state}_2; \cdots \]

where each state\( i \) is a protocol state, and each action\( i \) is an action in \( P \) or \( Q \) that is enabled for execution at state\( i \). Moreover, executing action\( i \) starting at state\( i \) yields state\( (i + 1) \). The maximality of the sequence means that the sequence is infinite, or it is finite but no action is enabled for execution at its last state.

Next, we present the receiver process in Section III-A, and the sender process in Section III-B. Then, we discuss the timeout action in the receiver in Section III-C.

A. Receiver

The receiver \( P \) has the following local variables.

\[ \text{var } \text{rcvd} : \text{array}[0 \cdots n - 1] \text{ of boolean} \{ \{ n \geq 3 \} \}
\]

\[ \text{pr, pt, t} : 0 \cdots n - 1 \]

\[ \text{pk} : \text{integer} \]
Array $rccd$ is used to record the current state of the circular buffer in $P$. Variables $pr$ and $pt$ are two pointers of array $rccd$. They can be interpreted as follows:

- $pr$ is the sequence number of the next data message to be received.
- $pt$ is the sequence number of the next data message that cannot be received. (There is an old data message in that position waiting to be removed by the host of $P$.)

Thus, $pr$ and $pt$ are never equal, and they divide the elements of array $rccd$ into two nonempty regions: can-receive region and cannot-receive region.

The can-receive region consists of those elements of array $rccd$ whose indices are in the set \{\(pr, pr + n, \ldots, pt - n + 1\)\}. This region corresponds to the positions in the circular buffer where newly received data messages can be stored. The cannot-receive region consists of those elements of array $rccd$ whose indexes are in the set \{\(pt, pt + n, \ldots, pr - n + 1\)\}. This region corresponds to those positions in the circular buffer that are still occupied by old data messages, i.e., by data messages that have been received earlier but have not yet been removed by the host of process $P$. Thus the value of an element of array $rccd$ is as follows:

$$rccd[k] = \begin{cases} 
\text{true} & \text{if bet} (pr, k, pt) \text{ and data} (k) \text{ has been received} \\
\text{false} & \text{if bet} (pr, k, pt) \text{ and data} (k) \text{ has not been received, or bet} (pt, k, pr) 
\end{cases}$$

Variable $pk$ stores the sequence number of the last state message sent by $P$.

Process $P$ has four actions: one action to send a state message, one action to receive a data message, an action to increment $pr$, and one action to increment $pt$. The four actions are described in detail next.

In the first action, process $P$ sends a state message to $Q$. Each state message contains the current state of the circular buffer as defined by array $rccd$ and the two variables $pr$ and $pt$. Each state message also contains a unique sequence number $pk$.

1: \text{timeout} \rightarrow pk := pk + 1; \text{send} st(rccd, pr, pt, pk).

We delay our discussion of the timeout predicate to Section III-C.

In the second action, process $P$ receives one data message from $Q$ and updates the array element $rccd[i]$ to true.

2: \text{recv data} (i) \rightarrow rccd[i] := \text{true}.

In our earlier discussion, we have stated that $rccd[i]$ implies $\text{bet} (pr, i, pt)$. Thus, in order for action 2 to be consistent with that statement, we need to show that at each reachable state of the protocol, each data message from $Q$ to $P$ satisfies $\text{bet} (pr, i, pt)$. This is done in Section IV-A as part of discussing the protocol invariant.

In the third action, process $P$ recognizes that it has already received data ($pr$) and that $pr + n, 1 \neq pt$; it thus makes $rccd[pr]$ false then increments $pr$.

3: $rccd[pr] \land pr + n, 1 \neq pt \rightarrow rccd[pr]; := \text{false}; pr := pr + n, 1$.

Note that this action cannot make $pr$ equal $pt$.

The last action of $P$ "simulates" the action of its host of removing data [$pt$] from the circular buffer by incrementing $pt$.

4: $pt + n, 1 \neq pr \rightarrow pt := pt + n, 1$.

Again this action cannot make $pr$ equal $pt$.

Process $P$ can now be defined as follows:

\begin{verbatim}
process P
    var rccd: array [0 ··· n - 1] of boolean \{\*$n \geq 3$\}
    pr, pt: 0 ··· n - 1
    pk: integer

begin
    1: timeout \rightarrow pk := pk + 1; send st(rccd, pr, pt, pk)
    2: rccd data (i) \rightarrow rccd[i] := true
    3: rccd[pr] \land pr + n, 1 \neq pt \rightarrow rccd[pr]; := \text{false}; pr := pr + n, 1
    4: pt + n, 1 \neq pr \rightarrow pt := pt + n, 1
end
\end{verbatim}

B. Sender

The local variables of process $Q$ are as follows:

\begin{verbatim}
var ackd: array [0 ··· n - 1] of boolean
    qr, qt, qs, j: 0 ··· n - 1
    qk: integer

    count : array [0 ··· n - 1] of 0 ··· m - 1 \{\*$m \geq 2$\}
    b : array [0 ··· n - 1] of boolean
    r, t : 0 ··· n - 1
    k : integer
\end{verbatim}

The four variables $b$, $r$, $t$, and $k$ are used to store the fields of the last received state message. (Recall that $P$ sends each state message with four fields: $rccd$, $pr$, $pt$, and $pk$.) If the received sequence number $k$ is bigger than $q$, the highest received sequence number, then the values of $b$, $r$, $t$, and $k$ are stored in variables $ackd$, $qr$, $qt$, and $qk$, respectively. Thus, array $ackd$ is used to store the last received value of array $rccd$. Similarly, variables $qr$ and $qt$ are used to store the last received values of variables $pr$ and $pt$, respectively. It is convenient to interpret variables $qr$, $qt$, and $qs$ as follows:

- $qr$ is the sequence number of the next data message to be acknowledged.
- $qt$ is the sequence number of the next data message that cannot be sent (because the receiver $P$ currently has no space to store it in the circular buffer).
- $qs$ is the sequence number of the next data message to be sent.

Therefore, $\text{bet} (qr, qs, qt)$ always holds.

Array count is used in counting, for each sequence number $k$, the number of state messages that have been received by
process Q after it has sent the last data \((k)\) message and before this last data \((k)\) is acknowledged. Whenever count \([k]\) reaches a specified value \(m\), Q recognizes that the last sent data \((k)\) is lost and resends it.

Process Q has two actions. In the first action, Q receives one state message. If the message sequence number is at most \(qk\), then the message is recognized as an old message and discarded. Otherwise, the message contents are used to update the local variables \(ackd, qr, qt, qk\), and \(qk\). Then, Q updates array count and resends every data \((j)\) message where \(bet(qr, q, qs)\) and \(count[j] = 0\) and \(\sim ackd[j]\). (Recall that the value of \(count[j]\) ranges from 0 to \(m - 1\); thus \(count[j]\) reaching the value \(m\) can be detected when \(count[j] = 0\).)

5: \texttt{rev st}(b, r, t, k) ↔ if \(k > qk\)
then \(ackd, qr, qt, qk := b, r, t, k\);
for \(j = qr \cdots qs - n + 1\)
do \(count[j] := count[j] + m; 1\);
if \(count[j] = 0 \sim ackd[j]\)
then \texttt{send data}(j)
fi
od
fi

In the second action, process Q recognizes that the sequence number \(qs\) can be used to send the next data message, and so it attaches \(qs\) to a new data message and sends the message to process \(P\), then resets \(count[qs]\) to 0 and increments \(qs\).

6: \(qs + n 1 \neq qt \rightarrow \texttt{send data}(qs);\)
\(count[qs] := 0; qs := qs + n 1\)

Process Q is as follows,

process Q

\begin{verbatim}
var ackd: array [0 \cdots n - 1] of boolean
qr, qt, qs, qj: 0 \cdots n - 1
qk: integer
count: array [0 \cdots n - 1] of 0 \cdots m - 1
b: array [0 \cdots n - 1]
r, t: 0 \cdots n - 1
k: integer

begin
5: \texttt{rev st}(b, r, t, k) ↔ if \(k > qk\)
then \(ackd, qr, qt, qk := b, r, t, k\);
for \(j = qr \cdots qs - n1\)
do \(count[j] := count[j] + m 1;\)
if \(count[j] = 0 \sim ackd[j]\)
then \texttt{send data}(j)
fi
od
fi

6: \(qs + n 1 \neq qt \rightarrow \texttt{send data}(qs);\)
\(count[qs] := 0; qs := qs + n 1\)
end
\end{verbatim}

C. Timeout Condition

As mentioned earlier, the receiver \(P\) executes its timeout action periodically. Therefore, the guard of this timeout action can be expressed by specifying the rate at which the action is to be executed. The problem of this direct approach is that it requires the introduction of the new concepts of “real time” and “clocks” to both the protocol definition and its subsequent verification. Thus, this approach tends to complicate both the definition and verification of the protocol.

Instead of this direct approach, we adopt an indirect approach for specifying the guard of the timeout action. The indirect approach consists of two steps. First, the guard of the timeout action is specified as a predicate that identifies the protocol states at which the timeout action can be executed. Second, this predicate is used to deduce the rate at which the timeout can be executed. The first step of this approach is carried out in the current section, while the second step is carried out in Section V-A.

Each execution of a timeout message causes one state message to be sent from \(P\) to \(Q\). The timeout period between two successive sendings of state messages is chosen large enough such that the following two conditions hold.

1) The number of state messages in the channel from \(P\) to \(Q\) never exceeds \(m - 1\).

2) If a process \(P\) sends a state message which when received by \(Q\) causes a data \((k)\) message to be resent by \(Q\), then the last data \((k)\) message that \(Q\) has sent is no longer in the channel from \(Q\) to \(P\) (i.e., has been lost) when the state message is sent.

In order to state these two conditions formally, we adopt the following notation.

\(#C_P\) denotes the number of (state) messages in the channel from \(P\) to \(Q\).

\(#D_P\) denotes the number of data \((k)\) messages in the channel from \(Q\) to \(P\).

To guarantee condition 1), the timeout action should have the following guard:

\((#C_P < m - 1)\).

Because the timeout action sends one state message from \(P\) to \(Q\), this guard ensures that sending this message does not make the number of state messages in the channel from \(P\) to \(Q\) exceed \(m - 1\) (as required by condition 1).

To guarantee condition 2), the timeout action should have the following guard:

\((\text{for every } k \text{ in the range } 0 \cdots n - 1:\)
\((\sim revd[k] \wedge count[k] + #C_P = m - 1)\)
\(\Rightarrow data(k) #C_P = 0\))

The antecedent of this condition implies that a data \((k)\) message may be resent by \(Q\) when \(Q\) receives all state messages in the channel from \(P\) and \(Q\) plus one more. The consequent of this condition guarantees that if this happens and a data \((k)\) message is resent by \(Q\), no multiple copies of data \((k)\) will be present in the channel from \(Q\) to \(P\) (as required by condition 2).

It follows that the guard of the timeout action is the conjunction of the above two guards. The timeout action can
then be written as follows:

1: **timeout**

\[(\#C_{PQ} < m - 1) \land \]

(For every \(k\) in the range \(0 \cdots n - 1\):

\[\sim \text{rcvd}[k] \land \text{count}[k] + \#C_{PQ} = m - 1\]

\[\Rightarrow \text{data}(k)\#C_{QP} = 0\]

\[\Rightarrow \text{pkt} = \text{pkt} + 1; \text{send} \text{st(rcvd, pr, pt, pk)}.\]

The reserved word **timeout** in the guard is syntactic sugar intended to highlight the fact that the action is a timeout action.

IV. PROTOCOL VERIFICATION

Correctness of any protocol can be established by showing that the protocol satisfies three logical properties: safety, progress, and fault-tolerance. These three properties can be expressed in terms of some predicate \(C\) that assigns a value, true or false, to every state of this protocol.

1) **Safety:**

This property states that if the protocol is at any state where \(C\) holds, then executing any action in \(P\) or \(Q\) yields a state where \(C\) holds; i.e., \(C\) is closed under protocol execution.

2) **Progress:**

This property states that for every protocol computation that starts with a state where \(C\) holds, each of the three pointers \(pr, qs\), and \(pt\) is incremented by one infinitely often along the computation.

3) **Fault-Tolerance:**

This property states that if the protocol is at any state where \(C\) holds, then each occurrence of message reorder, loss, or corruption in one of the two channels between \(P\) and \(Q\) yields a state where \(C\) holds, i.e., \(C\) is closed under fault occurrence.

A predicate \(C\) that satisfies these three properties defines a closed domain for protocol execution. (This domain is closed under both protocol execution and fault occurrence.) In this closed domain, safety and fault-tolerance are always guaranteed, and progress is guaranteed infinitely often. Such a predicate is referred to as a protocol closure [8], or a protocol invariant.

Note that our notion of fault-tolerance is based on the assumption that transmission faults (i.e., message reorder, loss, and corruption) do not occur continuously during any execution. In particular, the elapsed time during any protocol execution can be partitioned into successive fault and no-fault periods as follows:

Fault period; no-fault period; fault period; no-fault period; ⋯

During a fault period, any number of faults can occur, whereas during a no-fault period, no fault can occur. A fault period can be of any length, whereas a no-fault period should be long enough such that some progress can be made (i.e., at least one of the counters \(pr, qs\), and \(pt\) can be incremented) during that period. Under these reasonable assumptions of fault occurrence, progress is guaranteed infinitely often despite the fact that faults can occur.

For our protocol, we adopt the following predicate as a candidate for a protocol closure:

\[C = c1 \land c2 \land c3 \land c4 \land c5 \land c6\]

where

\[c1 = \begin{align*}
& \text{bet}(pr, qs, qt) \\
& \land \text{bet}(pr, qs, pt) \\
& \land \text{bet}(qr, pr, qs + n, 1) \\
& \land \text{bet}(qs + n, 1, qt, pt + n, 1) \\
& \land pk \geq qk
\end{align*}\]

\[c2 = (\text{For every } k \text{ in the range } 0 \cdots n - 1: \text{rcvd}[k] \Rightarrow \text{bet}(pr, k, qs))\]

\[c3 = (\text{For every } k \text{ in the range } 0 \cdots n - 1: \text{data}(k)\#C_{QP} \leq 1)\]

\[c4 = (\text{For every data } k \text{ message in the channel from } P \text{ to } Q: \sim \text{rcvd}[k] \land \text{bet}(pr, k, qs))\]

\[c5 = (\#C_{PQ} \leq m - 1)\]

\[c6 = (\text{For every st(b, r, t, k) message in the channel from } P \text{ to } Q \text{ where } k > qk: \sim \text{b}[u] \land \text{bet}(r, u, t)\]

\[\land \text{bet}(pr, qs + n, 1) \land \text{bet}(qs + n, 1, t, pt + n, 1) \land pk \geq k \land (\text{For every } u \text{ in the range } 0 \cdots n - 1: \sim \text{b}[u] \land \text{bet}(r, u, k)\]

\[\land \text{count}[u] + \{\text{st(b', r', t', k')}[k \geq k']\} \#C_{PQ} = m \Rightarrow (\sim \text{rcvd}[u] \land \text{data}(u)\#C_{QP} = 0)\]

The notation \(\{\text{st(b', r', t', k')}[k \geq k']\} \#C_{PQ}\) denotes the number of st(b', r', t', k') messages in the channel from process P to process Q whose sequence number k' is at most k.

In order to show that this C is indeed a protocol closure, we need to show that it satisfies the above safety, progress, and fault-tolerance properties. This is done in the next three sections, but first consider a protocol state that satisfies \(d1 \land d2 \land d3 \land d4\) where

\[d1 = (pr = qr = qs = 0 \land pt = qt = 1 \land pk = qk = 0)\]

\[d2 = (\text{For every } k \text{ in the range } 0 \cdots n - 1: \sim \text{rcvd}[k])\]

\[d3 = (\#C_{PQ} = 0)\]

\[d4 = (\#C_{QP} = 0)\]

Because \(d1\) satisfies \(c1, d2\) satisfies \(c2, d3\) satisfies \(c3 \land c4,\) and \(d4\) satisfies \(c5 \land c6,\) any protocol state that satisfies
Also, each of the variables \( pr, qs, \) and \( pt \) is incremented by one infinitely often along \( c \). Second, we show that every protocol computation is infinite. To prove that every infinite protocol computation starts with a state where \( C \) holds, first, we show that every protocol computation is infinite. Second, we show that every infinite protocol computation that starts with a state where \( C \) holds, each of the variables \( pr, qs, \) and \( pt \) is incremented by one infinitely often.

To prove the first part, note that at least one of two actions, action 1 in process \( P \) or action 5 in process \( Q \), is enabled for execution at each protocol state. Therefore, each protocol computation is infinite.

To prove the second part, let \( c \) be an arbitrary infinite computation of the protocol, and assume that \( c \) starts with a state where \( C \) holds. From the safety property, \( C \) holds at every state in computation \( c \). Therefore, the relation bet \((pr, qs, pt)\) holds at every state in \( c \). Hence, it is enough to show that at least one of the variables \( pr, qs, \) or \( pt \) is incremented by one infinitely often along \( c \). Because pointer \( pr \) is incremented by one in action 3, pointer \( pt \) is incremented by one in action 4, and pointer \( qs \) is incremented by one in action 6, we need to show that at least one of the actions 3, 4, or 6 is executed infinitely often along computation \( c \).

We adopt the following fairness assumption.

**Action Fairness:** If any action is continuously enabled along some computation, then this action is eventually executed along that computation.

Along computation \( c \), if any of the actions 3, 4, or 6 is enabled for execution, then this action will continue to be enabled for execution until it is executed by the action fairness assumption. Therefore, our proof obligation is reduced to showing that if computation \( c \) has a state where none of the actions 3, 4, and 6 is enabled for execution, then \( c \) has a subsequent state where one of these actions is enabled for execution.

Let \( S \) be a state in computation \( c \) where none of the actions 3, 4, and 6 is enabled for execution. The following condition holds at state \( S \).

\[
\sim \text{rcvd}[pr] \lor \text{pr} +_n 1 = pt \land \text{pt} +_n 1 = pr \land qs +_n 1 = qt.
\]

Because \( n \) is at least 3, which implies \( \sim (pr +_n 1 = pt \land pt +_n 1 = pr) \), this condition is equivalent to

\[
\sim \text{rcvd}[pr] \land pr +_n 1 = pt \land pt +_n 1 = pr \land qs +_n 1 = qt.
\]

There are two cases to consider.

**Case 1:** There is a message data \((pr)\) in the channel from \( Q \) to \( P \) at state \( S \). In this case, action 2 is enabled for execution, and by the fairness condition is eventually executed. If the received message in action 2 is data \((pr)\), then \( \text{rcvd}[pr] \) becomes true and actions 3 becomes enabled for execution.

On the other hand, if the received message in action 2 is not data \((pr)\), then message data \((pr)\) is still in the channel from \( Q \) to \( P \), but it is one message closer to the head message in the channel. Because action 2 is still enabled for execution, the cycle repeats. By well-foundedness, the data \((pr)\) message is eventually received and action 3 becomes enabled for execution.

**Case 2:** There is no message data \((pr)\) in the channel from \( Q \) to \( P \) at state \( S \). Starting from state \( S \), actions 1 and 5 are executed infinitely often along \( c \). The message \( st(b, r, t, k) \) that is sent in executing action 1 satisfy the condition

\[
\sim b[pr] \land r = pr \land t = pt \land k + qk > qk \land \text{bet}(r, qs, t).
\]

Receiving each of these messages in executing action 5 causes count \([pr]\) to be incremented by one modulo \( n \). Eventually, count \([pr]\) becomes 0 and a message data \((pr)\) is sent. The resulting state satisfies Case 1) above.

**C. Proving Fault-Tolerance**

The protocol tolerates message reorder because every occurrence of message reorder keeps \( C \) unchanged.
The protocol also tolerates message loss because every occurrence of message loss does not invalidate $C$. In particular, a message loss does not invalidate $c1$ and $c2$ because neither of them depends on the contents of the two channels. A message loss does not invalidate $c4$ and $c6$ because neither of them depends on the number of messages in the two channels. Finally, a message loss does not invalidate $c3$ and $c5$ because each of them merely establishes an upper bound on the number of messages in a channel.

In order to make the protocol tolerate message corruption where a message in a channel may be corrupted into the special message error before being received, we need to add the following action to each of the two processes in the protocol.

{\texttt{recv error \rightarrow skip.}}

Thus, each occurrence of message corruption is transformed into an occurrence of message loss which can then be tolerated by the protocol.

V. PROTOCOL IMPLEMENTATION

In defining and verifying our protocol, we have made a number of design decisions that need to be realized in any implementation of the protocol. Three of these design decisions need special attention in their realization: the timeout action, the unbounded sequence numbers of state messages, and action fairness. In this section, we discuss how to implement each of these design decisions.

A. Implementing the Timeout Action

Recall that the timeout action is as follows:

1: \texttt{timeout}

\begin{equation}
\neg C_{PQ} < m - 1 \land \\
\land (\text{For every } k \text{ in the range } 0 \ldots n - 1:)
\land \\
(\neg \text{rcvd}[k] \land \text{count}[k] + C_{PQ} = m - 1)
\land \\
\Rightarrow \text{data}(k)\neg C_{QP} = 0
\end{equation}

\begin{equation}
\Rightarrow \text{pk} := pk + 1; \text{send} \text{ st(rpcvd, pr, pt, pk).}
\end{equation}

This action can be implemented using a real-time clock in the receiver $P$. Instead of executing the statement of the action when the guard is true, the statement of the action is executed periodically, with a constant rate of $r$ times per second as measured on the real-time clock in $P$. The problem now is to find an upper bound for $r$ such that the guard of the timeout action is guaranteed to hold whenever the timeout action is executed based on the real-time clock.

The guard of the timeout action consists of two conjuncts; thus, we derive two upper bounds for $r$. The first bound guarantees that the first conjunct holds whenever the timeout action is executed. The second bound guarantees that the second conjunct holds whenever the timeout action is executed. We adopt the smallest of these upper bounds because it guarantees that both conjuncts hold whenever the timeout action is executed.

Let $T_1$ denote an upper bound on the time for a state message to be sent by the receiver, propagated from the receiver to the sender, then received by the sender. Note that the existence of $T_1$ is based on the strong assumption that the time-to-live of a state message in the network is at most $T_1$. In other words, the network is assumed to discard a state message if this message is not received by the sender within $T_1$ time from the instant it is sent. Thus, the number of state messages that can exist simultaneously in the channel from $P$ to $Q$ is less than $rT_1$; i.e., $\#C_{PQ} < rT_1$. To ensure that the first conjunct $\#C_{PQ} < m - 1$ holds whenever the timeout action is executed, it is sufficient to require that $(rT_1 \leq m - 1)$. This condition can be written as

\begin{equation}
r \leq (m - 1)/T_1.
\end{equation}

Let $T_2$ denote an upper bound on the time for a data message to be sent by the sender, propagated from the sender to the receiver, then received by the receiver. (Note that the existence of $T_2$ is based on the strong assumption that the time-to-live of a data message in the network is at most $T_2$.) Assume that a data ($k$) message is sent by the sender at time $t$. Then, the condition $(\neg \text{rcvd}[,k] \land \text{count}[k] = 0 \land \#C_{PQ} < rT_1)$ holds at $t$. This data ($k$) message can remain in the channel from $Q$ to $P$ during the time period $[t, t + T_2)$. Because the timeout action can be executed at any instant during the period $[t, t + T_2)$, the guard of the timeout action should hold at every instant in that period. But at every instant during that period, both $\neg \text{rcvd}[,k]$ and data ($k$)$\neg C_{QP} = 1$ hold. Thus, the condition $(\text{count}[k] + \#C_{PQ} = m - 1)$ should hold at every instant in the period. But the following condition holds at every instant in the period $(\text{count}[k] + \#C_{PQ} < rT_1 + rT_2)$. Therefore, it is sufficient to require that $(rT_1 + rT_2 \leq m - 1)$. This condition can be written as

\begin{equation}
r \leq (m - 1)/(T_1 + T_2).
\end{equation}

Condition (2) implies condition (1) because $T_2$ is positive. Thus, under the assumption that $T_1 = T_2 = T$, both (1) and (2) can be replaced by the following condition:

\begin{equation}
r \leq (m - 1)/(2T).
\end{equation}

Note that $m$ is a measure of memory size in the sender $P$. In particular, the number of bits needed to implement array count in $P$ is $n^* \log m$. If $m$ is made smaller in order to reduce the needed memory in $P$, then rate $r$ of sending state messages is reduced, according to (3), and the responsiveness of the protocol to transmission failures is reduced.

B. Implementing Unbounded Sequence Numbers

The sequence numbers of state messages can be implemented using a large number of bits, say 32 b. When variable $pk$ in the receiver has a large value, say $2^{31}$, the receiver stops executing and requests a protocol reset. The effects of a protocol reset are many. All pointers to the circular buffer, $pr$, $pt$, $qr$, $qs$, and $qt$ are returned to their initial values. The sequence numbers $pk$ and $qk$ are returned to 0. The message
buffers in the receiver and sender are emptied, and the two channels between the receiver and sender are also emptied. Then, protocol execution is resumed. Although the cost of a protocol reset is substantial, the fact that resets are needed only rarely during protocol execution makes the average cost of protocol execution acceptable.

C. Implementing Action Fairness

The action fairness assumption states that if any action is continuously enabled, then this action is eventually executed. One way to implement this assumption is to consider the actions of each process, one by one, in a fixed circular order. If a considered action is found to be enabled, then this action is executed and the next action in the circular order is considered. If a considered action is found to be not enabled, then this action is not executed, and the next action in the circular order is considered. Therefore, each action that is continuously enabled will be reached in order and will be found enabled and be executed, fulfilling the action fairness assumption.

VI. CONCLUDING REMARKS

Our main objective in this paper is to formally present and explain an elegant protocol based on the principle of periodic state exchange. The simplicity and effectiveness of our protocol should illustrate the viability of this principle as a basis for designing light protocols for high-speed networks.

An important lesson that has been demonstrated in this paper is the power of abstraction. We have based our formal definition of the protocol on an abstract timeout action rather than on a real-time clock. The result of this abstraction has been to keep both the formal definition of the protocol and its correctness proof simple. The introduction of a real-time clock came later in our discussion of the implementation of the timeout action. But by then we were armed by the correctness proof of the protocol; thus, we were able to easily deduce the required rate for sending state information. As mentioned in the introduction, the same abstraction can be applied to simplify the definition and verification of other real-time protocols [6] and [7] in high-speed networks. Similar experiences of the power of abstraction have been reported in [8] and [9].

The presentation of the protocol in this paper consists of four components. First, an informal description in Section II highlighted the main features of the protocol. Second, a formal definition in Section III gave a complete and formal definition of every feature of the protocol. Third, a correctness proof in Section IV provided detailed explanation and deep understanding of the protocol's execution. Fourth, implementation details in Section V demonstrated that the main abstractions in the formal definition can be realized with reasonable accuracy and cost. We believe that all protocols should be presented using these four components.

An important question concerning our protocol is whether the protocol is stabilizing [10]. It is shown in this paper that the protocol performs correctly if it computation starts at a state where $C$ holds. To establish that the protocol is stabilizing, one needs to show that every computation of the protocol has a state where $C$ holds. To establish that the protocol is not stabilizing, one needs to exhibit a (infinite) computation of the protocol where $C$ never holds. A stabilizing protocol can tolerate failures or crashes that may place the protocol in arbitrary states. Although we strongly feel that the protocol is stabilizing, our efforts to prove (or disprove) this fact have so far failed.
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