
1

Discovering objects and their 
location in images

Josef Sivic et al. 
ICCV 2005

Presented by Elden Yu, with quite some slides borrowed

Motivation
• Is it possible to learn object classes without 

supervision?
– Results in speech recognition highlight the importance 

of huge amounts of training data
– Annotation is expensive
– Much more unsupervised data than labeled data

• The success in text mining
– The bag of words representation
– Latent semantic analysis

Latent Semantic Analysis
• D  = {d1,…,dN}   N documents
• W = {w1,…,wM}  M words
• Nij = #(di,wj)       NxM co-occurrence term-document matrix
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• A kind of Singular Value Decomposition to represent each document 
by its top K topics instead of by its M words
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Maximize likelihood of data using EM.
Minimize KL divergence between empirical
distribution and model

Observed counts of 
word i in document j

Learning the Learning the pLSApLSA parametersparameters

Unlike LSA, pLSA does not minimize any type of ‘squared deviation.’
The parameters are estimated in a probabilistically sound way.

EM for pLSA

• E-step: compute posterior probabilities for 
the latent variables

• M-step: maximize the expected complete 
data log-likelihood

Visual Words

• Vector Quantized SIFT descriptors computed in 
regions

• Regions come from elliptical shape adaptation 
around interest point, and from the maximally 
stable regions of Matas et al.

• Both are elliptical regions at twice their detected 
scale

Building a VocabularyBuilding a Vocabulary

…
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Vector quantization

…

K-means clustering of 300K regions 
to get about 1K clusters for each of 
Shape Adapted and Maximally Stable 
regions

Experiment on topic discovery
• For each image dj

– Compute P(zk|dj) over k, and classify the image as containing 
object k according to the max of P(zk|dj) over k

• With(1)/without(2) explicit background

Experiment on classifying new images
• For each image dj

– Compute P(zk|dtest) over k, with the fold-in heuristic
– Classify the image as containing object k according to the max of 

P(zk|dj) over k

• Experiment (3) is a modification of (2)

Experiment on classifying new images
• Experiment (4) is to compare with that of Fergus, with 

quite some hard heuristics
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