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Annotation Problem
• We want to predict 

‘text’ information, 
given an image.

• Primitive method:
– Perform ‘recognition’

for each region.

– Tiger in a sky?

• Joint probability!







Hierarchical model

• Model for joint probability of text and blobs.

• Extension of Hofmann’s model for text.
– Hofmann, 1998; Hofmann and Puzicha, 1998

– Each node generates a (region, word) pair.

– Following a path from the root to a leaf 
generates full image and full text.



Hierarchical model



Probability Distribution

• Correlation considered model.

• Conditionally independent model.

– Observations D = (W + B), document d, cluster 
c, and level l.
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Predicting words using model

• Annotation, P(w | b) ≈ P(w, b)

• Correlation considered model.

• Conditionally independent model.



Evaluation

• Compared annotation done by their model 
and ‘empirical’ word distribution model.
– Annotate all region as common word (water?)

• Calculated Kullback-Leibler divergence.

• Also constructed their own function.
– ENS

(model) = r/n – w/(N – n) 





Experiments



Experiments







Searching Problem
• Given query image or query sentences, find a 

document that best matches.
– Google Images
– Content-based Image Retrieval

• This paper mentions that annotated words 
can be matched with queries…
– P(Q | d) vs P(d | Q)
– Need to consider prior probabilities.



Conclusions

• Hierarchical model was proposed.

• Modeling image regions and words jointly.

• Annotation of image regions were done.
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