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Abstract

Very deep convolutional neural networks offer excellent recognition results, yet their computational expense limits their impact for many real-world applications. We introduce BlockDrop, an approach that learns to dynamically choose which layers of a deep network to execute during inference so as to best reduce total computation without degrading prediction accuracy. Exploiting the robustness of Residual Networks (ResNets) to layer dropping, our framework selects on-the-fly which residual blocks to evaluate for a given novel image. In particular, given a pretrained ResNet, we train a policy network in an associative reinforcement learning setting for the dual reward of utilizing a minimal number of blocks while preserving recognition accuracy. We conduct extensive experiments on CIFAR and ImageNet. The results provide strong quantitative and qualitative evidence that these learned policies not only accelerate inference but also encode meaningful visual information. Built upon a ResNet-101 model, our method achieves a speedup of 20% on average, going as high as 36% for some images, while maintaining the same 76.4% top-1 accuracy on ImageNet.

1. Introduction

Deep neural networks are now ubiquitous in computer vision owing to their recent successes in several important tasks. However, great strides in accuracy have been accompanied by increasingly complex and deep network architectures. This presents a problem for domains where fast inference is essential, particularly in delay-sensitive and real-time scenarios such as autonomous driving, robotic navigation, or user-interactive applications on mobile devices.

Most existing work pursues model compression techniques to speed up a deep network [19, 4, 25, 41, 36, 32, 16, 54, 31]. While significant speed-ups are possible, the approach yields a one-size-fits-all network that requires the same fixed set of features to be extracted for all novel images, no matter their complexity. In contrast, an important feature of the human perception system is its ability to adaptively allocate time and scrutiny for visual recognition [49]. For example, a single glimpse is sufficient to recognize some objects and scenes, whereas more time and attention is required to clearly understand occluded or complicated ones [52].

In this spirit, we explore the problem of dynamically allocating computation across a deep network. In particular, we consider Residual Networks (ResNet) [18] both due to their strong track record for recognition tasks [18, 8, 17] as well as their tolerance to removal of layers [50]. ResNets are composed of residual blocks, consisting of two or more convolutional layers and skip-connections, which enable direct paths between any two residual blocks. These skip-connections make ResNets behave like ensembles of relatively shallow networks, and hence the removal of a certain residual block generally has only a modest impact on performance [50]. However, the preliminary study of block dropping in ResNets [50] applies a global, manually defined dropping scheme (the same blocks for all images), which leads to increased errors when more blocks are dropped.

We propose to learn optimal block dropping strategies
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that simultaneously preserve both prediction accuracy and minimal block usage based on image-specific decisions. When a novel input is presented to the network trained for recognition, a dynamic inference path is followed, selectively choosing which blocks to compute for that instance. See Figure 1. The approach not only improves computational efficiency during inference (i.e., for a similar prediction accuracy, being able to drop more residual blocks than a static global scheme), but also facilitates further insights into ResNets, e.g., whether different blocks encode information about objects, whether the computation needed to classify depends on the difficulty level of the example.

To this end, we introduce BlockDrop, a reinforcement learning approach to derive instance-specific inference paths in ResNets. The main idea is to learn a model (referred to as the policy network) that, given a novel input image, outputs the posterior probabilities of all the binary decisions for dropping or keeping each block in a pretrained ResNet. The policy network is trained using curriculum learning to maximize a reward that incentivizes the use of as few blocks as possible while preserving the prediction accuracy. In addition, the pretrained ResNet is further jointly finetuned with the policy network to produce feature transformations tailored for block dropping behavior. Our approach can be seen as an instantiation of associative reinforcement learning [46] where all the decisions are taken in a single step given the context (i.e., the input instance)\(^1\); this makes policy execution lightweight and scalable to very deep networks.

We conduct extensive experiments on CIFAR [27] and ImageNet [10]. BlockDrop achieves 93.6% and 73.7% accuracy using just 33% and 55% of blocks in a pretrained ResNet-110 on CIFAR-10 and CIFAR-100, respectively, outperforming state-of-the-art methods [14, 15, 12, 32] by clear margins. Furthermore, BlockDrop speeds up a ResNet-101 model on ImageNet by 20% while maintaining the same 76.4% top-1 accuracy.\(^2\) Qualitatively, we observe that the dropping policies learned with BlockDrop are correlated with the visual patterns in the images, e.g., within the “orange” class, images containing a pile of oranges take an inference path that is different from that taken by the close-up images of oranges. Furthermore, BlockDrop policies for easy images with clearly visible objects utilize fewer residual blocks compared to the difficult images that contain other occluding or background objects. Note that although our analysis in this paper is focused on vanilla ResNets, our approach could also be applied to other recently proposed ResNet variants such as ResNeXt [55] or Multi-Residual Networks [1], as well as other tasks beyond image classification.

\(^1\)It can also be seen as contextual bandits [29] although we do not operate in an online setting which has an objective of minimizing the regret.

\(^2\)https://goo.gl/EwHQcq

2. Related Work

Layer Dropping in Residual Networks. Dropping layers in residual networks has been used as a regularization mechanism, similar to Dropout [44] or DropConnect [53], for training very deep networks (e.g., over 1000 layers) with stochastic depth [22]. Unlike our method, residual layer dropping in stochastic depth networks happens only during the training stage, but at test time the layers remain fixed. Veit et al. [50] show that ResNets are resilient to layer dropping at test time, which motivates our approach; however, they do not provide a way to dynamically choose which layers could be removed from a network without sacrificing accuracy. More recently, Huang and Wang [23] propose a method for selecting a subset of residual blocks to be executed based on a sparsity constraint. In contrast to these approaches, we propose an instance-specific residual block removal scheme to speed up ResNets during inference.

Model Compression. The need to deploy top-performing deep neural network models on mobile devices motivates techniques that can effectively reduce the storage and computational costs of such networks, including knowledge distillation [19, 40, 4], low-rank factorization [25, 47, 41], filter pruning [30, 36, 32, 57], quantization [16, 54, 31], compression with structured matrices [6, 43], network binarization [38, 7, 33], and hashing [5]. Efficient network architectures such as SqueezeNet [24] and MobileNet [20] have also been explored for training compact deep nets. In contrast to this line of work where the same amount of computation is applied to all images, we focus on efficient inference by dynamically choosing a subset of blocks to be executed conditioned on the input image. More importantly, our method is complementary to these model compression techniques: the residual blocks that are kept for evaluation can be further pruned for even greater speed up.

Conditional Computation. Several conditional computation methods have been proposed to dynamically execute different modules of a network model on a per-example basis [3, 2]. Sparse activations in combination with gating functions are usually adopted to selectively turn on and off a subset of modules based on the input. These gating functions can be learned with reinforcement learning [2, 34, 11]. These models typically associate a reward with a series of decisions computed after each layer/path; the resulting policy execution overhead makes it expensive to scale them up to very deep models with hundreds or thousands of layers. In contrast, our policy network makes all routing decisions in a single step, resulting in lower overhead cost for the routing itself and thus larger computational savings. Reinforcement learning has also been applied for dynamic feature prioritization in images [26] and video [45, 56], actively deciding which frames or image regions to visit next. These techniques could be used in tandem with our approach.
Early Prediction. Our work relates more strongly to early prediction models, a class of conditional computation models that exit once a criterion (e.g., sufficient confidence for classification) is satisfied at early layers. Cascade detectors [13, 51] are among the earliest methods that exploit this idea in computer vision, often relying on handcrafted control decisions learned separately from visual features. More recently, joint learning of features and early decisions has been studied for deep neural networks. Teerapittayanon et al. [48] propose BranchyNet, a network composed of branches at each layer to make early classification decisions. Similarly, Adaptive Computation Time (ACT) [15] augments an RNN with a halting unit whose activation determines the probability that computation should continue.

Figurnov et al. [14] further extend this idea to the spatial domain in ResNets by applying ACT to each spatial position of multiple image blocks. Like our work, their formulation identifies instance-specific ResNet configurations, but it only allows configurations that use early, contiguous blocks in each predefined segment of the ResNet. These early blocks usually encode low-level features in high-dimensional feature maps, and may lack the discriminative power required for the task. This issue can be mitigated by using images at different scales [35, 21], but at a higher computational cost. Instead, we allow any block to contribute to our network, allowing for a much higher variability in potential ResNet configurations and policies.

3. Approach

Given a test image, our goal is to find the best configuration of computational blocks in a pretrained ResNet model, such that a minimum number of blocks is used, without incurring a decrease in classification accuracy. Treating the task of finding this configuration as a search problem quickly becomes intractable for deeper models as the number of potential configurations grows exponentially with the number of blocks. Learning a soft-attention mask over the blocks also presents problems, namely the difficulty of converting this mask into binary decisions which would require carefully handcrafted thresholds. In addition, such a thresholding operation is non-differentiable, making it non-trivial to directly adopt a supervised learning framework.

We therefore leverage policy search methods from reinforcement learning to derive the optimal block dropping schemes that encourage correct predictions with minimal block usage. To this end, we first revisit the architecture of ResNet in Sec. 3.1, and discuss why it is a good fit for block dropping. Then we introduce our policy network in Sec. 3.2, which learns to dynamically select inference paths conditioned on the input image. Finally, we present the training algorithm of our model in Sec. 3.3.

3.1. Pretrained Residual Networks

ResNets consist of multiple stacked residual blocks which are essentially regular convolutional layers that are bypassed by identity skip-connections. If we denote the input to the $i$-th residual block as $y_i$, and the function represented by its residual block as $F_i$, the output of this residual block is given by: $y_{i+1} = F_i(y_i) + y_i$, which is directly fed as input to the next residual block.

The presence of identity skip-connections induces direct paths between any two residual blocks, and hence top layers in the network are able to access information from bottom layers during a forward pass while gradients can be directly passed from higher layers to lower layers in the backpropagation phase. Veit et al. [50] demonstrated that removing (or dropping) a residual block at test time (i.e., having
3.2. Policy Network for Dynamic Inference Paths

To correct predictions with the minimal number of blocks, the results in [50] suggest that different blocks do not share strong dependencies. However, the study also shows classification errors do increase when more blocks are removed from the model during inference. We contend this is the result of their adopting a global dropping strategy for all images. We posit the best dropping schemes, which lead to correct predictions with the minimal number of blocks, must be instance-specific.

Formally, given an image $x$ and a pretrained ResNet with $K$ residual blocks, we define a policy of block-dropping behavior as a $K$-dimensional Bernoulli distribution:

$$
\pi_W(u|x) = \prod_{k=1}^{K} s_k^{u_k} (1 - s_k)^{1-u_k}
$$

where $f_{pn}$ denotes the policy network parameterized by weights $W$ and $s$ is the output of the network after the $\sigma(x) = \frac{1}{1+e^{-x}}$ function. We choose the architecture of $f_{pn}$ (details below in Sec. 4) such that the cost of running it is negligible compared to ResNet, i.e., so that policy execution overhead remains low. The $k$-th entry of the vector, $s_k \in [0, 1]$, represents the likelihood of its corresponding residual block in the original ResNet being dropped. An action $u \in \{0, 1\}^K$ is selected based on $s$. Here, $u_k = 0$ and $u_k = 1$ indicate dropping and keeping the $k$-th residual block, respectively.

Only the blocks that are not dropped according to $u$ will be evaluated in the forward pass. To encourage both correct predictions as well as minimal block usage, we associate the actions taken with the following reward function:

$$
R(u) = \begin{cases} 
1 - \left( \frac{u_k}{K} \right)^2 & \text{if correct} \\
-\gamma & \text{otherwise.} 
\end{cases}
$$

Here, $\left( \frac{u_k}{K} \right)^2$ measures the percentage of blocks utilized; when a correct prediction is produced, we incentivize block dropping by giving a larger reward to a policy that uses fewer blocks. We penalize incorrect predictions with $\gamma$, which controls the trade-off between efficiency (block usage) and accuracy (i.e., a larger value leads to more correct, but less efficient policies). We use this parameter to vary the operating point of our model, allowing different models to be trained depending on the target budget constraint. Finally, to learn the optimal parameters of the policy network, we maximize the following expected reward:

$$
J = \mathbb{E}_{u \sim \pi_W}[R(u)].
$$

In summary, our model works as follows: $f_{pn}$ is used to decide which blocks of the ResNet to keep conditioned on the input image, a prediction is generated by running a forward pass with the ResNet using only these blocks, and a reward is observed based on correctness and efficiency.

3.3. Training the BlockDrop Policy

Expected gradient. To maximize Eqn. 4, we utilize policy gradient [46], one of the seminal policy search methods [9], to compute the gradients of $J$. In contrast to typical reinforcement learning methods where policies are sampled from a multinomial distribution [46], our policies are generated from a $K$-dimensional Bernoulli distribution. With $u_k \in \{0, 1\}$, the gradients can be derived similarly as:

$$
\nabla_W J = \mathbb{E}[R(u) \nabla_W \log \pi_W(u|x)]
$$

$$
= \mathbb{E}[R(u) \nabla_W \log \prod_{k=1}^{K} s_k^{u_k} (1 - s_k)^{1-u_k}]
$$

$$
= \mathbb{E}[R(u) \nabla_W \sum_{k=1}^{K} \log[s_k u_k + (1 - s_k)(1 - u_k)]]],
$$

where again $W$ denotes the parameters of the policy network. We approximate the expected gradient in Eqn. 5 with Monte-Carlo sampling using all samples in a mini-batch. These gradient estimates are unbiased, but exhibit high variance [46]. To reduce variance, we utilize a self-critical baseline $\hat{R}(u)$ as in [39], and rewrite Eqn. 5 as:

$$
\nabla_W J = \mathbb{E}[A \nabla_W \sum_{k=1}^{K} \log[s_k u_k + (1 - s_k)(1 - u_k)]]],
$$
where $A = R(u) - R(\bar{u})$ and $\bar{u}$ is defined as the maximally probable configuration under the current policy, $s$: i.e., $u_t = 1$ if $s_t > 0.5$, and $u_t = 0$ otherwise [39].

We further encourage exploration by introducing a parameter $\alpha$ to bound the distribution $s$ and prevent it from saturating, by creating a modified distribution $s'$:

$$s' = \alpha \cdot s + (1 - \alpha) \cdot (1 - s).$$

This bounds the distribution in the range $1 - \alpha \leq s' \leq \alpha$, from which we then sample the policy vector.

**Curriculum learning.** Policy gradient methods are typically extremely sensitive to their initialization. Indeed, we found that starting from a randomly initialized policy and optimizing for both accuracy and block usage is not effective, due to the extremely large dimension of the search space, which scales exponentially with the total number of blocks (there are $2^K$ possible on/off configurations of the blocks). Note that in contrast with applications such as image captioning where ground-truth action sequences (captions) can be used to train an initial policy [39], here no such “expert examples” are available, other than the standard single execution path that executes all blocks.

Therefore, to efficiently search for good action sequences, we take inspiration from the idea of curriculum learning [3]. During epoch $t$, for $1 \leq t < K$, we keep the first $K - t$ blocks on, and learn a policy only for the last $t$ blocks. As $t$ increases, the activity of more blocks are optimized, until finally all blocks are included (i.e., when $t \geq K$). Using this approach, the activation of each block is first optimized according to unmodified input features in order to assess the utility of the block, and then is gradually exposed to increasingly different feature inputs as $t$ increases and the policy for the last $t$ blocks is jointly trained. This procedure is efficient, and it is effective at identifying and removing blocks that are redundant for the input data instance being considered. It is similar in spirit to [37, 39] that gradually exposes sequences when training with REINFORCE for text generation.

**Joint finetuning.** After curriculum learning, our policy network is able to identify which residual blocks in the original ResNet to drop for a given input image. Though the policy network is trained to preserve accuracy as much as possible, removing blocks from the pre-trained ResNet will inevitably result in a mismatch between training and testing conditions. We therefore jointly finetune the ResNet with the policy network, so that it can adapt itself to the learned block dropping behavior. The principle of our joint training procedure is similar to that of stochastic depth [22], with the exception that the drop rates are not fixed, but are instead controlled by the policy network. Alg. 1 presents the complete training procedure for our framework.

**Algorithm 1** The pseudo-code for training our network.

**Input:** An input image $x$ and its label
1: Initialize the weights of policy network $W$ randomly
2: Set epochs for curriculum learning and joint finetuning to $M^{cl}$ and $M^{ft}$, respectively; and set $\alpha$
3: for $t \leftarrow 1$ to $M^{cl}$
4: \hspace{1em} $s \leftarrow f_{pm}(x; W)$
5: \hspace{1em} $s \leftarrow \alpha \cdot s + (1 - \alpha) \cdot (1 - s)$
6: \hspace{1em} if $t < K$ then
7: \hspace{2em} set $s[K - t] = 1$ \hspace{1em} $\triangleright$ curriculum training
8: \hspace{1em} end if
9: \hspace{1em} $u \sim \text{Bernoulli}(s)$
10: \hspace{1em} Evaluate reward $R(u)$ with Eqn. 3
11: \hspace{1em} Back-propagate gradients computed with Eqn. 6
12: end for
13: for $t \leftarrow 1$ to $M^{ft}$
14: \hspace{1em} Jointly finetune ResNet and policy network
15: end for

4. Experiment

4.1. Experimental Setup

**Datasets and evaluation metrics.** We evaluate our method on three benchmarks: CIFAR-10, CIFAR-100 [27], and **ImageNet** (ILSVRC2012) [10]. The CIFAR datasets consist of 60,000 $32 \times 32$ colored images, with 50,000 images for training and 10,000 for testing. They are labeled for 10 and 100 classes for CIFAR-10 and CIFAR-100, respectively. Performance is measured by classification accuracy. ImageNet contains 1.2M training images labeled for 1,000 categories. We test on the validation set of 50,000 images and report top-1 accuracy.

**Pretrained ResNet.** For CIFAR-10 and CIFAR-100, we experiment with two ResNet models that achieve promising results. In particular, ResNet-32 and ResNet-110 start with a convolutional layer followed by 15 and 54 residual blocks, respectively. These residual blocks, each of which contains two convolutional layers, are evenly distributed into 3 segments with down-sampling layers in between. Finally, a fully-connected layer with 10/100 neurons is applied. See [18] for details. For ImageNet, we adopt ResNet-101 with a total of 33 residual blocks, organized into four segments (i.e., [3, 4, 20, 3]). Here, each residual block contains three convolutional layers based on the bottleneck design [18] for computational efficiency. These models are pretrained to match state-of-the-art performance on the corresponding datasets when run without our policy network.

**Policy network architecture.** For our policy network, we use ResNets with a fraction of the depth of the base model. For CIFAR, we use a ResNet with 3 blocks (equivalently ResNet-8), while for ImageNet, we use a ResNet with 4 blocks (equivalently ResNet-10). In addition, we downsam-
ple images to 112×112 as the input of the policy network for ImageNet experiments. The computation required for the policy network is 4.8% and 3.0% of the total ResNet computation for the CIFAR (ResNet-110) and ImageNet (ResNet-101) models respectively, making policy computations negligible (it takes about 0.5 ms per image on average for ImageNet). While a recurrent model (e.g., LSTM) could also serve as the policy network, we found a CNN to be more efficient with similar performance.

**Implementations details.** We adopt PyTorch for implementation and utilize ADAM as the optimizer. We set $\alpha$ to 0.8, learning rate to $1e^{-4}$, and use a batch size of 2048 during curriculum learning. For joint finetuning, we adjust the batch size to 256 and 320 on CIFAR and ImageNet, respectively, and adjust the learning rate to $1e^{-5}$ for ImageNet. Our code is available at https://goo.gl/NqyNeN.

### 4.2. Quantitative Results

**Learned policies vs. heuristics.** We compare our block dropping strategy to the following alternative methods: (1) **FirstK**, which keeps only the first $K$ residual blocks active; (2) **RandomK**, which keeps $K$ randomly selected residual blocks active; (3) **DistributeK**, which evenly distributes $K$ blocks across all segments. For all baselines, we choose $K$ to match the average number of blocks used by BlockDrop, rounding up as needed. DistributeK allows us to see if feature combinations of different blocks learned by BlockDrop are better than features learned from the restricted set of early blocks of each segment. This setting resembles the allowable feature combinations from early stopping models applied to ResNets.

The results in Table 1 highlight the advantage of our instance-specific policy. On CIFAR-10, the learned policies give an accuracy of 88.6% and 75.4% using an average of 9.4 and 20.1 blocks from the original ResNet-32 and ResNet-110 respectively, outperforming the baselines by a large margin. Furthermore, the instance-specific nature of our method allows us to capture the inherent variance in the computational requirements of our dataset. We notice a wide distribution in block usage depending on the image. With ResNet-110, nearly 15% of the images use fewer than 10 blocks, with some images using as few as 3 blocks. This variance cannot be captured by any static policies. Similar trends are observed on CIFAR-100. This confirms that dropping residual blocks with policies computed in a learned manner is indeed significantly better than heuristic dropping behaviors. The fact that RandomK performs better than FirstK is interesting, suggesting the value of having residual blocks at different segments to learn feature representations at different scales.

**Impact of joint finetuning.** Next we analyze the impact of joint finetuning (cf. Sec. 3.3) for both our approach and the baselines, denoted $ft$ in Table 1.

Joint finetuning further significantly improves classification accuracy using fewer (or almost the same) number of blocks. In particular, on CIFAR-10, it offers absolute performance gains of 2.7% and 18.2% using 2.5 and 3.2 fewer blocks with ResNet-32 and ResNet-110 respectively compared with curriculum training alone. Similarly, on CIFAR-100, joint finetuning improves accuracies and brings down block usage with ResNet-110. For ResNet-32, we observe 0.7 more blocks on average are used after finetuning, which might be due to the challenging nature of CIFAR-100 requiring more blocks to make correct predictions. Comparing ResNet-110 with ResNet-32, we observe that the computational speed-ups are more dramatic for deeper ResNets owing to the fact that there are more blocks with potentially diverse features to select from. When built upon ResNet-110, our method outperforms the pretrained model by 0.4% and 1.5% (absolute) using 31% and 55.9% of the original

<table>
<thead>
<tr>
<th></th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>$K$</td>
</tr>
<tr>
<td><strong>ResNet-32</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FirstK</td>
<td>16.6</td>
<td>10</td>
</tr>
<tr>
<td>RandomK</td>
<td>20.5</td>
<td>10</td>
</tr>
<tr>
<td>DistributeK</td>
<td>23.4</td>
<td>10</td>
</tr>
<tr>
<td>Ours</td>
<td>88.6</td>
<td>9.4</td>
</tr>
<tr>
<td>Full ResNet</td>
<td>92.3</td>
<td>15</td>
</tr>
<tr>
<td><strong>ResNet-110</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FirstK</td>
<td>13.3</td>
<td>21</td>
</tr>
<tr>
<td>RandomK</td>
<td>14.5</td>
<td>21</td>
</tr>
<tr>
<td>DistributeK</td>
<td>13.0</td>
<td>21</td>
</tr>
<tr>
<td>Ours</td>
<td>75.4</td>
<td>20.1</td>
</tr>
<tr>
<td>Full ResNet</td>
<td>93.2</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 1: **Accuracy and block usage with our policies vs. heuristic baselines**, with and without jointly finetuning ($ft$) for all methods. For fair comparisons, $K$ is selected based on the average block usage of our method, and this can be different before and after finetuning. Note that the average value of $K$ for our method is reported here for brevity. It is determined dynamically per image, and can be as low as 3 (out of 54) in ResNet-110 on CIFAR-10.
blocks on CIFAR-10 and CIFAR-100, respectively. Additionally, we observe that some images use as few as 5 blocks for inference. These results confirm that joint finetuning can indeed assist the ResNet to adapt to the removal of blocks by refining its feature representations while maintaining its capacity for instance-specific variation.

**BlockDrop vs. state-of-the-art methods.** We next compare BlockDrop to several techniques from the literature. We vary $\gamma$, which controls our algorithm’s trade-off between block usage and accuracy, to get a range of models with varying computational requirements. We compute the average FLOPs utilized to classify each image in the test set; FLOPs are a hardware independent metric, allowing for fair comparisons across models. 3

We compare to the following state-of-the-art methods 4: (1) ACT and (2) SACT [14], (3) PFEC [32], (4) LCCL [12]. ACT and SACT learn a halting score at the end of each block, and exit the model when a high-confidence is obtained. PFEC and LCCL reduce the parameters of convolutional layers by either pruning or sparsity constraints, which is complementary to our method. Other model compression methods cited earlier do not report results on larger ResNet models, and hence are not available to compare here.

Figure 3 (a) presents the results on CIFAR. We observe that our best model offers 0.4% performance gain in accuracy (93.6% vs. 93.2%) using 65% fewer FLOPs on average $(1.73 \times 10^8$ vs. $5.08 \times 10^8$) over the original ResNet-110 model. The performance gains might result from the regularization effect of dropping blocks when finetuning the network as in [22]. Compared to ACT and SACT, our method only requires 50% of the FLOPs to achieve the same level of precision (>93.0%). BlockDrop also exhibits a much higher variance in its FLOPs over other methods. Compared to SACT, this variance is 3 times larger, allowing some samples to achieve a speedup as high as 85% with correct predictions. Further, BlockDrop also outperforms PFEC [32] and LCCL [12], which are complementary compression techniques and can be utilized together with our framework to speed up convolution operations.

Figure 3 (b) presents the results for ImageNet. Compared with the original ResNet-101 model, BlockDrop again achieves slightly better results (76.8% vs. 76.4%) with 6% speed up $(1.47 \times 10^{10}$ vs. $1.56 \times 10^{10}$ FLOPs). BlockDrop performs on par with the full ResNet with a 20% speed up $(1.25 \times 10^{10}$ vs. $1.56 \times 10^{10}$ FLOPs) when we relax $\gamma$ slightly. This 20% acceleration without degradation in accuracy is quite promising. For example, in a high-precision computation for inference.

Table 2 shows the results for CIFAR-10. We report the time per test image and the speed-up over the original ResNet run in entirety with no block dropping. This result confirms the efficiency advantage of our single-step design: to reach the same accuracy, we need much less overhead (e.g., less than 60% of the time required by the sequential variant). In fact, the sequential variant takes even longer to run than the original full ResNet models, yielding a negative speed-up. These results reaffirm our choice to compute all actions in one shot rather than compute them sequentially. They also stress the importance of accounting for any overhead a deep net speed-up scheme incurs to make its speed-up decisions.

---

3 Note that we consider the multiply-accumulate operation as a two step process yielding two floating point operations and we only compute FLOPs for convolutional layers and linear layers as they account for most of the computation for inference.

4 For ACT and SACT on CIFAR, we train models with the authors’ code. For the rest, we compare to numbers in the respective papers.
4.3. Qualitative Results

Finally, we provide qualitative results based on our learned policies. We investigate the visual patterns encoded in these learned policies and then analyze the relation between block usage and instance difficulty.

Visual patterns in policies. Intuitively, related images can be recognized by their similar characteristics (e.g., low-level clues like texture and color). Here, we analyze similarity in terms of the policies they utilize by sampling dominant policies for each class and visualizing samples from them. Figure 4 shows samples utilizing three different policies for four classes. It can be clearly seen that images under the same policy are similar, and different policies encode different styles, although they all correspond to the same semantic concept. For example, the first inference path for the “orange” class caters to images containing a pile of oranges, and close up views of oranges activate the second inference path, while images containing slices of oranges are routed through the third inference path. These results indicate that different paths encode meaningful semantic visual patterns, based on the input images. While this happens in standard ResNets as well, all images necessarily utilize all the paths, and disentangling this information is not possible.

Instance difficulty. Instance difficulty is well understood in the context of prediction confidence, where easy and difficult examples are classified with high and low probabilities, respectively. Inspired by the above analysis that revealed interesting correlations between the inference policies and the visual patterns in the images, we try to characterize instance difficulty in terms of block usage. We hypothesize that simple examples (e.g., images with clear objects, without occlusions) require fewer computations to be correctly recognized. To qualitatively analyze the correlations between instance difficulty and block usage, we utilize learned policies that lead to high-confidence predictions for each class.

Figure 5 illustrates samples from ImageNet. The top row contains images that are correctly classified with the least number of blocks, while samples in the bottom row utilize the most blocks. We see that samples using fewer blocks are indeed easier to identify since they contain single frontal-view objects positioned in the center, while several objects, occlusion, or cluttered background occur in samples that require more blocks. This confirms our hypothesis that block usage is a function of instance difficulty. We stress that this “sorting” into easy or hard cases falls out automatically; it is learned by BlockDrop.

5. Conclusion

We presented BlockDrop, an approach for faster inference in ResNets by selectively choosing residual blocks to evaluate in a learned and optimized manner conditioned on inputs. In particular, we trained a policy network to predict blocks to drop in a pretrained ResNet while trying to retain the prediction accuracy. The ResNet is further finetuned to produce smooth feature representations tailored for block dropping behavior. We conducted extensive experiments on CIFAR and ImageNet, observing considerable gains over existing methods in terms of the efficiency-accuracy trade-off. Further, we also observe that the policies learned encode semantic information in the images.
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