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Fig. 1: Embodied agents that actively explore novel objects (left) or 360 environments (right) intel-
ligently select camera motions to gain as much information as possible with very few glimpses. While
they naturally face limited observability of the environment, during learning fuller observability may
be available. We propose sidekicks to guide policy learning for active visual exploration.

The goal is to learn a policy that dictates the best action for the given state,
thereby integrating sequential control decisions with visual perception.

However, costly exploration stages and partial state observability are well-
known impediments to RL. In particular, an active visual agent [70)211[71)30]
has to take a long series of actions purely based on the limited information
available from its rst person view. Due to poor action selection based on limited
information, the most e ective viewpoint trajectories are buried among many
mediocre ones, impeding the agent’s exploration in complex state-action spaces.

We observe that agents lacking full observability when deployed may nonethe-
less possess full observability during training, in some cases. Overall, the imbal-
ance occurs naturally when an agent is trained with a broader array of sensors
than available at test-time, or trained free of the hard time pressures that limit
test-time exploration. In particular, as we will examine in this work, once de-
ployed, an active exploration agent can only move the camera to \look-around"
nearby [30], yet if trained with omnidirectional panoramas, could access any
possible viewpoint while learning. Similarly, an active object recognition sys-
tem [2931)2/65,28] can only see its previously selected views of the object; yet
if trained with CAD models, it could observe all possible views while learn-
ing. Additionally, agents can have access to multiple sensors during training in
simulation environments [13/48|[10], yet operate on rst-person observations dur-
ing test-time. However, existing methods restrict the agent to the same partial
observability during training [65/312930/70,28].

We propose to leverage the imbalance of observability. To this end, we in-
troduce sidekick policy learning. We use the name \sidekick" to signify how a
sidekick to a hero (e.g., in a comic or movie) provides alternate points of view,
knowledge, and skills that the hero does not have. In contrast to an expert [19/61],
a sidekick complements the hero (agent), yet cannot solve the main task at hand.

We propose two sidekick variants. Both use access to the full state during
a preparatory training period to facilitate the agent’s ultimate learning task.
The rst sidekick previews individual states, estimates their value, and shapes
rewards to the agent for visiting valuable states during training. The second
sidekick provides initial supervision via trajectory selections to accelerate the
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