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1 Introduction

The second part of this class is about minimizing functions subject to constraints on the variables. A general
formulation for these problems is

minimize f(x)
xT

subject to ¢;(x) =0, i€,
ci(x) >0, i€l (1)

where f and the functions ¢; are all smooth, real-valued functions on a subset of R", and Z and & are two
finite sets of indices.

If we define the feasible set €2 to be the set of points & that satisfies the constraints, that is,
Q ={z|c;(x) =0,i € E;¢;(x) > 0,0 € T}, (2)
then we can always rewrite more compactly as

min f(z) (3)

xze)

In this lecture, we will go through some optimally conditions. They are generalized from their counterparts
in the constrained case. They are summarized below.

2 First-Order Optimality Conditions

To define the first-order optimality conditions, we first consider the notion of active sets:



Definition 2.1. The active set A(x) at any feasible x consists of the equality constraint indices from &
together with the indices of the inequality constraints ¢ for which ¢;(x) = 0; that is,

A(x) =EU{i € Z|e;(x) = 0}.

We will also need the characterization of a local solution:

Definition 2.2. A wector * is a local solution of the problem (@ if ©* € Q and there is a neighborhood N
of ©* such that f(x) > f(x*) for x € N NQ.

To define the optimality conditions, we will also need the so-called LICQ condition.

Definition 2.3. Given the point x and the active set A(x) defined in deﬁm’tion we say that the linear
independence constraint qualification (LICQ) holds if the set of active constraint gradients {Vc;(x),i € A(x)}
is linearly independent.

Now we are ready to introduce first-order necessary conditions, which often known as the Karush-Kuhn-
Tucker conditions, or KKT conditions for short.
Theorem 2.1. Consider the Lagrangian given by
L(x, \) Z Aici(x
1€ETUE

Suppose &* is a local solution of (1)), that the functions f and ¢; in are continuously differentiable, and
that the LICQ holds at x*. Then there is a Lagrangian multipler vector X*, with components \;,i € EUTZ,
such that the following conditions are satisfied at (x*, \*)

VazL(x*, \*) =0, 4)
ci(x*) =0, forallieg, (5)
ci(x*) >0, forallieZ, (6)

Af >0, forallieZ, (7)
Aci(x*) =0, forallieZUE. (8)

3 Second-Order Optimality Conditions
To derive second-order optimality conditions, we begin with defining the feasible direction set, which we
define as follows.

Definition 3.1. Given a feasible point  and the active constraint set A(x) of Definition the set of
linearized feasible directions F(x) is

{ ’ dTVc, (x) =0, for all i € &, }

d'Vei(x) >0, forallic Alx)NT ©)

Definition 3.2. Given F(x*) from Definition and some Lagrangian multipler vector \* satisfying the
KKT conditions, we define the critical cone C(x*, \*) as follows:

C(z*, \*) = {w € F(z*)|w  Ves(x*) = 0,all i € A(z*) N T with \* > 0} (10)



Equivalently,

w?'Ve;(x*) =0, for all i € &,
w € C(x™, \) « { wlVe;(xz*) =0, forallie€ A(x*)NZ with A >0, (11)
wl'Ve;(z*) >0, forallie€ A(x*)NZ with A = 0.

The critical cone contains those directions w that would tend to ”adhere” to the active inequality constraints
even when we were to make small changes to the objective (those indices i € Z for which the Lagrange
multiplier component Af is positive), as well as to the equality constraints. An important property of these
directions is:

w € C(x*, \*) = w! Vf(x*) = Z Nwl Ve (x*) = 0.
iceur

Theorem 3.1. (Second-Order Necessary Conditions.) Suppose x* is a local solution of and that
LICQ condition is satisfied. Let \* be the Lagrangian multiplier vector for which the KKT conditions are
satisfied. Then

w! V2 L(x*, \)w >0, for all w € C(z*, \*).

The corresponding Second-Order Sufficient Conditions are given below

Theorem 3.2. (Second-Order Sufficient Conditions.) Suppose that for some feasible point x* € R™
there is a Lagrangian multipler vector \* such that the KKT conditions are satisfied. Suppose also that

w! V2 L(z*, \)w >0, for all w € C(z*, \*)\{0}.

Then x* is a strict local solution for .
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