
CS376 Computer Vision
Lecture 8: RANSAC + Robust Fitting

Qixing Huang

Feb. 18th 2019



Last Lecture

• Hough transform for model fitting (e.g., line)

• Pros:
– Detecting multiple lines whose number is not fixed

– Input may contain outliers

• Cons:
– May be affected by noisy edge points



This lecture – two other model fitting 
techniques

• RANSAC

• Robust fitting









How de we find the best line?

• Unlike least-squares, no simple closed-form 
solution – we will get back to this, e.g., using 
robust norms

• Hypothesize-and-test

– Try out many lines, keep the best one

– Which lines?



RANSAC

• General version:
– Randomly choose s samples

• Typically s= minimum sample size that lets you fit a 
model

– Fit a model (e.g., line) to those samples

– Count the number of inliers that approximately fit 
the model

– Repeat N times

– Choose the model that has the largest set of 
inliers



Analysis of RANSAC



Basic RANSAC

• Typically we do not know 
the ratio of outliers in our 
data set, hence we do not 
know the probability w or 
the number 𝑁

• Instead of operating with a 
larger than necessary 𝑁 we 
can modify RANAC to 
adaptively estimate 𝑁 as we 
perform the iterations

Comments



How to estimate the Inlier ratio?



Adaptive RANSAC

• Objective
– To robustly fit a model y = f(x,a) to a data set S containing 

outliers

• Algorithm
– Let N = infty, SIN= null and #iterations = 0

– While N > #iterations repeat 3-5

– Estimate parameters atst from a random n-tuple from S

– Determine inlier set Stst, i.e., data points within a distance t
of the model y = f(x; atst)

– If |Stst| > |SIN|, set SIN = Stst, a = atst, w = |SIN|/|S| and N = 
log(1-p)/log(1-wn) with p = 0.99. Increase #iterations by 1



Example



Example



Least square approach



Comparison



Summary

• RANSAC
– A robust iterative method for estimating the parameters of 

a mathematical model from a set of observed data 
containing outliers

– Separates the observed data into “inliers”and “outliers”

– Can be applied in an iterative manner to obtain multiple
models

– Not perfect



Application of RANSAC

Recognising Panoramas [Brown and Lowe’ 03]



Application of RANSAC

Camera calibration



Application of RANSAC

Structure-from-motion [Snavely et al. 06]



Reweighted Least Squares



1D case

• Mean

• Median

MeanMedian



General formulation



Optimization

• For Lp-norm where p>=1, the objective
function is convex and we can apply convex
optimization

• For other robust norms, a popular approach is 
reweighted least squares



When the fraction of inliers > 50%




