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3D Surface Representations

Triangular mesh

Point cloudImplicit surface

Part-based models

Light Field Representation



Matching in Embedding Spaces
[CVPR’ 16]



Existing methods usually follow 
a two-step approach (e.g., SIFT flow)

• Local descriptor computation

• Dense pixel labeling via MRF inference
– Preserve descriptors

– Preserve smoothness



Issues of such two-step approach

Partial similarity Inefficient when 
matching multiple objects



Embedding --- establishing correspondences 
in the embedding space 

Spectral embedding [Liu et al. 06]

Sensitive to 1) partial similarity, and 2) geometric and topological changes



Properties of the desired embedding space

Corresponding points are 
matched in the embedding space

p

Embedding 
preserves continuity



The benefits of object embedding

• Correspondences become nearest 
neighbor query
– Efficiency for multiple object matching

O(n) embeddings + O(n2) queries

– Partial similarity

– Fuzzy correspondences



The biggest message of deep neural 
networks

• Approximate any function given sufficient data 



Focus on depth images

• Scanning devices  generate depth images

• Complete shape embedding are aggregated 
from depth image embeddings

– 3D convolution is not ready yet



Architecture

The input is a depth image

Convolution + Deconvolution

The output is a per-pixel descriptor (dim 16)



Training data

• 4 animation sequences (dense 
correspondences)

• 2500 shapes from Yobi3D (33 feature points)



Direct versus Indirect

• Descriptor learning (e.g., triplet loss [Schroff
et al. 15])

• Classification loss (e.g., the second last layer of 
AlexNet)



We employ a classification loss

Classes are defined in terms of super-patches

We use multiple segmentations --- so the probability of two points
belong to the same segment is related to their distance



We employ the classification loss



Evaluation on the FAUST dataset

Cumulative error distribution, intra-subject



Evaluation on the FAUST dataset

Cumulative error distribution, inter-subject



Multi-view 3D Models from Single Images
With a Convolutional Network [ECCV’ 16]











Perspective Transformer Nets: Learning 
Single-View 3D Object Reconstruction 
without 3D Supervision [Yan et al. 16]









Learning Semantic Deformation Flows with 3D 
Convolutional Networks [Yumer and Mitra 2016]







Semantic Scene Completion from a 
Single Depth Image [Song et al. 17]









Discussion


