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Abstract— As wireless hotspot business becomes a tremendous
financial success, users of these networks have increasing motives
to misbehave in order to obtain more bandwidth at the expense
of other users. Such misbehaviors threaten the performance and
availability of hotspot networks, and have recently attracted
increasing research attention. However the existing work so far
focuses on sender-side misbehavior. Motivated by the observation
that many hotspot users receive more traffic than they send, we
study greedy receivers in this paper. We identify a range of greedy
receiver misbehaviors, and quantify their damage using both
simulation and testbed experiments. Our results show that even
though greedy receivers do not directly control data transmission,
they can still result in very serious damage, including completely
shutting off the competing traffic. To address the issues, we
further develop techniques to detect and mitigate greedy receiver
misbehavior, and demonstrate their effectiveness.
Keywords: C.2.1.k [Wireless Communication], C.2.5 [Local-
Area Networks].

I. I NTRODUCTION

The proliferation of lightweight hand-held devices
with built-in high-speed WiFi network cards has spurred
widespread deployment of wireless “hot-spot” networks at
many public places, such as hotels, airports, restaurants,and
malls. As reported in [8], [9], worldwide wireless data hotspot
revenue will rise from $969 million in 2005 to $3.46 billion
in 2009, and the number of hotspot locations will nearly
double in size from 100,000 in 2005 to almost 200,000 by
the end of 2009. As hotspot business becomes a tremendous
financial success, users of these networks have increasing
incentives to misbehave in order to gain more bandwidth
even at the expense of others.

The serious damage caused by MAC-layer misbehavior has
recently received substantial research attention. Some ofthe
pioneering work in this area includes [2], [12], [14], [15].
These works identify several types of MAC-layer misbehav-
iors, and propose countermeasures to detect and prevent such
misuse.

The existing work so far focuses on sender-side misbe-
havior. In wireless LAN (WLAN) networks, the amount of
traffic coming from access points (APs) to clients is typically
higher than that from clients to APs [10], [19]. APs are
under the control of service providers and send more data,
whereas (possibly misbehaving) users often act as receivers.
Therefore misbehaving receivers can be serious threats to the
performance and availability of WLANs. However, there is
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little work on receiver-side MAC misbehaviors. This motivates
our work.

In this paper, we first identify a range of greedy receiver
misbehaviors. Such receiver misbehaviors are possible because
IEEE 802.11 is a feedback-based protocol; while receivers
do not directly control data transmissions, they can cause
damage by manipulating the feedback. The broadcast nature
of wireless medium makes it easy to manipulate not only its
own feedback but also other flows’ feedback. We quantify
the performance impact of misbehaving receivers using both
simulation and testbed experiments. Our results show that mis-
behaving receivers can cause serious damage to the network.
In some cases, a greedy receiver can completely shut off the
other competing flows. To mitigate the threats and enhance
network availability, we further develop techniques to detect
and mitigate greedy receiver misbehavior, and demonstrate
their effectiveness.

The rest of the paper is organized as follows. We overview
the background of IEEE 802.11 and TCP in Section II, and
survey related work in Section III. We present a range of
greedy receiver misbehaviors in Section IV. We quantify their
damage using simulation and testbed experiments in SectionV
and Section VI, respectively. We describe techniques to detect
and mitigate greedy receiver misbehavior in Section VII, and
evaluate its effectiveness in Section VIII. We conclude in
Section IX.

II. BACKGROUND

IEEE 802.11: The IEEE 802.11 standard [5] specifies two
types of coordination functions for stations to access the
wireless medium: distributed coordination function (DCF)and
point coordination function (PCF). In this paper, we focus on
DCF, which is much more widely used than PCF. In IEEE
802.11 DCF [5], before transmission, a station first checks
to see if the medium is available using virtual carrier-sensing
and physical carrier-sensing. The medium is considered busy
if either carrier-sensing indicates so.

Virtual carrier-sensing is performed using the Network Al-
location Vector (NAV). Most 802.11 frames have a NAV field,
which indicates how long the medium is reserved in order
to finish transmitting all the frames for the current operation.
Virtual carrier sensing considers medium is idle if NAV is
zero, otherwise it considers the medium busy. Only when NAV
is zero, physical carrier-sensing is performed using carrier-
sensing hardware. If physical carrier-sensing also determines
the medium idle, a station may begin transmission using the
following rule.



If the medium has been idle for longer than a distributed
inter-frame spacing time (DIFS), transmission can begin im-
mediately. Otherwise, a station having data to send first waits
for DIFS and then waits for a random backoff interval, which
is uniformly chosen between[0, CWmin], whereCWmin is
the minimum contention window. If at anytime during the
above period the medium is sensed busy, the station freezes
its counter and the countdown resumes when the medium
becomes idle. When the counter decrements to zero, the node
transmits the packet. If the receiver successfully receives the
packet, it waits for a short inter-frame spacing time (SIFS)and
then transmits an ACK frame. If the sender does not receive
an ACK (e.g., due to a collision or poor channel condition), it
doubles its contention window to reduce its access rate. When
the contention window reaches its maximum value, denoted as
CWmax, it stays at that value until a transmission succeeds,
in which case the contention window is reset toCWmin.

TCP: TCP is a widely used transport protocol. One of the
misbehaviors we identified exploits the interactions between
TCP and MAC layer, so we briefly review TCP here. TCP
provides reliable, in-order delivery service. It uses ACK,
timeout, and retransmission to achieve reliability. It further
provides congestion control by inferring congestion basedon
packet losses. Upon a packet loss as indicated by receipt
of 3 duplicate ACKs or timeout, the TCP sender assumes
the network is under congestion and responds by reducing
its congestion window (i.e., the maximum amount of un-
acknowledged data allowed by the TCP sender). Since not
all wireless losses are due to congestion, TCP congestion
control is sometimes unnecessary and can cause performance
degradation. One way to address this issue is to hide wireless
losses from TCP via local retransmission, thereby avoiding
unnecessarily reducing sending rate. This is the approach taken
by IEEE 802.11.

III. R ELATED WORK

The serious damage caused by misbehaving MAC has
received increasing attention in wireless research community.
For example, Bellardo and Savage [2] studied denial of service
attacks in 802.11. Kyasanur and Vaidya [12] identified that
selfish senders can get significantly more bandwidth than reg-
ular senders by modifying the backoff value in IEEE 802.11.
Raya et al. [14], [15] developed DOMINO, a software in-
stalled on access points to detect and identify greedy stations.
Guang [6] developed a Predictable Random Backoff (PRB)
algorithm to force each node to generate a predictable backoff
interval and detect hosts that do not follow the protocol.
Cagalj et al. [3] used a game-theoretic approach to study
selfish nodes in CSMA/CA networks. Unlike the existing
work, which focuses on sender-side misbehavior, we identify a
range of receiver-side misbehaviors and evaluate their impact
on network performance.

In addition to MAC misbehaviors, researchers also stud-
ied misbehavior at other protocol layers, such as jamming
attacks [20], routing attacks [7], and selfish TCP behavior and
attacks [1], [11], [17]. In particular, our work is inspiredby
[17], which studies TCP receiver misbehaviors and shows that

in a feedback-based protocol receivers can significantly affect
network performance even though they do not directly send
data. Unlike [17], we study receiver misbehavior at MAC-
layer.

IV. GREEDY RECEIVER

In this section, we present three types of greedy receiver
misbehaviors. Among them, two misbehaviors – spoofing
ACKs and sending fake ACKs are new. The other misbehavior
– NAV inflation has been identified earlier. Our work comple-
ments the previous studies on NAV inflation [2], [14], [15]
in the following aspects. First, we focus on greedy receivers
(i.e., the frames with inflation can only be transmitted by
receivers). In comparison, [14], [15] focuses on greedy senders
and [2] focuses on denial-of-service (DOS) attacks, where
misbehaving nodes simply cause damage without necessarily
gaining more throughput. We will show that only a small
NAV increase is required forGR to starve other flows due
to additional data traffic, whereas a large NAV inflation is
required to launch the type of DOS considered in [2]. Second,
we present a simple analysis to model the effect of NAV
inflation in Section V. Third, we will use extensive evaluation
to study the effect of NAV inflation in various scenarios (e.g.,
studying the impact of the amount of inflation, the type of
frames with inflation, the frequency of inflation, the number
of competing receivers, and the type of the transport protocols,
etc.).

For each misbehavior, we first introduce the misbehavior
and then describe its applicable scenarios, greedy actions, and
effects. Throughout the paper, we letGR denote a greedy
receiver, NR denote a normal receiver,GS denote GR’s
sender, andNS denoteNR’s sender. We assume that APs
are the senders and behave normally, since they are under the
control of service providers.

A. Misbehavior 1: Increasing NAV

IEEE 802.11 uses NAV to perform virtual carrier sensing.
Greedy receivers can increase their goodput (i.e., rate of
correctly received non-duplicate packets) by increasing NAV.

Applicable Scenarios The misbehavior is effective
whenever there is traffic competing with a greedy receiver.
Inflated CTS NAV causes damage only when RTS/CTS is
enabled, whereas inflated ACK NAV causes damage regardless
whether RTS/CTS is used. When TCP is used, the greedy
receiver also sends TCP ACK packets, which are data frames
to the MAC layer. As a result, the greedy receiver can also
inflate NAV on the RTS and data frames, which are used to
send the TCP ACK packet.

Greedy Actions A greedy receiver may inflate NAV in its
CTS and/or ACK frames under UDP, and inflate NAV in CTS,
ACK, RTS, and/or data frames under TCP. It can increase the
NAV up to 32767µs, which is the maximum allowable value
in IEEE 802.11.

Effects Sending frames with inflated NAV allows a greedy
receiver to silence all nearby nodes longer than necessary.
According to IEEE 802.11 [5], upon receiving a valid frame,



each station should update its NAV, only when the new NAV
value is greater than the current NAV value and only when
the frame is not addressed to the receiving station. Thus the
increased NAV value will not affectGS, which sends data to
GR, but silence the other nearby senders and receivers.

If the amount of NAV increase is large enough,GS can
exclusively grab the channel even in presence of other nearby
competing senders since it always senses the medium idle
before its transmission.

B. Misbehavior 2: Spoofing ACKs

Upon a packet loss, a TCP sender reduces its sending rate by
decreasing its congestion window. MAC-layer retransmissions
help to reduce packet losses observed at the TCP layer. Based
on the observation, a greedy receiver can send MAC-layer
ACKs on behalf of other TCP flows. In this way, packet
losses are not recovered at MAC-layer as they should, but are
propagated to the TCP layer, which can cause TCP senders to
slow down.

Applicable Scenarios The misbehavior is effective under
the following two conditions. First, the traffic competing with
greedy receiver is TCP and its link is lossy. Second, a greedy
receiver uses promiscuous mode so that it can spoof MAC-
layer ACKs in response to data frames not destined to itself.

Greedy Actions A greedy receiver (GR) sniffs a data frame
destined to a normal receiver (NR) coming from a sender
(NS), and sends a MAC-layer ACK on behalf ofNR. Because
the link from NS to NR is lossy,NR may not successfully
receive the data. HoweverGR spoofs a MAC-layer ACK on
behalf ofNR so thatNS moves on to the next transmission,
instead of performing MAC-layer retransmissions as it should.

Effects In order to understand the effects of a spoof ACK,
we need to consider two cases. The first case is that the original
receiver (NR) does not receive the data frame so the spoofed
ACK from GR effectively disables MAC-layer retransmission
at NS. This propagates packet losses toNS’s TCP, which
will decrease its congestion window and may even cause TCP
timeouts, thereby increasing the traffic rate towards the greedy
receiver. When the normal traffic spans both wireless and
wireline network, the damage of this misbehavior is further
increased; The additional wireline delay makes end-to-end
TCP loss recovery even more expensive than local MAC-
layer retransmissions on the wireless link. We also observe
this effect in our evaluation, as described in Section V.

Second, whenNR receives the data frame, spoofed ACK
will collide with the ACK from the original receiverNR.
Such collisions cause unnecessary retransmissions fromNS
and slow downNR’s flow. This is essentially a jamming
attack, which has been studied before (e.g., [20]). Therefore
our evaluation focuses on the first case – disabling MAC-
layer retransmissions. The performance degradation caused by
greedy receiver would be even larger under the combination
of jamming and disabled MAC retransmissions.

One way to focus on the first case is to let the greedy
receiver only spoofs ACKs when the normal receiver does
not correctly receive the data frame. But in practice the
greedy receiver does not have such information. Therefore

in order to focus on the first case, our evaluation considers
capture effects so that there is no collision even if both
receivers send ACKs. Specifically, when the two packets
are received simultaneously, if the ratio of their received
signal strength is above capture threshold, only the packet
with stronger signal is received and the other is lost. In our
context, we consider eitherRSSNR/RSSGR ≥ Threshcap

or RSSGR/RSSNR ≥ Threshcap, where Threshcap is
capture threshold, andRSSNR and RSSGR are received
signal strength fromNR andGR, respectively. In the former
case, ACK fromNR is demodulated and received, and ACK
from GR is lost, and in the latter case, the ACK fromGR is
received and the ACK fromNR is lost.

Remarks: In addition to degrading the performance of
competing TCP traffic that experiences packet losses, spoofing
ACKs may also negatively impact certain competing UDP
traffic. In particular, the misbehavior is effective when the
competing UDP flow does not send more traffic to the MAC
layer as the result of packet losses. In this way, disabling
MAC-layer retransmission at the normal receiver translates to
reduced service time for the normal receiver and increased
service time for the greedy receiver. An example scenario is
that an AP sends traffic to both greedy and normal receivers
and the sending rate to the normal receiver at the transport
layer does not change in response to disabling MAC retrans-
missions.

If the competing flow tries to recover the packet losses at
the high-layer or sends other data traffic in place of retrans-
missions (e.g., an AP sends traffic to a normal receiver as fast
as possible and competes with another AP that sends traffic to
a greedy receiver), then disabling MAC-layer retransmission
does not reduce the effective service time to the normal
receiver so the greedy receiver no longer benefits.

Since ACK spoofing degrades the performance of compet-
ing TCP traffic in all cases and also causes more damage, our
evaluation mostly focuses on TCP traffic. But for completeness
we also study its effect on UDP traffic.

C. Misbehavior 3: Sending fake ACKs

In 802.11, a sender performs an exponential backoff upon
seeing a packet loss. This slows down the sender when network
is congested and packets get corrupted. A greedy receiver can
prevent its sender from backing off by sending ACKs even
when receiving corrupted packets (destined to itself). In this
way, the greedy receiver receives a higher goodput (i.e., the
receiving rate of uncorrupted and unduplicate packets).

Applicable Scenarios This misbehavior is effective under
the following three conditions. First, the link fromGS to
GR is lossy. Second, the traffic toGR is carried by non-
TCP connections (to avoid interacting with TCP congestion
control). Third, the greedy flow either tries to recover the
packet loss at a high layer or sends other data traffic in placeof
retransmissions so that removing MAC layer retransmissions
does not result in reduced service time to the greedy receiver.

Greedy Actions When receiving a corrupted frame,GR
sends a MAC-layer ACK back to the source even though
the data is actually corrupted. Moreover, to avoid reducing



# corrupted # corrupted w/
# received # corrupted w/ correct dest correct src-dest

802.11b 65536 1367 1351 1282
802.11a 23068 7376 6197 5663

TABLE I

TESTBED MEASUREMENT SHOWS THAT MOST CORRUPTED PACKETS

PRESERVE SOURCE AND DESTINATIONMAC ADDRESSES.

its service time, the greedy flow either tries to recover the
lost packets at the high layer or sends other data packets to
the MAC layer. For example, a greedy flow sends as fast as
possible when it competes with another flow from a different
AP. In this case, even though the greedy flow does not spend
time in retransmissions, it sends out more fresh data frames.

The effectiveness of this attack depends on how often
a corrupted packet preserves correct source and destination
addresses. Since MAC addresses are much smaller than the
payload, most of corrupted packets preserve MAC addresses.
To further validate this claim, we conduct measurement ex-
periments in our testbed by placing sender and receiver far
enough to generate significant packet corruption. Table I shows
a breakdown of the number of corrupted packets, corrupted
packets with correct destination MAC addresses, and corrupted
packets with correct source and destination MAC addresses.
As it shows, 98.8% and 84% corrupted packets are delivered
to the correct destination in 802.11b and 802.11a, respectively.
Among them, 94.9% and 91.4% packets have correct source
addresses in 802.11b and 802.11a, respectively. These numbers
indicate that sending fake ACKs is a feasible attack since most
of corrupted packets preserve MAC addresses.

Effects GR sending ACKs in the presence of corrupted
data frames effectively preventsGS from doing exponential
backoff and creates more transmission opportunity forGR,
thereby increasing its goodput. An interesting aspect of this
misbehavior is that it is a common belief that the link layer
retransmission is considered to improve performance over end-
to-end recovery; however its performance benefit can be offset
by exponential backoff when competing with other flows.

Similar to misbehavior 2, misbehavior 3 also modifies
how MAC-layer ACKs are transmitted under corrupted/lost
packets. However, they differ in that misbehavior 2 degrades
competing TCP traffic by exploiting TCP congestion control in
response to packet losses and degrades competing UDP traffic
by reducing its service time, whereas misbehavior 3 benefits
the greedy UDP flow by avoiding MAC-layer backoff even
under packet losses and hence increasing its opportunity to
access the medium.

V. EVALUATION OF GREEDY RECEIVERS INSIMULATION

In this section, we use Network Simulator 2 (NS2) [13]
to quantify the damage caused by greedy receivers. We use
802.11b as the default configuration, and also evaluate 802.11a
for comparison. We use 6Mbps and 11 Mbps PHY rates for
802.11a and 802.11b, respectively. Unless otherwise specified,
all nodes are within communication ranges. All the senders
behave normally, since APs are usually the senders that are
under the control of hotspot providers and do not misbehave.
We consider thatNS sends toNR and GS sends toGR,
whereGR denotes a greedy receiver andNS, GS and NR
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Fig. 1. Goodput of two UDP flowsNS-NR and GS-GR, where GR

inflates CTS NAV (802.11b)

all behave normally. Unless otherwise specified, all nodes are
within the communication range, since this maximizes the
effects of the attacks.

Our evaluation uses TCP and UDP, and data packet size of
1024 bytes. When UDP is used, we generate constant bit rate
(CBR) traffic high enough to saturate the medium. Moreover,
the rates of all CBR flows are the same so that the difference
in goodput is due to MAC-layer effect. We run each scenario
5 times and report the median of the goodput. As we will
show, even though greedy receivers do not directly control data
transmission, they can still effectively increase their goodput at
the expense of degrading or even shutting off other competing
flows.

A. Misbehavior 1: Increasing NAV

We evaluate the impact of NAV inflation by varying (i) the
type of transport protocols, (ii) the amount of NAV inflation,
(iii) the frequency of NAV inflation, (iv) the number of greedy
receivers, and (v) the number of senders. When the greedy
receiver uses UDP, it can inflate CTS and/or ACK frames.
When the greedy receiver uses TCP, not only can it inflate
NAV in CTS and/or ACK, but also inflate NAV in RTS and
data frames when sending TCP ACKs.

Vary the amount of NAV inflation: Let n denote the
original NAV value before inflation. The value of NAV used
by greedy receivers isn + α · 100, whereα varies from 0 to
310 for CTS NAV, and from 0 to 327 for ACK NAV.α = 310
in CTS andα = 327 in ACK give close to the maximum NAV,
which is 32767µs.

UDP traffic: First, we evaluate the impact of greedy
receivers using constant-bit-rate (CBR) traffic transferred via
UDP. Figure 1 shows the goodput of a normal receiver and
a greedy receiver, competing with each other and both using
UDP. The greedy receiver can completely grab the medium
and starve the competing flow even when NAV is inflated by
only 0.6 ms.

Below we analyze the effect of NAV inflation under UDP
traffic. SupposeNS and GS both have an infinite amount
of data to send.GR inflates NAV in either its CTS and/or
ACK by v timeslots. The probability ofGS transmitting in
a given round is the probability that onlyGS sends or both
GS andNS send. LetBS denote the random backoff interval
chosen by a senderS. The probability that onlyGS sends
is Pr[BGS < BNS + v − 1], and the probability that both
GS and NS send isPr[BNS + v − 1 ≤ BGS ≤ BNS +
v + 1]. So the probability ofGS transmitting isPr[BGS ≤
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BNS + v + 1]. v is added toBNS becauseGS starts count-
down v timeslots earlier thanNS due to NAV inflation; and
the probability that both of them send takes the above form
because it takes a station 1 time slot to measure signal strength
and two nodes can both send if the time of their counting down
to zero differs within 1 time-slot. Similarly, the probability of
NS transmitting in a round isProb[BNS ≤ BGS−v+1]. The
backoff interval is uniformly distributed over[0..CW ], where
CW is initialized to CWmin and doubles every time after a
failed transmission until it reachesCWmax.

Figure 2 shows that as NAV increases,GS’s average CW
stays close to the minimum CW, which lasts 31 timeslots in
802.11b, whereasNS’s average CW increases. This is because
NS sees an increasing fraction of collisions among the packets
it sent whenGS’s NAV increases. (Note that while the number
of collisions experiences byGS also increases, the fraction of
collided packets does not increase due to an increasing number
of packetsGS sent.) When the NAV inflation is beyond 28
timeslots,NS sometimes cannot send even a single packet,
thus its average CW remains 31 in such a case. Therefore the
average CW atNS fluctuates when NAV is over 28 timeslots,
depending on how many packetsNS happens to send out.
Based on the observation, we have the following relationship:

Pr[GS sends]

= Pr[BGS ≤ BNS + v + 1]

=
X

i=0..CW

(Pr[BGS = i]×

CWmax
X

m=CWmin

Pr[CWNS = m]Pr[BNS ≥ i − v − 1|CWNS = m]) (1)

Pr[NS sends]

= Pr[BNS ≤ BGS − v + 1]

=
X

i=0..CW

(Pr[BGS = i]×

CWmax
X

m=CWmin

Pr[CWNS = m]Pr[BNS ≤ i − v + 1|CWNS = m]) (2)

We evaluate the accuracy of our model by plugging the
distributions of CW into Equation 1 and 2. Figure 3 compares
the estimated and actual RTS sending ratios fromGS and
NS. As we can see, our model accurately estimates the RTS
sending ratio, which is very close to the actual data sending
ratio. The small difference between the two ratios is due to
packet losses.

TCP traffic: Figure 4 shows TCP results using 802.11b.
Figure 4(a) shows the goodput of two competing TCP flows,
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when the receiver of one flow is greedy and inflates NAV in all
of its CTS frames. We make the following observations. First,
in all cases the greedy receiver obtains higher goodput than
the normal receiver. Second, as we would expect, the larger
increase in the greedy receiver’s CTS NAV, the larger goodput
gain the greedy receiver has. Moreover, with a large enough
NAV value, the greedy receiver can grab the channel all the
time and completely shut off the normal receiver’s traffic.

Figure 4(b) shows the effect of inflating NAV on RTS and
CTS frames. (A TCP receiver sends RTS frames for TCP
ACK.) A very small NAV inflation can completely starve
the other connection. Figure 4(c) further shows the impact
of inflated ACK frames. The goodput gain from inflated
ACK NAV is slightly smaller than that from inflated CTS
NAV, because there are more CTS frames sent than ACK
frames (ACK is sent only when RTS, CTS, and data frames
are successfully received, whereas CTS is sent when RTS
is received successfully). As shown in Figure 4(d), inflating
NAV on all frames causes the largest damage:GS-GR pair
dominates the medium even when NAV is inflated by2ms.

Next we evaluate the performance using 802.11a. Figure 5
summarizes the results. The high-level trend is similar: the gap
between greedy and normal receivers’ throughput increases
with the amount of NAV inflation and the number of frames
with NAV inflation. For the same amount of NAV inflation,
the damage is larger in 802.11a than 802.11b because the in-
terframe spacing and transmission time in 802.11a are smaller.

We further evaluate the effect of a greedy receiver under
multiple normal sender-receiver pairs. We consider 8 flows,
where one of them has a greedy receiver. As shown in Figure 6,
the goodput of the greedy receiver increases with an increasing
CTS NAV, at the expense of degrading the competing normal
receivers. Moreover, it takes10ms increase in CTS NAV for
the greedy receiver to dominate the medium. In the remaining
of Section V-A, unless specified otherwise, we use TCP flows
since TCP is used more often.

Vary Greedy Percentage (GP): In order to make
the detection difficult, a greedy receiver may not manipulate
every packet it transmits. To evaluate such effect, we vary
Greedy Percentage (GP ), which denotes the percentage of
time a greedy receiver behaves greedily. In this case, GP is
the fraction of CTS frames that carry inflated NAV.

Figure 7 plots goodput of normal and greedy receivers as
we vary GP and the amount of NAV inflation, and all four
nodes are within communication range of each other. As we
would expect, increasing GP increases the performance gainof
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GR. Nevertheless even whenGP is 50%,GR already receives
substantially higher goodput. For example, its goodput is over
1Mbps higher than that ofNR when NAV is inflated by5ms,
and around 1.8Mbps higher when NAV is inflated by10ms,
and completely grabs the bandwidth when NAV is inflated by
31ms.

Vary the number of greedy receivers: Next we vary
the number of greedy receivers. Figure 8 considers 2 sender-
receiver pairs. As it shows, when both receivers are normal,
they get similar goodput. When only one receiver is greedy,
the greedy receiver gets significantly higher bandwidth and
almost starves the normal receiver. When both receivers are
greedy, their performance depends on who grabs the medium
first. The one that grabs the medium earlier gets the chance
to silence the other flow and has an opportunity to grab the
channel again in the next round.

Figure 9 shows the results of varying the number of greedy
receivers under 8 sender-receiver pairs (including normal
receivers). All greedy receivers have GP=100% and increase
their NAV by 31 ms. When there are more than one greedy
receiver, only one greedy receiver survives and the other
receivers get virtually nothing. This is because 31ms NAV
inflation is large enough so that the first one that grabs the
channel reserves the medium for the subsequent transmissions.
Unless there is a packet loss, the node will grab the medium
for all its subsequent transmissions and starve the other flows.

One sender with multiple receivers: So far we have
studied the cases when there are as many senders as receivers.
Now we examine the case where one sender sends to more
than one receiver. This introduces head-of-line blocking,and
reduces the damage of a greedy receiver to a certain degree.
Nevertheless, even in that case, the greedy receiver can get
significant gain.
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Fig. 10. One sender sends to multiple receivers, one of which inflates CTS
NAV. (802.11b)

NAV+ 1 Sender 2 Senders
(ms) S-NR S-GR NS-NR GS-GR

0 22.281 22.388 42.177 41.775
1 19.847 24.036 46.011 42.035
2 20.961 23.590 42.424 41.005
5 16.386 27.750 30.846 47.592
10 11.723 31.345 11.810 46.272
20 10.364 36.496 4.582 49.661
31 4.519 41.715 3.203 47.452

TABLE II

AVERAGE TCP CONGESTION WINDOW.

First, we consider one senderS sending to two receivers,
NR (normal receiver) andGR (greedy receiver). In this case,
S does not respond to the inflated NAV fromGR, since the
CTS is destined to itself. Inflated NAV has the following two
effects onNR. First, it preventsNR from sending CTS in
response to the RTS fromS in a timely manner. If the CTS is
delayed long enough, the senderS assumes RTS has failed and
backs off by increasing its contention window. Second, when
TCP is used, an inflated NAV fromGR preventsNR from
sending TCP ACK in a timely manner. Figure 10(a) shows
the goodput ofNR and GR when both use TCP. Compared
with the two-sender case, the performance gain of the greedy
receiver is reduced, but the gain is still significant. TableII
further compares the TCP congestion window size between 1-



BER ACK/CTS RTS TCP ACK TCP Data
1e−5

3.799e−4
4.399e−4

1.119e−3
1.130e−2

2e−4
7.519e−3

8.762e−3
2.235e−2

2.033e−1

3.2e−4
1.121e−2

1.398e−2
3.521e−2

3.048e−1

4.4e−4
1.658e−2

1.918e−2
4.810e−2

3.934e−1

8e−4
2.995e−2

3.460e−2
8.574e−2

5.971e−1

TABLE III

BER AND THE CORRESPONDINGFER

sender and 2-sender cases. As it shows, for the same NAV
increase, the difference between the congestion window of
normal flow and greedy flow is larger under 2-sender than
that under 1-sender, but the difference is still significant.

Next we consider one sender sending to 7 normal receivers
and 1 greedy receiver. Figure 10(b) plots the goodput of a
greedy receiver and the average goodput of the 7 normal
receivers. As we can see, there is still gain for the greedy
receiver though the benefit is much smaller than competing
with only one normal receiver or having multiple senders.

Now we consider one sender sending to a normal re-
ceiver and a greedy receiver, both using UDP. As shown in
Figure 10(c), the goodput of both flows decreases with an
increasing NAV, and GR receives similar goodput as NR when
sharing the sender. This is because both CBR flows have the
same data rate, and the queue at the sender has roughly the
same number of packets to normal and greedy receivers. A
larger CTS NAV from GR simply makes the sender fluctuate
its contention window and increases the idle time between two
transmissions, causing harm to both receivers. In comparison,
under TCP the sender’s queue has more packets toGR than
to NR, since the TCP flow toNR slows down whenNR
does not send ACKs in a timely manner.

Summary: Our evaluation shows that increasing NAV
is an effective greedy misbehavior. As we would expect, a
larger NAV increase or a larger greedy percentage increases
the gain of greedy receivers. Furthermore, the damage is larger
when a greedy receiver has a separate sender from normal
receivers than when the sender is shared. Finally, the impact
of NAV inflation in TCP depends on which frames the greedy
receiver manipulates: the impact of NAV inflation in CTS or
ACK frames in TCP is smaller than that in UDP since TCP
congestion control may limit the sending rate and reduces the
opportunity for greedy receivers to misbehave. However, the
impact on TCP traffic can further increase when the greedy
receiver also modifies RTS and data frames when sending TCP
ACKs.

B. Misbehavior 2: Spoofing ACKs

1) TCP Traffic: We first evaluate misbehavior 2 using TCP
traffic. Unless otherwise specified, we use a 4-node topology
(i.e., 2 senders each sending to one receiver). We place all the
nodes are within communication range of each other, and the
loss rates on all wireless links among all nodes are the same.
We further examine the effect of the misbehavior when the
connections span across both wireless and wireline links.

Vary bit error rate: First we examine the impact of a
greedy receiver by varying bit error rate (BER). The greedy
receiver spoofs MAC-layer ACKs for every data packet it
sniffs from the sender to the normal receiver (i.e., GP=100).
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Fig. 11. Goodput of two TCP flowsNS-NR andGS-GR under a varying
wireless link loss rate, where GR spoofs ACK on behalf of NR.

Figure 11 shows the goodput of two receivers when one of
them, namely R2, misbehaves (denoted asw R2 GR) versus
when neither misbehaves (denoted asno GR) using TCP.
Figure 11(a) shows 802.11b results, and Figure 11(b) shows
802.11a results. In both graphs, the x-axis shows bit error
rate. The corresponding data frame error rate is shown in
Table III. We make the following observations. First, when
neither misbehaves, the two receivers get similar goodput.
Their goodput both decreases with an increasing BER. In com-
parison, when one of them misbehaves, the greedy receiver
gets significantly higher goodput than the normal receiver.
Second, we observe that when BER is lower than2e−4, the
greedy receiver gets an increasing gain as loss rate increases.
This is because an increasing loss rate means that more
packets to the normal receiver have to be recovered at TCP
layer after spoofing MAC-layer ACKs, thereby increasing the
effectiveness of greedy misbehavior. When BER is higher than
2e−4, the greedy receiver’s goodput gain gradually decreases
because the number of data packets it overhears decreases,
thereby decreasing the number of spoofed ACKs. Moreover, an
increasing loss rate between the greedy receiver and its sender
also degrades its own TCP goodput. In an extreme, when the
loss rate is high enough, both TCP flows get virtually zero
goodput regardless of whether one misbehaves or not. Third,
comparing 802.11a and 802.11b, we observe that the general
trend is similar.

Vary greedy percentage: Next we evaluate the impact
of greedy percentage (i.e., how often the greedy receiver
spoofs an ACK when it sniffs the other sender’s data packet).
Figure 12 summarizes the results. As we would expect, the
goodput of greedy receiver increases as GP increases. This is
true over all loss rate values. For low loss rate, the effect
of spoofing is limited because most packets are correctly
received at the normal receiver. For moderate loss rate, a



 0

 0.5

 1

 1.5

 2

 2.5

 3

100   50   0100   50   0100   50   0100   50   0

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

Greedy Percentage

BER 2e-5 BER 2e-4 BER 4.4e-4 BER 8e-4

  NR
  GR

Fig. 12. Goodput of two TCP flowsNS-NR and GS-GR, when greedy
percentage and loss rates vary. (802.11b)

 0

 0.5

 1

 1.5

 2

 2.5

2  1  02  1  02  1  02  1  0

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

The Number of Greedy Receivers

GP 10 GP 20 GP 50 GP100

  GR
  NR

Fig. 13. Goodput under 0, 1, or 2 greedy receivers (All flows use TCP, and
BER=2e−4). (802.11b)

significant number of packets are lost at the normal receiver,
making spoofing ACK an effective attack. For high loss rate,
spoofing ACK continues to allow the greedy receiver to get
more goodput than the normal receiver, even though the greedy
receiver also suffers degradation due to its high loss rate.

Vary the number of greedy receivers: We further evaluate
the performance of 2 TCP flows under 0, 1, or 2 greedy
receivers. As shown in Figure 13, the total goodput decreases
when both receivers misbehave. This is because in this case
both receivers spoof the other’s MAC-layer ACK, which
effectively disables MAC-layer retransmission and makes the
loss propagated to TCP layer. A larger GP causes MAC-layer
retransmission to be disabled more often, and results in larger
reduction in goodput.

Vary the number of sender-receiver pairs: Next we
consider one greedy receiver competes with a varying num-
ber of normal receivers. Figure 14(a) compares the average
goodput of a greedy receiver and normal receivers when they
share one AP, and Figure 14(b) shows the results when each
receiver receive data from a different AP with 802.11b. As they
show, in both cases the average throughput of greedy receiver
is higher than that of the normal receivers. The difference in
goodput between the greedy and normal receivers is smaller
under one AP due to head-of-line blocking.

TCP sender at remote site: So far we consider
the connections span only wireless links. Next we consider
the case where the two connections span both wireless and
wireline links, as shown in Figure 15(a). We vary the wired
link latency from2ms to 400ms, and set BER of both wireless
links to 2e−5. Figure 15 compares goodput under no greedy
receiver (denoted asno GR) versus under one greedy receiver
R2 (denoted asw R2 GR). We observe that increasing
wireline latency initially increases the gap between the normal
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Fig. 14. One greedy receiver competes with a varying number of NS-NR
pairs. (TCP, 802.11b)

and greedy receiver. This is because an increasing wireline
latency makes end-to-end loss recovery more expensive. When
the wireline latency is beyond200ms, the goodput of greedy
receiver starts to decrease, even though it still significantly
out-performs the normal receiver. This is because TCP ACK-
clocking reduces the greedy receiver’s goodput as its delay
increases, and the goodput gain from the normal receiver is
not enough to offset such drop.

Figure 16 further shows the result when we vary the greedy
percentage (GP) under five different values of wireline latency.
As we would expect, increasing GP enlarges the performance
gap between the greedy and normal receivers. In addition, we
observe the performance gain of the greedy receiver is largest
when the wireline latency is around 200 ms – only spoofing
20 % of DATA frames it sniffs,GR achieves51.78% more
goodput of than its normal value, causingNR to perform
63.36% worse than its normal value.

2) UDP Traffic: Now we evaluate the spoofing ACK using
UDP traffic. We consider a 3-node topology (i.e., 1 AP sending
to two receivers). Figure 17 summarizes the results using the
same notation as above. As we would expect, when neither
misbehaves, the two receivers get similar goodput. When one
of them misbehaves,GR gets higher throughput thanNR.
The performance gain ofGR in UDP is less pronounced as in
TCP, because disabling MAC-layer retransmissions interacts
with TCP congestion control and causes larger damage.

C. Misbehavior 3: Sending Fake ACKs

For misbehavior 3, a greedy receiver sends an ACK even
upon receiving a corrupted data frame. As mentioned in
Section IV-C, this misbehavior is effective when the greedy
receiver uses UDP and generates additional traffic to the MAC-
layer to compensate for the reduced service time caused by
disabling MAC-layer retransmission. So our evaluation uses 4-
node topologies, where two APs,S1 andS2, each send traffic
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Fig. 15. Goodput under remote TCP senders, where both wireless links to
the greedy and normal receiver have BER=2e−5. (802.11b)
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Fig. 17. Goodput of two UDP flowsS-NR and S-GR under a varying
wireless link loss rate, where GR spoofs ACK on behalf of NR.

 0

 1

 2

 3

 4

 5

 6

 0  20  40  60  80  100

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

Greedy Percentage (%) 

  R1 w R2 GR
  R2 w R2 GR
  R1 w both GR
  R2 w both GR

(a) 802.11b

 0

 1

 2

 3

 4

 5

 6

 0  20  40  60  80  100

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

Greedy Percentage (%) 

  R1 w R2 GR
  R2 w R2 GR
  R1 w both GR
  R2 w both GR

(b) 802.11a

Fig. 18. Goodput of two UDP flowsS1-R1 andS2-R2, whenS1 andS2

are hidden terminals.

No GR 1 GR 2 GRs
NR1 NR2 NR GR GR1 GR2

802.11b 124.35 125.69 362 43.31 77 76.34
802.11a 92.55 97.02 220.52 28.91 47.52 47.33

TABLE IV

CONTENTION WINDOW SIZE OF NR AND GR WITH GP 100%WHEN

BOTH SENDERS ARE HIDDEN TERMINALS USINGUDP

to its receiverR1 and R2, respectively, as fast as possible.
We create data loss using one of the following two ways. We
disable RTS-CTS exchange and place two receivers next to
each other and senders far apart from each other to create
the hidden terminal problem. Alternatively, we create lossby
injecting random loss of bit-error-rate (BER) of2e−5 when
the two sender-receiver pairs are within communication range
of each other. In both cases, the two flows experience similar
loss rates.

With collision losses of hidden terminals: Figure 18
compares the goodput of two UDP flows,S1 − R1 and
S2 − R2, when only R2 misbehaves, and when bothR1
andR2 misbehaves under varying greedy percentage. In this
scenario,S1 andS2 are hidden terminals thusR1 andR2 ex-
perience collision losses. We can observe the following. First,
when onlyR2 misbehaves, an increasing greedy percentage
increases the discrepancy between the goodput of the normal
receiverR1 and greedy receiverR2. When GP=100% (i.e.,
greedy receiver fakes ACK on every corrupted data packet),
the greedy receiver significantly outperforms the other con-
nection. This is because faking ACKs makesGS’s contention
window (CW) considerably smaller thanNS’s CW, as shown
in Table IV. Second, when both receivers are greedy, they
both suffer. This is because faking ACK essentially disables
exponential backoff in 802.11 and lets senders send faster
than they should, creating more collisions. Thus, under traffic-



Data error rate no GR (Mbps) 1 GR (Mbps) 2 GRs (Mbps)
R1 R2 R1 R2(GR) R1(GR) R2(GR)

0.2 1.44 1.43 1.2 1.43 1.47 1.47
0.5 0.92 0.91 0.59 2.49 1.03 1.03
0.8 0.63 0.63 0.32 1.11 0.71 0.75

TABLE V

GOODPUT OF TWOUDP FLOWS UNDER INHERENT WIRELESS LOSSES

UNDER 802.11B

induced losses arising from hidden terminals, sending fake
ACK can be harmful to greedy receivers when there is no
normal receiver.

With inherent wireless medium losses: Next we
compare the performance of the two UDP flows,S1 − R1
andS2−R2 with inherent wireless medium losses. When the
loss is inherent wireless medium losses (e.g., low received
signal strength), faking ACKs improve the goodput by 2-
12% when data frame loss rate varies from 0.2 to 0.8, as
shown in Table V. In this case, unlike traffic-induced loss
case, performing exponential back-off does not help reduce
losses and only unnecessarily reduces the sending rate. Faking
ACKs avoids such unnecessary rate reduction and improves
performance.

Different loss rates on the two flows: Our next evaluation
is to understand whether a greedy receiver’s performance gain
under packet losses is no more than a normal receiver when
its link is loss free. So we inject random loss to only one flow,
and let both receivers behave normally. When both flows have
BER of 5e−4, the greedy and normal receivers obtain 2.61
Mbps and 1.086 Mbps, respectively. In comparison, when both
receivers are normal, one flow with BER of5e−4, and the other
with no loss, the one with no loss has 2.64Mbps and the other
has 1.096 Mbps. So effectively the greedy receiver pretends
to be a normal receiver without packet losses. Under inherent
wireless medium loss, faking ACKs can be considered as a
useful surviving technique. However, this is not recommended
under traffic-induced losses.

Vary the number of sender-receiver pairs: Finally we
consider multiple APs each transmit to one client as fast as
possible, where one of the clients is a greedy receiver and all of
the clients experience the same loss rates. Figure 19 shows the
goodput as we vary the number of sender-receiver pairs. We
observe that the impact of greedy receiver increases with the
loss rate, because a higher loss rate means more opportunities
for the greedy receiver to fake ACKs. Moreover, the absolute
difference in the goodput of greedy and normal receivers
decreases as the number of normal receivers increases due
to a decreasing per-flow goodput. Interestingly, their relative
difference in goodput remains high for all the numbers of
receivers considered.

VI. EVALUATION IN TESTBED

In this section, we evaluate the performance impact of
greedy receivers in a testbed consisting of 4 DELL Dimensions
1100 PCs (2.66 GHz Intel Celeron D Processor 330 with
512 MB of memory). For the first two misbehaviors, we
use two senders, each sending to one receiver. For the third
misbehavior, spoofing ACK, we use one sender transmitting to
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no GR (Mbps) 1 GR (Mbps)
NR1 NR2 GR NR

Inflate NAV on RTS of TCP Ack 2.28 2.51 4.41 0.04

TABLE VI

TCP THROUGHPUT WHENGR INFLATES NAV OF RTS FOR TCP ACKS.

two receivers. In all cases, the senders send as fast as possible.
The nodes are all at fixed locations within communication
range of one another. Each node runs Fedora Core 4 Linux,
and is equipped with 802.11 a/b/g NetGear WAG511 using
MadWiFi. We use 802.11a to avoid interference with campus
802.11b wireless LAN in the building. We enable RTS/CTS
and use a fixed rate of 6Mbps.

Inflating NAV: As a receiver of TCP traffic, GR can
inflate NAV in RTS and DATA frames when it sends TCP
ACKs, since TCP ACKs are considered as DATA frame to
MAC-layer. In MadWifi, we can easily modify the NAV in
RTS frames. Table VI shows the NAV inflation result using
TCP where GR inflates NAV in RTS frames for TCP ACKs
to the maximum value,32767µs. As it shows, without greedy
receiver,NR1 andNR2 shares the medium fairly, but when
NR1 becomes greedy receiver, it consumes almost all the
bandwidth and the normal receiver only receives 0.04 Mbps.

Next we consider UDP flows. In this case, a greedy receiver
can only inflate CTS and ACK. In Madwifi, CTS and ACK
frames are sent automatically in hardware and we cannot mod-
ify NAV in these frames. Instead, we can disable the automatic
ACK and CTS by changing Atheros configuration register
number 0x8048 to 0x7, and inject our own ACK and CTS
with inflated NAV. The packet injection can be implemented
either inside the MadWiFi driver or as an application layer
program. For simplicity, we adopt the latter approach to inject
ACK and CTS packets with inflated NAV value of32767µs
via the raw interface. A CTS frame with inflated NAV is
injected upon the receipt of an RTS frame, and an ACK frame
is injected upon the receipt of a data frame. However, since
we implement in an application layer program, the turn around
time for sending ACK and CTS frames is around1 ms, which
is larger than their timeout values. Therefore we do not disable
automatic ACK and CTS, but run our packet injection code
in parallel. (If we implement packet injection in MadWifi, the
turn-around time is50 µs, within the maximum ACK/CTS
timeout of 409 µs, so we can disable automatic ACK/CTS.)
For the purpose of NAV inflation, the larger turn around time
is not an issue since the slightly delayed frames with inflated
NAV still achieve the goal of silencing nearby nodes.

Table VII compares the UDP throughput of the senders



no GR (Mbps) 1 GR (Mbps)
NR1 NR2 GR NR

no RTS/CTS inflated NAV on ACK 2.73 2.85 4.94 0.08
with RTS/CTS inflated NAV on CTS 2.47 2.67 4.65 0.08

with RTS/CTS inflated NAV CTS/ACK 2.47 2.67 4.65 0.05

TABLE VII

UDP THROUGHPUT WHENGR INFLATES NAV IN TESTBED.

no GR (Mbps) 1 GR (Mbps)
NR1 NR2 GR NR

without RTS/CTS 2.68 1.96 3.51 0.98

TABLE VIII

TESTBED EMULATION OF SPOOFINGACK USING TCP.

when there is no greedy receivers versus when one receiver
is greedy. The reported goodput is the median over 5 runs,
where each run lasts 30 seconds. As it shows, without greedy
receiver, both senders achieves similar throughput. When one
receiver is greedy, the greedy receiver’s flow gets virtually all
the bandwidth while starving the normal receiver’s flow.

Emulating ACK spoofing: We study the impact of
spoofing ACK by having one sender transmit to two receivers
using TCP. To emulate the effect of ACK spoofing, we modify
the sender to disable MAC-layer retransmissions when it
transmits to the normal receiver, while perform MAC-layer
retransmissions as usual when it transmits to the greedy
receiver. As shown in Table VIII, when greedy receiver suc-
cessfully spoofs an ACK on behave of the normal receiver, its
goodput increases by 30% while the normal receiver’s goodput
decreases by half.

Emulating fake ACKs: Finally we examine the impact
of sending fake ACK by letting a sender send UDP traffic to
two receivers. We emulate the effect of sending fake ACKs by
setting the sender’s maximum contention window to minimum
contention window when it transmits to the greedy receiver.
As we can see from Table IX, this misbehavior enables the
greedy receiver to grab the medium faster than the competing
flow and obtaining higher throughput.

VII. D ETECTING GREEDY RECEIVERS

In this section, we present techniques to detect and mit-
igate greedy receiver misbehaviors. We assume that senders
are well-behaving and do not collude with greedy receivers.
Fig. 20 shows a flow-chart of our countermeasure scheme.
The scheme can be implemented at any node in the network,
including APs and clients. The more nodes implementing the
detection scheme, the higher likelihood of detection. Nextwe
describe how to detect inflated NAV, spoofed ACKs, and fake
ACKs.

A. Detecting Inflated NAV

Inflated NAV affects two sets of nodes: (i) those within
communication range of the sender and receiver, and (ii) those

no GR (Mbps) 1 GR (Mbps)
NR1 NR2 GR NR

without RTS/CTS 2.08 2.99 2.79 2.35

TABLE IX

TESTBED EMULATION OF SENDING FAKEACK USING UDP.

Fig. 20. Detecting greedy receivers.

outside the communication range of the sender but within
communication range of the receiver. The first set of nodes
know the correct NAV, since they overhear the sender’s frame
and can directly compute the correct NAV from the receiver
by subtracting the duration of sender’s frame. Therefore these
nodes can directly detect and correct inflated NAV. The second
set of nodes can infer an upperbound on a receiver’s NAV
using the maximum data frame size (e.g., 1500 bytes, Ethernet
MTU). For Giga Ethernet, the jumbo frame MTU is 9000
bytes. However, since we focus on the traffic going to and
from the Internet, and based on extensive Internet traffic
measurement study [18] the packet size on the Internet is
within 1500-bytes. Therefore it is reasonable to assume MTU
of 1500 bytes.

If the NAV in CTS or ACK exceeds the expected NAV
value, greedy receiver is detected. (In fact, without fragmen-
tation, NAV in ACK should always be 0.) We can further locate
the greedy receiver using received signal strength measurement
from it. To recover from this misbehavior, nodes will ignore
the inflated NAV and replace it with the expected NAV to use
for virtual carrier sense.

B. Detecting Spoofed ACKs

To detect greedy receivers that spoof ACKs on behalf of
normal receivers, we use their received signal strength. More
specifically, letRSSN denote the received signal strength from
the original receiver,RSSC denote the received signal strength
in the current ACK frame, andThreshcap denote the capture
threshold.RSSN can be obtained using a TCP ACK from
that receiver, assuming TCP ACK is not spoofed IfRSSC is
significantly different fromRSSN , the sender reports greedy
misbehavior. Furthermore, whenRSSN

RSSC
≥ Threshcap, the

sender can directly recover from this misbehavior by ignoring
the received ACK. This is because in this case the original
receiver must have not received data and sent ACK, otherwise
the ACK coming from the original receiver would have
captured the spoofed ACK; ignoring such MAC-layer ACKs
allow the sender to retransmit the data at the MAC-layer as it
should.

To examine the feasibility of using RSS measurements for
detecting spoofed ACKs, we collect Received Signal Strength
Indication (RSSI) measurements from our testbed, consisting
of 16 nodes spread over one floor of an office building.
For each run, one sender sends UDP broadcast packets and



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20

C
um

ul
at

iv
e 

fr
ac

tio
n

|RSSI - medianRSSI| across all links(dB)

Fig. 21. CDF of|RSSI − medianRSSI| over all links.
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Fig. 22. False positive and false negative vs. RSSI threshold.

all other nodes record RSSI values for each packet using
Click [4]. (RSSI is defined as10 log10

S+I
N

, whereS denotes
received signal strength,I denotes interference, andN denotes
thermal noise [16].) As shown in Figure 21, around 95% RSSI
measurements differ from median RSSI of that link within 1
dB. This suggests that RSSI does not change much during a
short time interval, and we can use large change in RSSI to
identify spoofed ACKs.

Based on the above observation, a sender determines a
spoofed ACK if|RSSImedian−RSSIcurr| > RSSIThresh,
whereRSSImedian is the median RSSI from the true receiver,
RSSIcurr is the RSSI of the current frame, andRSSIThresh
is the threshold. The accuracy of detection depends on the
value of RSSIThresh. Fig. 22 plots the false positive and
false negative rates asRSSIThresh varies from0 to 5dB,
where false positive is how often the sender determines it is
a spoofed ACK but in fact it is not, and false negative is how
often the sender determines it is not a spoofed ACK but in
fact it is. As it shows, using 1 dB as the threshold achieves
both low false positive and low false negative rates.

The previous detection is effective when RSSI fromNR is
relatively stable and RSSI fromGR is different fromNR. To
handle highly mobile clients, which experience large variation
in RSSI, the sender can use a cross-layer approach to detect
the greedy behavior. For each TCP flow, it maintains a list
of recently received MAC-layer ACK and TCP ACK. Greedy
receiver is detected when TCP often retransmits the packet
for which MAC-layer ACK has been received. This detection
assumes wireline loss rate is much smaller than wireless loss
rate, which is generally the case.

C. Detecting Faked ACKs

To detect greedy receivers that send MAC-layer ACKs
even for corrupted frame, the sender compares the MAC-layer
loss with the application layer loss rate. The latter can be

estimated using active probing (e.g., ping). Since packetsare
corrupted,GR cannot send ping response and we can measure
the true application loss rate. If loss rate is mainly from
wireless link, applicationLoss ≈ MACLossmaxRetries+1,
when packet losses are independent. IfapplicationLoss >
MACLossmaxRetries+1+threshold, the sender detects faked
ACKs, where threshold is used to tolerate loss rate on
wireline links when the connection spans both wireless and
wireline. The appropriate value of threshold depends on the
loss rate on the wireline links.

VIII. E VALUATION OF DETECTION

We implement in NS-2 the greedy receiver countermeasure
(GRC) against inflated NAV and ACK spoofing described in
Section VII.

(a) Evaluation topology

 0

 1

 2

 3

 4

 5

 6

  99 5530   99   5530   99    5530 

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

Distance from R1 and the R2 (m)

no GR R2 is GR
no GRC with GRC

R2 is GR

  R1
  R2

(b) UDP goodput

 0

 1

 2

 3

 4

 5

 6

  99 5530   99   5530   99    5530 

G
oo

dp
ut

 o
f R

ec
ei

ve
rs

 (
M

bp
s)

Distance from R1 and the R2 (m)

no GR R2 is GR
no GRC with GRC

R2 is GR

  R1
  R2

(c) TCP goodput

Fig. 23. GRC effectively detects and mitigates inflated CTS NAV.

First we evaluate the countermeasure against inflated CTS
NAV using the the topology in Figure 23(a), where communi-
cation and interference ranges are 55m and 99m, respectively.
Figure 23(b) compares the UDP performance under the fol-
lowing three cases (from left to right) : (i) no greedy receiver,
(ii) one greedy receiver with no GRC, and (iii) one greedy
receiver and with GRC. As we can see, without a greedy
receiver, the two flows get similar goodput. The goodput jumps
around99m, because the two senders do not interfere beyond
this distance. WhenR2 is greedy,R2 dominates the medium
and completely shuts offR1 when all four nodes are within
communication range. Beyond55m, R2’s inflated CTS NAV
cannot be heard byR1 andS1, so the goodput of the two flows
are similar beyond55m. So inflated CTS NAV is effective only



when distance is below55m, and we focus on this region. We
observe that GRC effectively detects and mitigates the inflated
NAV. In particular, the goodput of the two flows are similar
when distance is below 45 m, sinceS1 andR1 both hearS2’s
RTS and know the true packet size. As the distance further
increases,NS does not hear RTS fromGS and has to assume
the maximum packet size 1500 bytes, which is 46.48% larger
than the actual data packet size. In this case,R2 receives
higher goodput. Nevertheless, compared with no GRC, the
normal receiver no longer starves. Similar trends are observed
under TCP traffic, as shown in Figure 23(c).
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Fig. 24. GRC effectively detects and recovers from ACK spoofing under
varying BER.

Next we consider a greedy receiver that spoofs ACKs. We
compare the goodput of two competing flows under a varying
loss rate, where the loss rates on the two flows are the same and
losses are both randomly generated. As shown in Figure 24,
without a greedy receiver, the goodput of the two flows are
similar: both gradually decrease as BER increases from 0 to
14e−4. WhenR2 is greedy, its flow dominates the medium and
degradesR1’s performance when no GRC is used. With GRC,
both flows fairly share the medium: their goodput closely
follow the goodput curves under no greedy receiver. This
demonstrates the effectiveness of the GRC.

IX. CONCLUSION

As the popularity of hotspot networks continues to grow,
it is increasingly important to understand potential misuses
and guard against them. In this paper, we identify a range
of greedy receiver misbehaviors, and evaluate their effects
using both simulation and testbed experiments. Our results
show that greedy receiver misbehavior can cause serious
degradation in other traffic, including starvation. We further
develop techniques to detect and mitigate the misbehaviors
and demonstrate their effectiveness.

This paper focuses on the effects of greedy receivers in
fixed rate environments. Rate adaptation introduces strongin-
teractions with several misbehaviors. In particular, the damage
of faking ACKs (i.e., misbehavior 3) may reduce under auto-
rate, since without correct feedback the transmitter may not
choose the best modulation scheme and cause performance
degradation. In contrast, the damage of spoofing ACKs (i.e.,
misbehavior 2) can increase with auto-rate. With ACK spoof-
ing, the sender may not be able to select a good data rate to
use and incur significant performance degradation, which may

benefit the greedy receiver. We plan to explore the effects of
auto-rate in depth as part of our future work.
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